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Abstract: Lane detection based on machine vision, a key application in intelligent transporta⁃
tion，is generally characterized by gradient information of lane edge and plays an important
role in advanced driver assistance systems (ADAS). However, gradient information varies with
illumination changes. In the complex scenes of urban roads, highlight and shadow have effects
on the detection, and non-lane objects also lead to false positives. In order to improve the accu⁃
racy of detection and meet the robustness requirement, this paper proposes a method of using
top-hat transformation to enhance the contrast and filter out the interference of non-lane ob⁃
jects. And then the threshold segmentation algorithm based on local statistical information and
Hough transform algorithm with polar angle and distance constraint are used for lane fitting. Fi⁃
nally, Kalman filter is used to correct lane lines which are wrong detected or missed. The exper⁃
imental results show that computation times meet the real-time requirements, and the overall
detection rate of the proposed method is 95.63%.
Keywords: ADAS; Hough transform; Kalman filter; polar angle and distance; top-hat

Citation (IEEE Format): G.T. Fan, B. Li, Q. Han, et al.,“Robust lane detection and tracking based on machine vision,”ZTE Communica⁃
tions, vol. 18, no. 4, pp. 69–77, Dec. 2020. doi: 10.12142/ZTECOM.202004010.

1 Introduction

With the expansion of car ownership, the number of
traffic accidents has also increased. Many of the
accidents are caused by driver’s negligence or vi⁃
sual disturbance. Advanced driver assistance sys⁃

tems (ADAS) are considered to be important technologies for
reducing accidents, such as lane departure warning (LDW),
lane keeping. Lane detection based on machine vision is the
basis of these and other similar applications and is a key tech⁃
nology in ADAS to assure active driving safety[1]. Meanwhile,
lane detection provides support for road identification, obsta⁃
cle detection and other applications to realize driving safety[2].
Furthermore, on the basis of accurate detection, plenty of ap⁃
plications of intelligent transportation can be improved, such
as road navigation, lane-positioning, and lane-level map⁃
ping[3–4]. Considerable work has been done and various meth⁃
ods proposed to detect lane lines. The methods usually con⁃
sist of two main steps: lane feature extraction and lane fitting
with a parametric curve. The extraction of the candidate point
is a key step in lane detection. If the feature points of the lane
cannot be extracted accurately, it is difficult to make up for it
in the subsequent processing. In these lane detection meth⁃
ods, color, texture or edge information is considered as a fea⁃

ture of the lane.
Because the lanes and road surface have contrasting colors,

various color-based[5–6] methods have been proposed. HE et al.[5]
proposed a road-area detection algorithm based on color images,
which is composed of two parts. First, the left and right road
boundaries are estimated by using edge information. Then, road
areas are subsequently detected based on the full color image by
computing the mean and variance of the Gaussian distribution.
Color information can be used to constrain road surface areas.
However, this method has a drawback that the shadow and wa⁃
ter on road surface have an effect on road area detection. SUN
et al. [6] transferred an image into the hue saturation intensity
(HSI) color space and used a threshold computed by fuzzy c-
means to do intensity difference segmentation. Finally, the im⁃
age was filtered by means of connected component labeling
(CCL) of binary image. CHENG et al.[7] presented a lane-detec⁃
tion method aiming at handling moving vehicles in the traffic
scenes, and removing non-lane objects, such as road traffic
signs. Lane lines are extracted by color information without be⁃
ing affected by illumination changes. If vehicles have the
same colors as lane lines, they can be distinguished by shape,
size, etc. However, this method has disadvantages of using a
pre-defined threshold and limited scenarios. Thus, it is diffi⁃
cult to distinguish lanes and roads by using color differences
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in outdoor road environment when the illumination changes
with time, weather, etc.
Other methods to overcome this disadvantage of using the

color cues for lane detection is to utilize texture features, van⁃
ishing points[8] or region of interest (ROI) constraints[9–10].
YOO et al. [8] proposed a lane detection method based on van⁃
ishing point estimation using the relevance of line segments,
combined with the vanishing point. The false detections de⁃
crease by filtering out lines that do not pass through it. Howev⁃
er, this method has high computational complexity and long
processing time. BORKAR et al. [9] exploited the parallel na⁃
ture of lane boundaries on the road to find near parallel lines
separated by a constraint specified distance and then false sig⁃
naling caused by artifacts in the image can be greatly reduced.
LIU et al.[10] combined ROI with perspective transform. It first⁃
ly detects the lane lines on the road, then determines the trap⁃
ezoid ROI where road marking would show up with the guide
of detected lane lines, and finally the ROI is transformed to
square by inverse perspective transform for accurate road
marking detection and recognition. DENG et al.[11] adopted in⁃
verse perspective mapping (IPM) transform model for the ROI.
Then, the template is designed according to the specific pixel
value, width, edge orientation of lane marking, and gray distri⁃
bution of two sides of the lane. It is effective to filter out the in⁃
terference of vehicle edges ahead or shadows of objects such
as telegraph poles, traffic signs, and trees. However, the effec⁃
tiveness of IPM-based technique would be reduced if there are
obstacles in the road.
Apart from the above methods, gradient-enhancing[12–15] de⁃

tection methods are widely used to detect lanes, since it can
increase the contrast between the lane and the road surface
and reduce the influence of illumination. A vision-based au⁃
tonomous detection method of lane was proposed in Ref. [12].
It sets an ROI in the image, the pixels in which are investigat⁃
ed along multiple horizontal scanning lines, and a lane line in
the image is determined by connecting the two center points
or fitting a set of multiple center points. However, it can only
detect left and right line of the current lane. When there are
more lane lines or other objects with higher brightness, the er⁃
ror rate will increase dramatically. LI et al.[13] employed histo⁃
gram equalization to adjust the contrast and fit the lane by us⁃
ing Hough transform or B-spline curves. YOO et al. [14] pro⁃
posed a gradient-enhancing conversion method for illumina⁃
tion-robust lane detection. They proposed gradient enhancing
conversion method to convert images which have large gradi⁃
ents at lane boundaries. This method combines Hough trans⁃
form and curve model to detect lane lines. HALOI et al. [15]
used a modified IPM to obtain ROI, where 2D steerable filters
are used to capture gradient changes due to color variation of
road and lanes.
In the outdoor road environment, illumination changes with

time, weather and light, etc. Lanes and roads have similar gray
values, and the gradients of them are not obvious. Thus, lane

and road information can be easily converted into similar val⁃
ues, which is not conducive to feature extraction. The method
based on the gradient is limited to specific scenarios. During
the process of lane detection, the main task is to maximally
highlight and enhance the lane marking, meanwhile, suppress
or filter out non-lane interference. This paper proposes an effi⁃
cient method for illumination-robust lane detection and track⁃
ing. Our method uses the top-hat transformation to enhance
the contrast and filter out the interference of some non-lane
objects, which maximizes gradients of lanes and roads. Then a
progressive threshold segmentation algorithm based on local
statistical information and constrained Hough transform with
polar angle and distance is used for lane detection. And final⁃
ly, Kalman filter is used to correct lane lines that are wrong de⁃
tected or missed. Specifically, contributions of this paper are
presented as follows.
(1) We put forward a top-hat transformation to enhance the

contrast of lane lines and background images and filter out the
interference of non-lane objects.
(2) The lanes are detected efficiently by constrained Hough

transform with polar angle and distance. Then, it is corrected
by using Kalman filter.
(3) The simulation implemented validates the proposed

method. It can effectively detect lane lines in scenarios such
as shadows, glare, rain and night, and meet the real-time and
robust requirements to different scenarios.
The remainder of the paper is organized as follows. Section

2 gives a detailed description of the proposed approach. Sec⁃
tion 3 describes test results under different illumination sce⁃
narios. Finally, Section 4 concludes the paper.

2 Lane Detection and Tracking
Fig. 1 shows the flow chart of the lane detection method.

This method does not need to calibrate the camera, but direct⁃
ly uses the pixel coordinates for lane detection. First, ROI,
grayscale image transformation and image filtering are used
for pre-processing. Then, the top-hat transformation, threshold⁃
ing and edge detection are used to obtain edge image, followed
by a progressive Hough transform used for lane detection. Fi⁃
nally, Kalman filter is used to correct lane lines that are wrong
detected or missed.
2.1 Pre-Processing
The video frames we collect contain not only the part of the

lane, but also various background noises, such as the sky, ve⁃
hicles, trees and houses, which will have certain influences on
the detection. In order to accurately capture the lane features
and avoid noise interference, we firstly obtain the part of the
image containing the lane area, and filter out the noise gener⁃
ated in the process of image capturing. The pre-processing
stage includes the selection of the ROI, grayscale image trans⁃
formation, and image filtering. Fig. 2 shows the results of the
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pre-processing.
(1) Selection of ROI.
Since the upper half of an image is the sky, the lane line on⁃

ly exists in the lower half of the image. There is no target ob⁃
ject in the upper part of the image, which will cause interfer⁃
ence with the detection. In order to reduce the amount of cal⁃
culation and avoid the interference, the sky area is removed,
and only the part containing the lane is left. The rectangular
ROI is configured in the initialization stage. It includes the
road region only when the region above the vanishing point
(VP) is removed. If the size of an image is M × N, we take the

lower half of the image as the rectangular ROI, that is, the size
of ROI is M 2 × N.
(2) Red Green Blue (RGB) to gray.
The road image obtained from the driving recorder is RGB

format, but the detection of lane lines is mainly based on gray
and edge information. Therefore, RGB images should be con⁃
verted to grayscale images to reduce the image storage capaci⁃
ty and improve the operation speed.
(3) Filtering operation.
Inevitably, in the process of image acquisition, noises will

intrude. The effect of isolating noise on the image is great. Me⁃
dian filter can achieve much better noise suppression with
minimum edge blurring than other methods.
2.2 Candidate Point Extraction
After image pre-processing, candidate lane line points

should be extracted before lane fitting. The extraction of lane
features is a key step in lane detection. If lane features fail to
be accurately extracted in this step, it is difficult to make up
for the subsequent lane detection steps. The steps of candi⁃
date point extraction consist of top-hat transformation, bina⁃
rization and edge detection.
2.2.1 Top-Hat Transformation
We use a top-hat transformation[16] as one step of candidate

point extraction to enhance the contrast of the lane and the
background, and filter out the interference of non-lane ob⁃
jects. In the field of mathematical morphology, the top-hat
transformation is an operation of gray scale morphology, which
can extract brighter small elements and details from given im⁃
ages. The operation is achieved by subtracting the open image
from the original image. The top-hat operation has the follow⁃
ing features: 1) The open operation is used to remove small de⁃
tails with highlights, while retaining all the gray levels and en⁃

Lane detection

Image in video

Preprocessing

Candidate point extraction

Hough transform withconstraint

Lane line

Extract two lanes

Kalman filter

Lane tracking

▲Figure 2. Pre-processing results.

▲Figure 1. Flow chart of lane detection and tracking method.

(a) Original image

(c) Grayscale image

(b) ROI image

(d) Filtered image
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suring that the features of a larger bright area are not dis⁃
turbed. Therefore, the top-hat transformation highlights areas
that are brighter than the region around the original image con⁃
tour by subtracting the open operation from the original image,
and this operation is related to the size of the selected kernel;
(2) Top-hat operations are often used to separate plaques that
are brighter from adjacent ones. When an image has a large
background, and the tiny items are more regular, the top-hat
operation can be used for background extraction; (3) The top
hat operation is commonly used to detect peak structures in
the image, while it is used for feature extraction in this paper.
The top-hat operation is computed as:

(f⊕b) (i, j) = max
( )i', j' ∈ b{ f (i - i', j - j')} , (1)

(fΘb) (i, j) = min
( )i', j' ∈ b{ f (i + i', j + j')} , (2)

F = f -f ∘ b = f - (fΘb)⊕b, (3)
where f denotes the filtered image, F denotes the result image,
and b denotes the structuring element, which is the key of top-
hat transformation. The size of b should be greater than the
width of the lane line. Here i' and j' belong to b. The top-hat
transformation can obtain the target image that has been elimi⁃
nated by the opening operation, by subtracting the opening im⁃
age from the filtered image. The opening image is formulated
in Eqs. (1) and (2).
The gray histogram is a function of gray level distribution,

and it is a statistic of gray level distribution in the image. An
image consists of pixels of different gray values, and the distri⁃
bution of gray is an important feature of an image. In this pa⁃
per, we extract the grayscale value of a row in the image, and
verify the algorithm by observing the grayscale changes of dif⁃
ferent images. The grayscale distribution of line 90 is shown
in Fig. 3, in which the abscissa indicates the number of col⁃
umns of the image and the ordinate indicates the gray value
corresponding to the ninth row of the image. The blue line rep⁃
resents the grayscale distribution curve of the target image,
the green line denotes the grayscale distribution curve of the
opening image, and the orange line represents the grayscale
distribution curve of the gray image.
It can be seen from the gray scale distribution that the open

operation filters out the highlighted area corresponding to the
lane lines and preserves the pixel value of the background re⁃
gion of the road surface. By subtracting the open operation im⁃
age from the filtered image, the highlighted lanes portion fil⁃
tered by the open operation is obtained. The resulting image of
the top-hat operation is obtained, which effectively enhances
the gradient of the boundary between the road surface and the
lane lines. Therefore, this algorithm enhances the contrast of
lanes and background in the images, according to the structur⁃

ing element. Figs. 4a and 4b show that the top-hat transfor⁃
mation enhances the contrast of lane marking, and meanwhile
suppresses or filters out non-lane interferences effectively.
2.2.2 Thresholding
(1) Binary image: The input video images are at first convert⁃

ed into grayscale images frame by frame. The gray image is
transformed into 0–1 binary image, where 0 corresponds to the
pixels value not or maybe not on the lane lines, and 1 corre⁃
sponds to the pixels value on or maybe on the lane lines within
the images. The thresholding divides the image into 0–1 bina⁃
ry images, preserves the lane lines and filters out other unneces⁃
sary details, i.e., the target and the background.
During this process, the selection of thresholds is particular⁃

ly important. Only by selecting the appropriate thresholds for
image segmentation, the effect of distinguishing lane lines and
the noise can be achieved. The distribution of the gray scale of
the road image is not bimodal, especially in the shadow and
uneven lighting conditions. Thus, there are poor binarization

(b) Image of top-hat transformation

(a) Image of open operation

▲Figure 4. Resulting images.

▲Figure 3. Gray scale histogram.
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segmentation effects by using basic global thresholds’meth⁃
ods, such as fixed threshold segmentation algorithm, and itera⁃
tive threshold segmentation algorithm. Thresholding based on
local threshold has an advantage over that one.
Usually, the binary image still contains a large number of

non-lane objects, such as railings and trees. Particularly,
when there are shadows or uneven light in the image, white ar⁃
eas appearing in the binary image will result in a sharp deteri⁃
oration in segmentation performance. A solution is to use vari⁃
able thresholds, and the threshold for each point is calculated
from the characteristics of one or more specified pixels in the
neighborhood of that point. In this paper, the top-hat algorithm
enhances the image and makes the contrast between the lane
line and the road surface more obvious. In the stage of thresh⁃
olding, the progressive thresholding method based on the
mean is still used, but the standard deviation is also intro⁃
duced. As is known, the mean represents the average gray
scale in the neighborhood and the standard deviation repre⁃
sents the local contrast. Thus, a detailed distinction will be
possible in binary image by using the standard deviation. The
threshold is computed as:
B (i, j ) = {1,F (i, j ) > aσr& F (i, j ) > bmr

0, other ， (4)
where F (i, j) is the gray scale of filtered image at (i, j), mr repre⁃
sents the mean of the neighborhood, σr represents the standarddeviation of the neighborhood of 3 × 3, and a and b are their cor⁃
responding weight. Here, a takes 2 and b takes 1.5. Fig. 5a
shows the results of the image thresholding process we use.
(2) Edge detection: After obtaining the lane area by bina⁃

rization, the edge features of the lane are extracted as the ba⁃
sis of the lane fitting. Vertical gradient edge detection is used
to detect image edge by vertical gradient differential, and the
mask of [ − 1,0,1 ] is used to smooth image. The image E (i, j)
after the vertical gradient edge detection is defined as:

E (i, j ) = {1,B ( )i, j + 1 - B ( )i, j - 1 > 0
0,B ( )i, j + 1 - B ( )i, j - 1 ≤ 0 . (5)

The image with edge detection is shown in Fig. 5b. It is an
effective way to convert the binary image into the edge image
with one side.
2.3 Lane Fitting
The Hough transform[17] is a method that locates shapes in

images, such as line segments, curves, and other patterns. The
basic principle is that the form to be sought can be expressed
by a known function depending on a set of parameters. A par⁃
ticular instance of the form to be sought is completely speci⁃
fied by a set of parameters representing the form. The Hough
transform is so far effectively used for finding lines in images,

it is a very common method of extracting curves from images
and is widely used to detect lane lines. After obtaining the
lane feature points, Hough transform can be used to detect the
lane lines.
The Hough transform maps the points on the image space to

the parameter space, and detects the lines by simple accumu⁃
lation in the parameter space and finding the peak value of the
accumulator. One point in the image space shown in the pa⁃
rameter space will be a line. In practice, y = k ⋅ x + b is un⁃
able to represent x = c in the form of a straight line. So, in the
practical application, the parameter equation is used. We can
think that the coordinates of one point (i, j) has been known,
and the following parameter equation formula is under the
principle of Hough transform.
ρ = i cos θ + j sin θ， (6)

where ρ is the distance between the origin of coordinates and
lines in image space. θ is the angle between lines and x axis,
and -90∘ ≤ θ ≤ 90∘.
The lane lines are usually parallel in the actual road. How⁃

ever, they will converge at a vanishing point when imaged by
the camera. In the course of normal driving, the lane lines are
generally on both sides of the vehicle, which are distributed
on the left and right sides of the image. Fig. 6 shows that
θ1 , θ2 are the ranges of angles in which lane lines do not needto detect. S and C are the intersection of the lane line and the
bottom of the image. The constraint distance L can be ob⁃
tained by S and C. Based on the fact above, we constrain the
polar angle and distance, meanwhile, the suppression of the
peak is also needed. Lane sets are set to L and R, and coun⁃
tered to NL and NR. And n peaks from H (ρ,θ) are selected.
The lane fitting method using Hough transform algorithm with
the polar angle and distance constraint is shown in Algo⁃
rithm 1.

(b) Vertical gradient edge detection

(a) Binary image

▲Figure 5. Overall detection results.
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Algorithm 1. Hough Transformation with Polar Angle and
Distance Constraint
Input: Edge image: the image after the edge detection
Output: Line image: the image of lane detection
1: Figure out Hough transform matrix H (ρ,θ)
2: Zero out the elements of the range of the polar angle in
[ 80∘ ,90∘ ] and [ - 80∘ , - 90∘ ]
3: H (ρ,θ) is subjected to peak suppression with a window size
of [MH/10 ; NH/10 ]
4: Set left and right lane sets, and left and right lanes counter
5: If θm ≥ 0,dm ≥ 0 andNL < 2 then6: If the Euclidean distance of the bottom endpoint coordi⁃
nates of the lane line is less than half the height of the image
then
7: NL + 1andH ( ρm ,θm ) ∈ L8: else
9: The lane line is not saved
10: end if
11: End if
12: If θm < 0,dm < 0 andNR < 2 then13: If the Euclidean distance of the bottom endpoint coordi⁃
nates of the lane line is less than a half of the height of the
image then

14: NR + 1andH ( ρm ,θm ) ∈ R15: else
16: The lane line is not saved
17: end if
18: End if
19: Select the two lane lines closest to the left or right side of

the vehicle
where dm = N 2 - xm ,1 ≤ m ≤ n, and xm is the horizontal co⁃
ordinate of the line corresponding to H (ρm ,θm) intersects the

bottom boundary of the image. The results of the fitting lane
are shown in Fig. 7, where the red line represents the left
lanes, and the green line denotes the right lanes. Under differ⁃
ent illumination and road disturbance conditions, lane lines
on the left and right sides of the vehicle can be effectively ex⁃
tracted. This algorithm not only avoids the detection of hori⁃
zontal line as lane line, but also makes the detected lane even⁃
ly distributed on both sides of the vehicle, and consequently
improves the detection accuracy.
2.4 Lane Tracking
The Kalman filter is frequently employed for object track⁃

ing. It is usually assumed that the object moves with constant
or linearly varying speed among successive frames[17]. In the
lane detection process, there are often cases of error or missed
detection when lane lines are obscured and unclear. In order
to avoid this situation as much as possible and improve the ac⁃
curacy and robustness of detection, we use the Kalman filter
to track the lane line. Since the actual application often uses
the lane lines on both sides of the vehicle, this paper only
tracks the two lane lines on both sides of the vehicle during
the detection and tracking process.
Lane line parameters [ ρ,θ,Δρ,Δθ ] are the status vector of

the traced line, and Δρ and Δθ are the variations of ρ and θ.
The state transition matrix and measurement matrix are shown
in Eq. (8).
x = [ ρ,θ,Δρ,Δθ ] , (7)

A =
é

ë

ê

ê
ê
êê
ê

ù

û

ú

ú
ú
úú
ú

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

,H = é
ë
ê

ù
û
ú

1 0 0 0
0 1 0 0 . (8)

VP: vanishing point
▲Figure 6. Polar angle and distance constraint diagram. ▲Figure 7. Fitting lanes.
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(c) Road surface damage (d) Dusk
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When the consecutive k frames are correctly detected, the
lane line parameter ( ρ,θ ) is taken as the initial state of the
Kalman filter, and the Kalman filter is started. The fitted lines
existing in the repository in step (k - 1) are matched as fol⁃
lows by using the difference of ρ and θ:

|| ( ρk - ρk - 1 ) < T1 & || (θk - θk - 1 ) < T2 . (9)
If the detection result of the current frame matches the pre⁃

vious frame, the detected value is used as the current lane
line result and the detection counter is incremented by one;
otherwise, the filter is called to perform prediction tracking,
and the predicted value is used as the parameter of the cur⁃
rent lane line. When the detection counter is larger than the
threshold, only Kalman is called for lane line detection and
tracking. The detection state is returned after T frames.
Here, T1and T2 denote as predetermined thresholds for thematching parameter.

3 Experimental Results
To verify the performance of the algorithm, we make a sim⁃

ulation in Matrix Laboratory (MATLAB). The algorithm is
performed on a PC with Intel Core i5-7500 3.4 GHz CPU
with 4 GB of RAM. Data sequence 1 and data sequence 2
were collected through a cellphone camera mounted below the
rearview mirror of a shared car in Xi’an. Data sequence 1 con⁃
tains highways. Data sequence 2 contains many multilane
roads and mostly urban roads. The dataset corresponds to dia⁃
mond marking, shaded road surface, arrow marking and Dusk.
Data sequence 3 of nighttime and Data sequence 4 of rainy
weather were obtained from YouTube. The dataset includes
tunnel, rain covered road and wiper interference. To objective⁃
ly verify the performance of the method, the KITTI dataset[18]
was used. Figs. 8 and 9 display the detection results, which
are represented by green lines. According to HALOI et al. [15],
the precision of a lane detection is given by Eq. (10).
PRE = TP

TP + FP , (10)
where FP denotes false positive and TP denotes true positive.
Table 1 shows that the accuracy of detection is improved. Un⁃
der the highway conditions, the accuracy of detection is
99.80%. Under low lighting conditions, such as nighttime, in a
tunnel, the accuracy of detection reaches 98.28%. The accura⁃
cy of detection is 97.84% at dusk. Under low light conditions
such as at night, the gray scale distribution of the road surface
is relatively uniform, and the interference is relatively small,
so the detection rate is high. When the road surface has a lot
of interference and the lane line is blocked for a long time, the
detection rate is relatively low. Under heavy rain conditions,
the detection rate is 94.28%, which is the lowest among all

(a) Diamond marking (b) Shaded road surface and arrow marking

(c) Dusk (d) Shaded road surface

(e) Tunnel (f) Nighttime

(g) Rainy weather (h) Wiper interference
▲Figure 8. Lane detection results under various driving conditions.

▲Figure 9. Results of the KITTI dataset.

(a) Highlight (b) Road marking and reflective

(c) Unclear lane markings (d) Shadows and curves

(e) Road surface damage (f) Road marking interference
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conditions, because the lanes are almost invisible and can eas⁃
ily lead to false detections, as shown in Fig. 10.

Table 2 presents the accuracy of lane detection using the
KITTI dataset, and the comparison with the method adopted
by HALOI et al.[15]. The detection rate of the proposed method
is higher than that adopted by HALOI et al. [15]. In the scene
where the lane lines are obvious and the road surface interfer⁃
ences are less, the lane detection rate reaches above 97%.
The overall detection rate is 95.63% and it is greater than
94% in very complex environments. The average running time
of each frame is 0.048 s in MATLAB, which meets the real-
time requirements and can adapt to different scenarios.

4 Conclusions
This paper proposes a lane detection and tracking method.

The pre-processing stage reduces the amount of computation
of detection module. After pre-processing, the top-hat trans⁃
form is used to enhance the contrast and filter out the interfer⁃
ence of some non-lane objects. Binarization and edge detec⁃
tion are used to extract feature points. Then, Hough transform
algorithm with polar angle and distance constraint is used for
lane fitting. Finally, Kalman filter is used to correct lane lines
that are wrong detected or missed. The actual road test results
show that this method is robust despite of the shadow, uneven
lighting and road damage. Experimental results show that the
algorithm meets the real-time requirement and can adapt to

different scenarios, where the average detection rate reaches
above 95.63%. In the future, adaptive ROI selection needs to
be further studied.
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