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are analyzed. Finally, they envision several promising research directions that have not been thoroughly studied, in hope of promot⁃
ing research in related fields to a certain extent.
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sample imbalance and provides accurate disease risk prediction on multi-center medical data. Experimental results on a real-
world clinical database MIMIC-IV demonstrate that the method improves AUC with a significant performance improvement of
accuracy compared with a vanilla federated learning ANN.

35 MSRA⁃Fed: A Communication⁃Efficient Federated Learning Method Based on Model Split and
Representation Aggregate⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅⋅ LIU Qinbo, JIN Zhihao, WANG Jiabo, LIU Yang, LUO Wenjian
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An anomaly detection approach for microservice systems with multi-source data streams is proposed. This approach realizes on⁃
line model construction and online anomaly detection, and is capable of self-updating and self-adapting. Experimental results
show that this approach can correctly identify 78.85% of faults of different types.
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PAN Yi, CUI Laizhong, CAI Zhipeng, LI Wei

and Demand Response Technologies. His research interests in⁃clude edge computing, sustainable computing, task schedul⁃ing, decision making, Internet of Things, energy informatics,and medical informatics. He is the recipient of Australian Re⁃search Council Discovery Early Career Researcher Award in

2020, the IEEE TCSC Award for Excellence in Scalable Com⁃puting for Early Career Researchers in 2018, and the IEEEOutstanding Leadership Award in 2018. He serves as the infor⁃mation director for ACM Computing Surveys and the editorsand PC members of tens of journals and conferences.

Recent years have witnessed the proliferation of Inter⁃net of Things (IoT), in which billions of devices areconnected to the Internet, generating an overwhelmingamount of data. It is challenging and infeasible totransfer and process trillions and zillions of bytes using thecurrent cloud-device architecture, due to bandwidth con⁃straints of networks and potentially uncontrollable latency ofcloud services. Edge computing, an emerging computing para⁃digm, has received a tremendous amount of interest to boostIoT. By pushing data storage, computing and controls closer tothe network edge, edge computing has been widely recognizedas a promising solution to meeting the current-day require⁃ments of low latency, high scalability, and energy efficiency,as well as to mitigating the network traffic burdens.However, with the emergence of diverse IoT applications(e. g., the smart city, industrial automation, and connectedcars), it becomes challenging for edge computing to deal withthese heterogeneous IoT environments and gather the datafeasibly for training in a centralized manner. Furthermore,data privacy has become fast-growing concerns when data arebeing accessed and obtained from IoT devices.The aforementioned issues necessitate Federated Learning(FL), which enables edge devices to collaboratively train alocally-standard model using mobile data generated in realtime. Federated learning is well suited for IoT and edge com⁃puting applications and can leverage the computation powerof edge servers and the data collected on widely dispersededge devices. Instead of collecting data to some centralizedservers, FL allows machine learning models to be deployedand trained on the user end to alleviate some potential pri⁃vacy leakage. Building such FL systems into edge architec⁃ture poses many technical challenges that need to be ad⁃dressed. The goal of this special issue is to stimulate discus⁃sions around open problems of FL for IoT and edge comput⁃ing. It focuses on sharing of the most recent and ground-breaking work on the study and application of FL in IoT andnetwork edge.This special issue receives both theoretical and application-based contributions in FL for IoT and edge computing. The fol⁃lowing five papers are accepted after rigorous reviews by sev⁃eral external reviewers and guest editors.The paper“A Collaborative Medical Diagnosis SystemWithout Sharing Patient Data”by NAN, et al. proposes andbuilds a secured and explainable machine learning frameworkto address the issue of current machine learning not beingable to fully exploit its potentials because the data usually sitin data silos and privacy and security regulations restrict theiraccess and use. Their approach can share valuable informa⁃

tion among different medical institutions to improve the learn⁃ing results without sharing the patients’data. It also revealshow the machine makes a decision through eigenvalues to of⁃fer a more insightful answer to medical professionals.HAN et al. give an overview of numerous state-of-the-artmethods in the literature related to FL on non-IID data in thepaper“A Survey of Federated Learning on Non-IID Data”.This paper also proposes a motivation-based taxonomy, whichclassifies these methods into two categories, including hetero⁃geneity reducing strategies and adaptability enhancing strate⁃gies. Moreover, the core ideas and main challenges of thesemethods are analyzed and several promising research direc⁃tions are outlined.The third paper“Federated Learning Based on ExtremelySparse Series Clinic Monitoring Data”by LU et al. designs amedical data resampling and balancing scheme for federatedlearning to eliminate model biases caused by sample imbal⁃ance and provide accurate disease risk prediction on multi-center medical data. Experimental results on a real-worldclinical database demonstrate the improvement of accuracyand tolerance for missing data.The fourth paper“MSRA-Fed: A Communication-EfficientFederated Learning Method Based on Model Split and Repre⁃sentation Aggregate”by LIU et al. verifies that the outputs of thelast hidden layer can record the features of training data. Accord⁃ingly, they propose a communication-efficient strategy based onmodel split and representation aggregate. Specifically, the au⁃thors make the client upload the outputs of the last hidden layerinstead of all model parameters when participating in the aggre⁃gation, and the server distributes gradients according to theglobal information to revise local models. Experimental resultsindicate that their new method can upload less than one-tenth ofmodel parameters, while preserve the usability of the model.The last paper“Neursafe-FL: A Reliable, Efficient, Easy-to-Use Federated Learning Framework”by TANG et al. intro⁃duces a reliable, efficient and easy-to-use federated learningframework named Neursafe-FL. Based on the unified applica⁃tion program interface (API), the framework is not only com⁃patible with mainstream machine learning frameworks such asTensorflow and Pytorch, but also supports further extensions,which can preserve the programming style of the originalframework to lower the threshold of FL. At the same time, thedesign of componentization, modularization, and standardizedinterface makes the framework highly extensible. Their sourcecode is also publicly available.We would like to thank the authors and reviewers for theirhard work and contributions. This special issue would not bepossible without their help and collaboration.
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1 Introduction

Machine learning (ML) has played an important role
in the healthcare industry, serving as a decision
support system for medical diagnosis, and actively
promotes smart medicine development[1–2]. It can

be used to complete some laborious and often time-consuming
routine tasks for better resource utilization. More importantly,
ML can offer meaningful support for clinical decision-making
by comprehensively analyzing electronic healthcare records
(EHR)[3–5]. More than 70% of medical institutions worldwide
have implemented EHR systems, but just 3% of them can ex⁃
change data over the network[6]. Without a secured frame⁃
work for managing the use of EHR[7], patients’information is
at a high risk of cyber threats. Meanwhile, the performance
of ML could be severely degraded by the limited data avail⁃
able locally.
The data security concerns lead to EHRs which are often

used locally for analysis and learning, as depicted in Fig. 1(a).
On the other hand, the medical data available in a single
place are often not enough to fully exploit the advancement of
ML. The lack of data can be solved by using a centralized sys⁃
tem as shown in Fig. 1(b) to store the data from multiple
sources. However, the security threats to the centralized sys⁃

tem come from multiple aspects, such as data transmission
over the network, data leaking from the centralized server, and
manipulation and misconduct in handling patient data. All
these threats pose unique technical and ethical challenges for
this solution. Federated learning (FL) is a burgeoning distrib⁃
uted ML paradigm to collectively train a model as a whole
without explicitly exchanging data samples[8]. It enables a
party (such as medical institutions and organizations) to trans⁃
parently and securely share knowledge with other parties[9].
FL can be roughly divided into three groups, namely, horizon⁃
tal FL, vertical FL, and transfer FL[10]. The horizontal FL
means that the datasets used for training have the same fea⁃
ture space across all parties. The vertical FL uses different da⁃
tasets of different feature spaces to jointly train a global
model. The transfer FL refers to using transfer learning to uti⁃
lize a pre-trained model that is trained on a similar dataset for
solving a different problem. In this study, the federated learn⁃
ing applied to different medical institutions is horizontal
FL[11–12]. Horizontal FL can help solve the problem of lack of
data for some hospitals, and only the model parameters are ex⁃
changed among parties while developing a global diagnostic
model, as shown in Fig. 1(c).
Furthermore, clinical heterogeneity, lack of specific moni⁃
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toring markers, and interpretive uncertainty may lead to misdi⁃
agnosis in computer-aided diagnosis. Therefore, in addition to
data privacy, a secured medical decision-support system also
involves generating reliable and trustful results by providing
instrumental clues to medical professionals on why the deci⁃
sion is made, which is also known as explainable/interpretable
machine learning[13–15]. Some of the explainable ML tech⁃
niques are model-dependent, especially for linear models and
decision trees, while the others are model agnostic and can be
applied to any supervised ML model. The model interpretabil⁃
ity is often available for those trained locally, but it is still an
open question for FL.
In this study, we develop an explainable XGBoost model (a

tree-based extreme gradient boost model) under a horizontal
federated learning framework, EXPERTS, to construct a se⁃

cured medical decision-support system. In the system, we can
achieve the desired learning performance without sharing pa⁃
tient data and provide consistent global interpretability among
parties. To fully demonstrate and understand the system, we
extended the edge analytics framework[16] to collect the same
set of features (demographic characteristics, clinical features,
vital signals, and laboratory tests) of COVID-19 patients from
different places and store the collected data locally. Then
EXPERTS is applied to predict the status of the hospitalized
COVID-19 patients during their stay. The main contributions
of this paper are summarized as follows:
• We propose an explainable XGBoost under the horizontal

FL framework, called EXPERTS, to construct a secured medi⁃
cal decision-support system. In this system, only model param⁃
eters are shared among parties to build a global model without
sharing any patient’s data, thereby protecting patients’pri⁃
vacy without losing performance.
• We implement the Shapley value to provide the horizontal

FL model interpretability by revealing the detailed feature im⁃
portance at each party. Within the system, the feature impor⁃
tance is consistent between parties, which means we can pro⁃
vide global model interpretability for all parties.
• We demonstrate the practicality of EXPERTS by a real-

world COVID-19 dataset and an open medical dataset named
Cerebral Vasoregulation in the elderly with stroke. Our results
confirm that EXPERTS can achieve the same performance
level as the centralized learning approach.
The remainder of this paper is organized as follows. Section

2 gives the motivation for our work. Section 3 shows the de⁃
sign of our study. Section 4 reveals the experimental results of
our design. Section 5 concludes this work and sketches the fu⁃
ture work.
2 Related Work
Data-driven ML has emerged as a promising option for de⁃

veloping accurate and efficient diagnostic tools from large vol⁃
umes of medical data. In Ref. [17], the authors argued that an
AI-based tumor detector requires massive and a wide range of
data, including possible anatomies, pathologies and many oth⁃
ers, to make valuable clinical suggestions, and to be practical
and generalizing well to new patients. However, it is impracti⁃
cal to include all of them among medical institutions as the
data are highly sensitive and the usage is strictly regulated.
Even when the patients are de-identified by removing their
personal information, their privacy could still be exposed by
reconstructing faces from computed tomography (CT) or mag⁃
netic resonance imaging (MRI) data[18].
Federated learning[8] is one of the emerging approaches to ad⁃

dress security challenges by introducing the idea of sharing the
characteristics of the ML model rather than the data itself. More
specifically, it keeps the patient data locally for each partici⁃
pant and only transmits the intermediate results of the model at
local servers to the centralized server for model iteration and

▲Figure 1. Different types of learning
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update, thereby reducing communication intensity and improv⁃
ing data privacy. Since proposed by Google first in 2017[8], FL
has attracted more and more attention among researchers and
has been widely utilized in various privacy-sensitive domains.
It has great potential for medical and healthcare applica⁃
tions[19–21].
Nevertheless, there are still several issues that remain in FL.

For example, to improve performance, researchers focus heavily
on neural networks but ignore other machine learning models,
such as decision trees. Not only that, by emphasizing perfor⁃
mance using neural networks, researchers also ignore the inter⁃
pretability of the model, which is crucial for medical profession⁃
als to understand what drives the ML to make the decision. The
study on the interpretability of FL is very limited. The authors
in Ref. [22] studied the model interpretability under the frame⁃
work of vertical FL. In this work, a party contributes to the verti⁃
cal FL model by sharing its features with others. The contribu⁃
tion of the party can thus be represented by the combined con⁃
tributions of its shared features. In other words, the interpret⁃
ability of the federated model is provided by the group Shapley
values instead of the individual ones. To our knowledge, this
work is the first interpretability analysis based on original fea⁃
tures under the horizontal FL framework, and will not affect the
global interpretability for using different data samples stored in
medical institutions for model training.
3 Method
The technical detail of EXPERTS is given in this section.

To make the entire system clearer, we illustrate the detailed
processing flow in Fig. 2. As can be seen, the local data in
each hospital will never leave the local physical area. In the
local database, data pre-processing is first performed through
the patients/variables filter and abnormal removal. Then, we
rely on statistical transferring and one-hot sampling to further
refine the pre-screened data. After getting the available data,
we use the tree-based SHapley Additive exPlanations (SHAP)
to rank all the features by correlation, and select the top-20
features for subsequent local learning. Consequently, we per⁃
form local fast learning through the initialized model, and up⁃
load the local model’s parameters to the central processor in
the federated node. By applying certain mathematical methods
to weight or average the various parameter sets from different
hospitals, which generalizes local model parameters to global
parameters, we send them back to each local node for model
update and learning. In this section, we briefly describe these
steps encompassing the learning strategy, like data pre-
processing, followed by horizontal federated-XGBoost and
model interpretability.
3.1 Data Pre-Processing
Before the data analysis model is performed, the raw data

are obtained, organized, and pre-processed locally. The data
pre-processing includes variable extraction, unification, arti⁃

fact removal, feature generation and others. In this regard, we
first need to obtain patient data from the local hospital data⁃
base. The data can be retrieved in different forms and need to
be turned into a table-like structure. The steps of data unifica⁃
tion involve timestamp unification (unifying time count), unit
unification (unifying measurement unit for each variable), cat⁃
egorical variables form unification (converting categorical vari⁃
ables to numeric variables), and representation unification (uni⁃
fying the name of the feature). In the artifact removal step, mul⁃
tiple procedures are performed to ensure the validity and qual⁃
ity of the data. For example, the timestamp artifact removal pro⁃
cedure is used to remove unrelated medical records. The out-of-
range artifact removal procedure is used to remove the values of
the feature that greatly exceed its physiological range. The data
normalization is still valuable to reduce the adverse effects asso⁃
ciated with the use of physiological data. More specifically, Z-
score is used to normalize all included features to obtain a nor⁃
malized version of variables, which is computed by
Normalized ( x) = x - x̄

std ( x ) , where x̄ and std ( x ) represent the
mean and standard deviation of x, respectively. The time-series
variables are converted into static features via discretization.
3.2 Horizontal Federated-XGBoost
Although neural networks are currently the most popular

ML models, the lack of clear interpretability makes them hard
to justify their decisions, which is a prerequisite for the wide⁃
spread adoption of machine learning approaches by healthcare
communities. Instead, decision trees (DT) are regarded as reli⁃
able alternatives for balancing accuracy and interpretability.
DT is a tree-like ML model that consists of nodes and edges,
where the internal nodes present the test instances, the edges
present the results, and the leaf nodes present the prediction
results. In short, the path from the root to the leaf represents
the prediction rule. Although the gradient boosting decision
tree (GBDT) has not yet received enough attention under the
FL framework, the representative XGBoost is a promising can⁃
didate to achieve the desired ML performance.
We first give a recap of the the XGBoost algorithm. For a

given set of n independently identically distributed and la⁃
beled examples { ( xi, yi ) , i = 0,…,n }, where X ∈ Rn × d and d
represents the feature dimension. The goal of XGBoost is to
train a learning model with a set of parameters to minimize the
objective loss function for the K iterations, which can be repre⁃
sented as follows:
Objective =∑

i = 1

n

l ( yi, ŷi ) + ∑
k = 1

K Ω( fk ), (1)

where∑
i = 1

n

l ( yi, ŷi ) is the total training loss after K iterations to
measure how well the model fits. More specifically, yi is thereal label, and ŷi presents the predicted output for the i-th

05



ZTE COMMUNICATIONS
September 2022 Vol. 20 No. 3

NAN Yucen, FANG Minghao, ZOU Xiaojing, DOU Yutao, Albert Y. ZOMAYA

Special Topic A Collaborative Medical Diagnosis System Without Sharing Patient Data

data sample after K iterations through using K CARTs, which
can be calculated as:

ŷi = ∑
k = 1

K

fk ( xi ) . (2)

∑
k = 1

K Ω( fk ) in Eq. (1) is the regularization term to measure
the complexity of the model, and Ω( fk ) can be depicted as:
Ω ( fk ) = γ T + 12 λ| | ω | |2, (3)

▲Figure 2. Complete workflow of EXPERTS
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with the component ωj of ω being the score/weight of the j-thleaf node of the tree. T is the number of leaf nodes, and1
2 λ| | ω | |2 is the L2 regularization term of the leaf node score.
The score of each leaf node is increased by L2 smoothing to
prevent overfitting. In short, by minimizing the objective func⁃
tion of Eq. (1), both the accuracy and stability of the model
can be considered, and it is the balance between the deviation
and the variance.
Moreover, XGBoost is an additive model and the newly gen⁃

erated tree needs to fit the last predicted residual, which
means the objective is no longer to directly optimize the entire
objective function, but to optimize the objective function step
by step from the first tree to the K-th tree. Then, ŷi can be re⁃written as ŷ ki = ŷi (k - 1) + fk ( x ) for the k-th iteration.After that, we need to find the best split of samples of the
tree from root to leaf. By using the greedy algorithm to search
for the best split which aims to maximize the learning gain at
each iteration, the gain can be calculated as follows:

Gain = 12

é

ë

ê

ê

ê

ê

ê
êê
ê

ê

ê

ê

ê ( )∑
i ∈ IL
gi

2

∑
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,
(4)

where IL and IR represent the left and right sets of data sampleindices. When searching for the best split point, instances giand hi in the left and right space will be calculated for gettingthe value of Gain. When a CART structure is fixed, the weight
ωj of a leaf node j is calculated by:

ω†j = - ( )∑
i ∈ I
gi

2

∑
i ∈ I
hi + λ . (5)

Considering the generality, we apply a particular logistic
loss function l ( yi, ŷ ( )t - 1

i ) = yi ln (1 + e- ŷi ) + (1 - yi ) ln (1 +
eŷi ) as our picked loss function. Then, the first and second or⁃
der gradient of the loss function can be derived as:
gi = 1

1 + e- ŷ (k - 1) - yi, (6)
and
hi = 1

1 + e- ŷ (k - 1) × (1 - 1
1 + e- ŷ( )k - 1 ) , (7)

separately.
In this work, we study the horizontally partitioned data for

different nodes, which means the nodes have the same feature

dimension and each node holds the entire features of an in⁃
stance. For better understanding, we modeled this method as
the following. Assuming there are L distributed parties
P0,…,PL that hold sample sets X0, …, XL, where each
Xl =

é

ë

ê

êê
ê
ê

ê ù

û

ú

úú
ú
ú

úXl0…
Xlm

involves m samples in the l-th party, entities ac⁃
companied with the label involved in the l-th party can be
shown as [ ( x0l0,…, xdl0, yl0 ), …, ( x0lm,…, xdlm, ylm ) ]. To imple⁃
ment the XGBoost under the federated-learning framework,
the key idea is to calculate the parameters gi and hi at each lo⁃cal party discussed in Eqs. (6) and (7), and then pass them to
the central aggregator to determine an optimal split through it⁃
erative model averaging to further update the model. In short,
XGBoost under the FL framework is summarized as follows:
• Each party downloads the latest XGBoost model from the

central aggregate server.
• Each party uses local data to train the downloaded XG⁃

Boost model and uploads the gradient to the central aggregate
server, and the server aggregates the gradient of each user to
update the model parameters.
• The central aggregate server distributes the updated model

to each party.
• Each party updates the local model accordingly.

3.3 Model Interpretability
When the final model updates, we will conduct a feature

importance analysis on local nodes and compare the explana⁃
tion from each local node to check the robustness of our
model.
In the past, people used Gain[23] or Split[24] to explain the

model as they could summarize a complicated ensemble model
and provide insight into what features drive the model’s predic⁃
tion. However, it cannot be ignored that in some cases, the rank⁃
ings of Gain and Split are often inconsistent even for the same
features. To solve the problem of inconsistency in the feature at⁃
tribution method, we choose Shapley value as an explanatory
tool for our model. As defined in Ref. [25], the Shapley value
for the j-th feature is a solution concept in the cooperative game
theory, which can be obtained by:
ϕj (val) =

∑
S ⊆ { }X1,…, Xd \ { X j }

||S !( )d - ||S - 1 !
d! é

ë
val (S ∪ {X j}) -

val (S )ù
û
, (8)

where S is the sub-set of features used in the model, X is the
vector of features of the instance to be explained, and d is the
number of features defined above. valX (S) is the prediction ofthe eigenvalues in the set S, and the features excluded in the
set S are marginalized as:
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valX(S ) = ∫ f ̂ ( )x1,…,xd dPX ∉ S - EX ( f ̂ ( )X ) , (9)
which performs multiple integrations for each excluded fea⁃
ture. The Shapley value obtained in this way can satisfy effi⁃
ciency, symmetry, dummy, and additivity[26] at the same time,
which can be regarded as the definition of fair expenditures.
However, the exact Shapley value must be estimated using

the j-th feature and all possible subsets that exclude the j-th
feature. As more features are involved, the computational com⁃
plexity of the accurate solution to this problem increases expo⁃
nentially. To reduce the complexity, we adopt SHapley Addi⁃
tive exPlanations as an alternative. SHAP is the Shapley value
estimate based on the game theory, and it has two variants,
namely KernelSHAP and TreeSHAP. The computation cost of
KernelSHAP is very high as it aims for serving all ML models,
so it can only approximate the actual Shapley value. TreeS⁃
HAP is fast; it can calculate the accurate Shapley value, and
even correctly estimate the Shapley value when the features
are correlated.
The TreeSHAP value is defined below:
f ( x ) = g ( x') = ϕ0 +∑

j = 1

M

ϕj z'j, (10)
where f ( x ) represents the predicted value of the sample in the
decision tree, z'j ∈ {0, 1}M represents how many features of all
d features are included in the decision path where the sample
is located. For example, if the feature k is not in its decision
path, the SHAP value of the corresponding feature is 0, that is,
ϕk = 0, which means that the feature k will not contribute tothe final predicted value. Moreover, ϕi is represented as below:
ϕj = ∑

S ⊆ N { j }
||S !( )M - || S - 1 !

M! [ fx(S ⋃ { j}) - fx (S ) ] ,
(11)

where N is the collection of all the features in the training set,
and its dimension is M; S is a subset extracted from N and its
dimension is |S | .
The pseudo code of our proposed algorithm EXPERTS is

provided in Algorithm 1, which is formed by the above process.
Algorithm 1: EXPERTS
Input: each party Pl inputs m samples, and each sample hasall d features and the corresponding label ylm
Output: K decision trees with global feature interpretability
1: Perform pre-processing steps discussed in Section 3.1 in
each local party for every sample
2: Aggregate server
3: for each round t = 1, 2,… do
4: set L local parties with hyper-parameters
5: for the maximal score, aggregate server sends gain to other

local Ps
6: end for
7: Local client:
8: for l = 1 → L do
9: split samples in Pl into Ω batches10: receive default hyper-parameter from aggregate server
11: for each local epoch from 1 to E do
12: for batch ω ∈ Ω do
13: Pl initializes{ŷ}ml with hyper-parameters14: end for
15: end for
16: end for
17: for k = 1 → K do
18: for l = 1 → L do
19: Pl computes gi and hi described in Eqs. (6) and (7)20: end for
21: for each node in the current tree do
22: for j = 1 → d do
23: Pl run Eq. (4) for split24: end for
25: for the maximal score, Pl sends gain to other Ps26: end for
27: update y0, …, yd based on the weights in Eq. (5)28: calculate the approximate Shapley value through Eq. (10)
29: end for
4 Performance Evaluation
This section first presents our experiments’setup, which in⁃

volves both a testbed study and a numerical study. The testbed is
a real-world prototype for COVID-19 diagnosis. To study the
flexibility of the proposed framework EXPERTS, we also used a
publicly available dataset for stroke in our experiments. For
each medical application, we treated the data collected from two
different hospitals but the approach can be extended to multiple
parties. The framework’s performance was comprehensively
evaluated using multiple metrics, including accuracy, precision,
recall, F1 score, receiver operating characteristic (ROC) curve,
and Precision-Recall (PR) curve. We also implemented numer⁃
ous benchmark algorithms involving the federated learning
framework and its counterparts, namely, federated-multilayer
perceptron (MLP), XGBoost, MLP, and Random forest. All algo⁃
rithms are performed after the missing values imputed with the
mean, except for EXPERTS and XGBoost.
4.1 Experiment Setting
To evaluate the performance of our proposed algorithm

and to conduct a fair comparison, all data analytics were car⁃
ried out on the same setting servers, which was a laptop with
a 2.3 GHz Intel Core i5 CPU and 8 GB memory. Additionally,
all computational steps involved in this study, such as pre-
processing and learning, and the proposed algorithm, along
with the selected benchmark algorithms, were all imple⁃
mented in Python 3.8 with PyTorch and TensorFlow.

08



ZTE COMMUNICATIONS
September 2022 Vol. 20 No. 3

NAN Yucen, FANG Minghao, ZOU Xiaojing, DOU Yutao, Albert Y. ZOMAYA

A Collaborative Medical Diagnosis System Without Sharing Patient Data Special Topic

4.1.1 Dataset
• Real-world dataset: Our study was performed at two desig⁃

nated hospitals for treating COVID-19 patients during the out⁃
break. We retrospectively analyzed 1 012 and 1 642 hospital⁃
ized patients separately, involving patients with the mild symp⁃
tom, severe symptom, and critical symptom diagnosed according
to WHO interim guidance[27]. Laboratory confirmation of SARS-
CoV-2 infection was performed by the local health authority1. In
total, 24 items within CBC (shown in Table 1), two demographic
variables (gender and age), five types of comorbidities (includ⁃
ing hypertension, coronary heart disease, diabetes, stroke, and
cancer), and five time-series vital signals (breath, blood pres⁃
sure, SpO2, pulse, and temperature) were used to represent the
physical condition of patients in this study.

• Open dataset: We also used a public non-image based real-
world dataset, known as Cerebral Vasoregulation in the Elderly
with Stroke2 [28] in our experiment. Cerebral Vasoregulation in
the Elderly with Stroke with numerous feature values can be
identified as a binary category (stroke or non-stroke). This data⁃

set involves 164 patient instances and contains a large number
of missing values, since it was produced from the data collected
in a real medical care environment after a long period of time.
To simulate the framework of federated learning, we first split
this data into 70% training set, 20% validation set, and 10%
test set. Then we randomly split the training set to simulate data
from two different institutions. In this study, we divided the
training set into 65% and 35% for performance evaluation.
4.1.2 Benchmark Algorithm
To quantitatively evaluate the performance of our

EXPERTS algorithm, we implemented multiple algorithms as
our performance benchmarks, including:
• Federated-MLP (with mean value imputation): a multi⁃

layer perceptron model under the federated learning frame⁃
work. Additionally, MLP cannot handle the missing values, so
we used the mean value for the imputation.
• XGBoost (without data imputation): an extreme tree-based

model under a non-federated learning framework.
• MLP (with mean value imputation): MLP model under

non-federated learning framework for data processing and the
mean value is used for the imputation.
• Random forest (with mean value imputation): a tree-based

model under the non-federated learning framework. Like MLP,
the random forest cannot handle the missing values as well, so
we used the mean value for imputation.
4.2 Results Analysis

4.2.1 Performance Evaluation of Federated-XGBoost
In these tests, we evaluated the performance of EXPERTS on

the COVID-19 dataset. We used 70% of the samples as the
training set, 20% of the samples as the validation set, and the
rest as the testing set. Our approach can achieve 93% accuracy
in predicting the patients’clinical courses. However, accuracy
is not always enough to evaluate the clinical performance of the
algorithm. We also employed the averaged Precision, Recall,
and F1-score as performance metrics in our experiments. Preci⁃
sion and recall are both used to evaluate the quality of classifi⁃
cation to show the accuracy of the model. More specifically, pre⁃
cision indicates the percentage of the relevant results retrieved,
and recall refers to the percentage of the total relevant results
correctly classified. The F1-Score is the harmonic mean of Pre⁃
cision and Recall. The results of predicting COVID-19 pa⁃
tients’clinical course are shown in Table 2.
Moreover, the results of the tests are plotted in Fig. 3, and

Fig. 3(a) shows the areas under the receiver operator curves
(AUROCs) for different COVID-19 patients. The accuracy for
the mild, severe and critical patients reaches 0.994, 0.981 and

1.The studies involving human participants were reviewed and approved by the ethical committee of Tongji Hospital, Tongji Medical College, Huazhong University of Science and Tech⁃
nology, China. Informed patient consent was waived by the Ethics Commission due to the retrospective and observational nature of this study.
2.The dataset is available on the website: https://physionet.org/content/cves/1.0.0/.

▼Table 1. Feature abbreviation checklist within complete blood count
(CBC) test

Abbreviation
EON (#)
EON (%)
EOP (#)
EOP (%)
HCT
HGB
LYM (#)
LYM (%)
MCH
MCHC
MCV

MONON (#)
MONON (%)

MPV
NEU (#)
NEU (%)
PCT
PDW
P-LCR
PLT
RBC

RDW-CV
RDW-SD
WBC

Full Name
Eosinophils (#)
Eosinophils (%)
Basophils (#)
Basophils (%)
Hematocrit
Hemoglobin
Lymphocyte (#)
Lymphocyte (%)

Mean corpuscular hemoglobin
Mean corpuscular hemoglobin concentration

Mean corpuscular volume
Monocyte (#)
Monocyte (%)

Mean platelet volume
Neutrophils (#)
Neutrophils (%)
Procalcitonin

Platelet distribution width
Platelet-large cell ratio

Platelet
Red blood cell

Red blood cell distribution width CV
Red blood cell distribution width SD

White blood cell

09



ZTE COMMUNICATIONS
September 2022 Vol. 20 No. 3

NAN Yucen, FANG Minghao, ZOU Xiaojing, DOU Yutao, Albert Y. ZOMAYA

Special Topic A Collaborative Medical Diagnosis System Without Sharing Patient Data

0.991, respectively. The embedded figure enlarges the details
of the top left corner of Fig. 3(a). The PR curve is a non-
decreasing function of the true positive rate (TPR) with re⁃
spect to the false positive rate (FPR). The PR curve is shown
in Fig. 3(b) with Precision as the Y-axis and Recall as the X-
axis. It can be seen that when Recall is less than 0.5, Preci⁃
sion is always 1; while Recall is greater than 0.5, Precision
gradually decreases from 1 to around 0.7.
The loss value of our iteration-like method is shown in Fig.

3(c). The x-axis of Fig. 3 (c) is the number of update iterations
of the training, and the y-axis represents the loss function of
our model. It can be seen from the figure that the loss value
drops greatly in the initial iteration of the training stage, indi⁃
cating that the learning rate is appropriate and the gradient de⁃
scent process is carried out. After the six-th iteration, it can be
seen obviously that the loss curve tends to be stable, and the
change in the loss was not as obvious as in the beginning.
4.2.2 Feature Importance
In this experiment, we studied the model interpretability of

EXPERTS by identifying the important features. We performed
the averaging on the aggregated server to update the parameters
gathered from local parties and returned the updated parameters
to each party for the next iteration. In our tests, we found that the
feature importance of EXPERTS derived from each party was
the same no matter how the data varied. This suggests that
EXPERTS can address the unevenly distributed datasets and
avoid using the local optima for a global explanation.
Fig. 4 shows the top 20 important features and their indi⁃

vidual contribution to the final diagnosis results. Figs. 4(a), 4
(b), and 4(c) represent that the summary plot of COVID-19 pa⁃
tients is in mild, severe, and critical status. In these figures,
the y-axis lists the features in the reverse order of their impor⁃
tance from top to bottom, and the x-axis represents the SHAP
value. Besides, the features that drive the prediction toward
positive are in red, and those pushing the prediction negative
are in blue. By reviewing the influence of the selected features
in the model, it is obvious that age plays a crucial role for mild-
symptom patients shown in Fig. 4(a) and severe-symptom pa⁃
tients shown in Fig. 4(b). The elder the age, the less likelihood
for those patients to be less affected by COVID-19, and they
will develop into a severe or worse situation. For the comorbidi⁃
ties, cancer could be a useful bio-marker to identify the risk of
COVID-19 patients being mild shown in Fig. 4(a) or severe
shown in Fig. 4(b). Cancer will increase the chance of poor

▲Figure 3. Performance metrics for federated XGBoost on COVID-19
cases

▼Table 2. Classification results for EXPERTS

Mild
Severe
Critical

Macro average
Weighted average

Precision
0.96
0.94
0.89
0.93
0.93

Recall
0.91
0.96
0.87
0.91
0.93

F1-Score
0.93
0.95
0.88
0.92
0.93
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prognosis, but comorbidities are not the main factors for criti⁃
cally ill patients. The vital signal SpO2 also plays a key role in
our experiments. The greater the minimum value of SpO2 in an
observation period, the more likely for the patients to stay in a
mild condition shown in Fig. 4(a). Otherwise, the possibility of
turning severe condition is higher shown in Fig. 4(b). For those
critically ill patients in Fig. 4(c), the SpO2 current reading be⁃
comes more important. Our findings are consistent with the
earlier medical studies[29–30]. In summary, Fig. 4 shows the top
20 important features among all features in descending order
of their mean absolute SHAP values, and plots their distribu⁃
tion across all predictions accordingly.
4.2.3 Model Generalization
To prove the generalization of EXPERTS, we also tested it

on a public dataset, called Cerebral Vasoregulation in the El⁃
derly with Stroke. In Fig. 5(a), we can see that the area under
the curve (AUC) achieves 70.8% after ten times the model up⁃
date, and the PR curve can be seen in Fig. 5(b). Furthermore,
in Fig. 5(c), it is obvious that within the process of the ten
times iteration, the loss curve shows a non-increasing trend.
EXPERTS cannot achieve the same performance level of the
COVID-19 case as ML is restricted by the relatively small
sample size. Meanwhile, we also showed the top 20 important
features in Fig. 5 (d).
4.2.4 Performance Comparison with Benchmark Algo⁃

rithms
In this part, we compared EXPERTS with the selected

benchmark algorithms, and all the experiments were per⁃
formed on the COVID-19 dataset.
In our tests, the best accuracy of Federated-MLP can only

reach 78% on the COVID-19 dataset, which lags far behind
EXPERTS. A possible reason for this limited performance is
that MLP cannot properly handle a large number of missing
data. As we used the mean imputation method, it might
change the distribution of the original data and affect the final
performance. Another possible cause is that MLP is a rela⁃
tively simple neural network, so its capacity is not as strong as
the complex deep neural networks. Fig. 6 shows the learning
results based on a fully connected neural network MLP which
is typically simple under the framework of federated learning.
As can be seen from Fig. 6(a), for different COVID-19 pa⁃
tients, their AUC can only reach 89%, 87%, and 92% respec⁃
tively. Fig. 6(b) shows its PR curve, which is a non-increasing
curve. As can be seen, within the interval of Recall from 0 to
1, the value of Precision drops from 1 to 0.3. Fig. 6(c) shows
the loss curve of Federated-MLP within the process of itera⁃
tion and model update, and the loss gradually decreases from
0.78 to 0.56 in these continuous update iterations.
We also implemented three non-federated benchmark algo⁃

rithms in our experiments, including two tree-based methods
and one neural network method. We evaluated their perfor⁃ ▲Figure 4. Feature importance among different patients types
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mance on the centralized dataset (bigger size) and the distrib⁃
uted local datasets (smaller size). Fig. 7 presents all ROC▲Figure 5. Performance evaluation of EXPERS on the stroke cases

▲Figure 6. Performance metrics for federated MLP
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▲Figure 7. Comparison among ROCs
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curves for the benchmarks. Fig. 7(a) shows the result of the
XGBoost algorithm on the centralized dataset. Correspond⁃
ingly, Fig. 7(b) shows the result of the XGBoost algorithm on
the distributed local dataset. It is easy to observe that XGBoost
works well in both cases. Figs. 7(c) and 7(d) respectively show
the performance of MLP on the centralized data set and the dis⁃
tributed local datasets. We can see that the learning effect of

the distributed data sets is slightly worse than the centralized
data set. Finally, in Figs. 7(e) and 7(f), we studied the perfor⁃
mance difference of the random forest on different dataset
cases. It shows that the performance of the random forest sig⁃
nificantly drops when the size of the data reduces.
Fig. 8 shows the PR curves of all the benchmark algorithms

without running under the federated learning framework, and

▲Figure 8. Comparison among Precision-Recall (PR) curves
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it can be seen that they are all non-increasing curves. Within
the range of Recall from 0 to 1, Precision all reduces from 1 to
less than 0.5 except for the two XGBoost cases. In addition,
comparing them with the ROC curves shown in Figs. 3(a) and
Fig 6(a) under the federated learning framework, we find that
EXPERTS inherits the legacy of the XGBoost and can achieve
the same performance of the XGBoost under the centralized
data setting. This would suggest that EXPERTS can achieve
the desired performance without sharing patients’data.
In addition to the excellent performance of learning, an⁃

other advantage of federated learning is that it consumes fewer
transmission resources. As depicted, the difference between
federated learning and traditional centralized learning is that
the original data transmission is replaced by the transmission
of model parameters only, which greatly reduces the overload
of data transmission and effectively improves the overall per⁃
formance. From the perspective of time consumption, the re⁃
sults are shown in Fig. 9. It can be seen that no matter what
model is used, the federated model is far superior to the one
without the federated architecture.

5 Conclusions
The effective application of federated learning in the medi⁃

cal field is essential to address the security threats of personal
medical data and the resource imbalance at all levels of hospi⁃
tals. We show that EXPERTS could build a global model for
COVID-19 patients’diagnoses without sharing their data. It
also gives the leading factors of the COVID-19 patients in dif⁃
ferent statuses. To test the flexibility of EXPERTS that
handles different medical applications, our system has also
been verified with an open dataset for stroke. EXPERTS can
adapt to the new application with traceable decision support,
making it more suitable than static scoring that requires
manual processing.

There are several limitations to this study. Our study is now
designed as retrospective ones, and we will extend our frame⁃
work to prospective studies. EXPERTS is tested as a horizon⁃
tal federated learning model, and vertical federated learning
should also be considered to further prove the reliability of the
model since the features collected in different hospitals are
usually not the same.
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Abstract: Federated learning (FL) is a machine learning paradigm for data silos and privacy protection，which aims to organize multiple cli⁃
ents for training global machine learning models without exposing data to all parties. However, when dealing with non-independently identi⁃
cally distributed (non-IID) client data, FL cannot obtain more satisfactory results than centrally trained machine learning and even fails to
match the accuracy of the local model obtained by client training alone. To analyze and address the above issues, we survey the state-of-the-
art methods in the literature related to FL on non-IID data. On this basis, a motivation-based taxonomy, which classifies these methods into
two categories, including heterogeneity reducing strategies and adaptability enhancing strategies, is proposed. Moreover, the core ideas and
main challenges of these methods are analyzed. Finally, we envision several promising research directions that have not been thoroughly stud⁃
ied, in hope of promoting research in related fields to a certain extent.
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1 Introduction

The potent ability of machine learning methods[1] comes
from learning the representation and internal laws of a
large number of sample data. The extensive use of
edge devices makes data collection less expensive.

However, the sample data collected by edge devices are often
scattered and small-scale in the real world. Hence, it is not
easy to train a practical machine learning model solely on
edge devices’data. Centralizing edge data for training also be⁃
comes more challenging with the gradual improvement of laws
and regulations related to data security, and therefore feder⁃
ated learning (FL) comes into being.
In FL, a central server can unite different clients (such as

edge devices and an entire organization) to cooperatively train
a global model that performs well on most clients while pre⁃
serving privacy. FL has attracted much attention from re⁃
searchers in recent years due to its excellent characteristics
and is widely used in various fields, including mobile edge de⁃
vices[2], the Internet of Things (IoT) [3], and medical collabora⁃
tion[4]. Fig. 1 shows the heat value of FL in Google search in
the past five years[5]. The higher the heat value, the more inter⁃
ested people are in federated learning in the current year.
Although FL solves the problem of cooperative learning

with small data under privacy constraints, it still faces some
challenges. Due to the geographic distribution and usage pat⁃
terns of edge devices, the data in the edge devices tend to be
skewed to varying degrees (including label skew, feature
skew, volume skew, time skew, and hybrid skew), also known
as data heterogeneity. The data heterogeneity challenges the
data’s independent and identically distributed (IID) assump⁃
tion. The existence of data heterogeneity challenges the as⁃
sumption of IID data, adding complexity to problem modeling,

▲Figure 1. Heat value of federated learning in Google search[5]
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theoretical analysis, and empirical evaluation of solutions. As
a result, the global model becomes difficult to adapt to indi⁃
vidual clients. On the non-independent and identically dis⁃
tributed (non-IID) data, the FL of a single global model, Fe⁃
dAvg[6], proved ineffective by experiments. Hence, a survey
of improved methods is necessary for researchers to further
analyze and solve FL problems on non-IID data.
Existing surveys on FL on non-IID data[7–8] focus on the ac⁃

tion position (such as data, models, and architecture) of pro⁃
cessing non-IID methods and cannot show the purpose and
motivation of the improved methods. To remedy this regret,
this survey investigates many improved methods that mitigate
the impact of non-IID data on FL and provides a new perspec⁃
tive on FL methods for analyzing non-IID data. These methods
are categorized into heterogeneity reducing strategies and
adaptability enhancing strategies from the perspective of core
motivations. On this basis, a detailed classification is carried
out respectively. The main contributions of this survey are
summarized as follows:
1) This survey provides a brief overview of FL concepts,

methods, and challenges posed by the non-IID data setting.
2) This survey proposes a unique perspective based on core

motivations. According to the core motivations of a method, ex⁃
isting state-of-the-art methods are classified into heterogeneity
reducing strategies and adaptability enhancing strategies. On
this basis, many FL methods for non-IID data are reviewed,
and their basic ideas and main challenges are analyzed.
3) We look forward to future research trajectories in some

related fields on non-IID data.
The rest of the article is organized as follows. Section 2 pro⁃

vides an overview of FL and its non-IID data setting. Section 3
presents our induction of a unique taxonomy based on core
motivations. Section 4 analyzes the ideas and main challenges
of heterogeneity reducing strategies. Section 5 analyzes the
ideas and main challenges of adaptability enhancing strate⁃
gies. In Section 6, we look forward to future research direc⁃
tions in FL on non-IID data. Finally, we summarize the work
of this survey.
2 Preliminary Knowledge
In this section, we provide an overview of FL and non-IID

data settings of FL for understanding the problem of FL on
non-IID data.
2.1 Federated Learning
FL[6] aims to get a single globally optimal model from data

across thousands of clients to minimize the training loss for
each client. The data and training processes of all clients must
remain local to meet participants’needs for privacy. Fig. 2
shows the architecture of FL. The clients participating in the
training are different types of devices with different hardware
and software characteristics, and each client maintains a local
model. In each training, the server distributes the initial

model to the clients in the training. The clients update their
model parameters by utilizing their local data, and upload
their model parameters to the server for aggregation, thereby
completing the updating of the current round of the global
model. Finally, the server uses the updated global model as a
new initial model to participate in the next training. The
global model training objective function can be formulated as:
Θ* = argmin

Θ

1
n∑i = 1

n

Fi (θi,xij,yij ) , (1)
where Θ* is the global model parameter, θi is the local modelparameter of the i‐th client, n is the number of all clients, x is
the data feature, y is the data label, and Fi is the empiricalrisk of the i‐th client data.

2.2 Non-IID Data Setting
FL requires that the client data involved in the training sat⁃

isfy the IID assumptions. However, the collection of data in
the real world often depends on the usage of a specific device.
There is a certain degree of heterogeneity in the distribution
and quantity of data between clients, also known as skew [8–9].
Depending on the skew situation, we categorizes it as follows
in this survey.
•Label skew. The label distribution of data between clients

is different. Since each client may rate the same feature differ⁃
ently, records with the same characteristics may have different
labels. For example, many people love furry pets, but people
allergic to animal hair may not think so.
•Feature skew. The features of data between clients do not

overlap or partially overlap. Due to differences in viewing

▲Figure 2. Architecture of federated learning (FL) in each training
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angle and modality, records with the same label may have very
different characteristics or even be completely different. For
example, when two cameras at different positions capture the
same object, the description (front view and left view) of the
object’s features may be quite different.
•Quantity skew. The quantity of client data varies. Due to

differences in computing and storage capabilities of client de⁃
vices, the numbers of data that devices can use for federated
training may be different. For example, there will be hundreds
of fold differences in the frequency of temperature measure⁃
ments and the number of temperature data stored between
home and industrial electronic thermometers, which may lead
to a preference for clients with larger data sets.
•Time skew. The distribution of client data is time-

dependent. The data collected by the device may vary by day,
night, or season. For example, the usage and driving character⁃
istics of shared bicycles may be significantly different in the
morning and the evening, and the transmission characteristics
of COVID-19 may also be significantly different in summer
and winter.
•Hybrid skew. Client data have two or more skews of the

above.
Client data take on the characteristics of non-IID by the differ⁃

ent types of skew mentioned above. Due to the difference in the
distribution of clients, the convergence direction of a small num⁃
ber of clients may deviate from most of the other clients when FL
is trained on non-IID data. This is known as client drift[10], which
is an essential factor that impairs the effect of FL.
3 Federated Learning Strategies on Non-
IID Data
This survey provides a comprehensive examination of the

FL on non-IID data in recent years. On this basis, it classi⁃
fies existing FL strategies on non-IID data from the perspec⁃
tive of motivation, mainly including heterogeneity reducing
strategies (Section 4) and adaptability enhancing strategies
(Section 5). Then, the specific methods of the two strategies
are further subdivided according to the
data processing level and client organiza⁃
tion. Our proposed taxonomy is shown in
Fig. 3, which is the basis for a compre⁃
hensive review and systematic analysis of
existing methods. Fig. 4 shows the setup
of two basic strategies, namely heteroge⁃
neity reducing strategies, which perform
preprocessing before the client partici⁃
pates in federated training so that the
data participating in federated training is
close to the IID data, and adaptability en⁃
hancing strategies, which use various
means to obtain a personalized model to
enhance the model’s adaptability to non-
IID data when the client performs (or

completes) federated training. This section will describe both
strategies in detail.
3.1 Heterogeneity Reducing Strategies
The heterogeneity reducing strategies aim to keep the data

involved in the federated training close to the IID data, as
shown in Fig. 4(a). Since the data distribution between clients
may differ, the server may experience client drift while orga⁃
nizing clients to train a single global model collaboratively.
The client drift makes it difficult for the global model on the
server to achieve the desired training effect. A natural idea for
this challenge is that the server can perform federated training
on data approaching the IID by reducing the heterogeneity be⁃
tween client data. Reduction in heterogeneity simplifies the
difficulty of server model aggregation and reduces the risk that
the model cannot converge. The primary means of heterogene⁃
ity reducing strategies summarized in this survey include data
preprocessing and client selection. The methods of data pre⁃
processing aim to directly or indirectly convert the non-IID
data of the client participating in the training into IID data be⁃
fore the client uses the respective data to participate in the
federated training. The methods of client selection aim to se⁃
lect the subset of clients with the slightest degree of data skew
to participate in federated training.
3.2 Adaptability Enhancing Strategies
The adaptability enhancing strategies aim to learn personal⁃

ized models for clients with different distributions, as shown in
Fig. 4(b). The heterogeneity reducing strategies can effectively
prevent the adverse effects of non-IID data in FL. However,
even a high-quality global model may lose some of the client’s
private information. The loss of client information causes the
model to degrade on specific clients. Therefore, some scholars
have proposed an FL method with more robust client adapt⁃
ability. Unlike the heterogeneity reducing strategies summa⁃
rized in this survey, the server no longer trains a single global
model in the adaptability enhancing strategies. Multiple re⁃
fined models are adapted to clients with different data distri⁃

▲Figure 3. Taxonomy of federated learning (FL) strategies on non-IID data proposed in this
survey
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butions by personalizing the global model aggregated by the
server. The primary means of adaptability enhancing strate⁃
gies summarized in this survey include federated multitask
learning, federated clustering learning, and federated knowl⁃
edge distillation. Federated multitask learning aims to find re⁃
lated subtasks in FL and use domain-specific knowledge to
train similar models for them. Federated clustering learning
aims to cluster clients with similar distributions into a class on
client data with inherent partitions and train a cluster model
to adapt to its inherent partitions. Federated knowledge distil⁃
lation aims to transfer knowledge between the server and cli⁃
ent models (or only between client models), improving its per⁃
formance on unknown heterogeneous data.
4 Heterogeneity Reducing Strategies
This section will introduce FL methods on non-IID motivated

by reducing heterogeneity. The primary setting of these meth⁃
ods is shown in Fig. 5. This survey classifies them into data pre⁃
processing methods and client selection methods according to
the different levels of data processed by the server, where the
data preprocessing method preprocesses the client’s data be⁃
fore joining the training and converts the non-IID data into IID
data, and client selection selects the client subset with the most
negligible heterogeneity to join the training. Table 1 shows the
advantages and disadvantages of these methods.
4.1 Data Preprocessing
Classical data preprocessing methods include oversam⁃

pling[11] and undersampling[12]. Before performing machine
learning training, increasing or decreasing the number of train⁃
ing times for specific types of samples in the dataset can effec⁃
tively reduce data heterogeneity. This survey classifies the

data preprocessing methods in FL into direct preprocessing
and indirect preprocessing.
In the direct preprocessing methods, the server directly al⁃

ters the data involved in training so that training is done on
data close to the IID. TUOR et al.[13] proposed federated learn⁃
ing based on data correlation. They set up a small task-
specific benchmark data set on the server and trained a bench⁃
mark model against it. The benchmark model was used to de⁃
termine the relevance of local data on the clients and filter out
data samples irrelevant to the learning task. Each client used
only its selected subset of relevant data during FL. However,
since the distribution of participating training clients in the
federated environment is unknown, the setting of the bench⁃
mark dataset faces incredible difficulties. The difference be⁃
tween the benchmark dataset distribution and the real data set
will be an essential factor in determining the model’s perfor⁃
mance. YOSHIDA et al. [14] proposed a hybrid FL. Clients al⁃
lowed their data to be uploaded to the server to build an ap⁃
proximate IID dataset. The server then updated the global
model with IID data and aggregated it with other locally up⁃
dated models from clients. Such methods are relatively easy to
implement and do not require a preset benchmark dataset.
However, building IID datasets directly from the server raises
data privacy concerns when a trusted central server is not
guaranteed. YOON et al. [15] proposed mean augmented feder⁃
ated learning (MAFL), an average enhanced FL framework,
which exchanged model parameters and additional data gener⁃
ated by the mix. Based on MAFL, FedMix is proposed to ap⁃
proximate the loss function of global mixing by Taylor expan⁃
sion. This approximation involved only the average data from
other clients, with some privacy to the server.
In the indirect preprocessing methods, the server designs the

▲Figure 4. Heterogeneity reducing strategies and adaptability enhancing strategies: (a) Heterogeneity reducing strategies and (b) adaptability en⁃
hancing strategies
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encoding method to obtain the encrypted data distribution indi⁃
rectly and thus balance the data distribution. DUAN et al. [16]
proposed a self-balancing FL framework named Astraea. Be⁃
fore training, the server classified the majority and minority
classes based on the Z-score outlier detection algorithm and
then performed data preprocessing to adapt to the classes. In
training, the mediator of asynchronously receiving and apply⁃
ing client updates was proposed to average local imbalance.
The mediator made the distribution of data collection close to
unity by rearranging the clients to participate in the training.
However, this algorithm requires the server to have more un⁃
derstanding of the context information of the client. WU et al.
designed a generative convolutional autoencoder (GCAE) in
Ref. [17]. By synthesizing minority class samples through
GCAE, a class-balanced dataset was generated to retrain the
client’s local model. The process alleviated the non-IID of
clients’data and achieved better-personalized prediction.
Furthermore, because GCAE contains only a small number
of model parameters, it can significantly reduce the commu⁃
nication overhead during model transfer.

4.2 Client Selection
Such work designs client-level data distribution balancing

methods. Because the server does not need to preprocess the
data directly, the methods avoid the privacy problems
caused by directly processing the client data. This survey
classifies them into context-based methods and deep-
learning-based methods according to the difference in server
selection of clients.
The context-based methods focus on utilizing available en⁃

vironmental information in FL. ZHAO et al.[18] proposed an en⁃
hanced FL method, Newt, which selects participating clients
in heterogeneous FL. On the one hand, under the joint consid⁃
eration of the client dataset and weight update size, the server
selected the available clients in a specific FL task by setting
selectors to explore the trade-off between accuracy perfor⁃
mance and system progress for each round. On the other hand,
the frequency of client selection was taken as an additional di⁃
mension to optimize the client selection algorithm. This allows
the server to maintain fundamental fairness in its biased selec⁃
tion of clients. SHU et al.[19] proposed a computation and com⁃
munication efficient federated learning via adaptive sampling
of data and clients, called FLAS. The server captured data dis⁃
tribution among different clients and set adaptive thresholds
during the learning process to improve local computing effi⁃
ciency and accelerate client convergence. In addition, the
server selected clients with the same convergence phase to re⁃
duce the communication cost between the client and the
server. The context-based methods require the server to have
a priori knowledge of the client data distribution, limiting the
application of FL in environments with strict information con⁃
straints.
The deep-learning-based methods bring practical experi⁃

ence from deep learning to FL and use online learning to per⁃
form client selection. ZHANG et al.[20] designed an experience-

▼Table 1. Summary of specific methods based on heterogeneity reduc⁃
ing strategies
Methods

Data
preprocessing

Client
selection

Ways

Direct

Indirect

Context-based

Deep-learning-
based

Advantages

• Easy to implement

• Strong privacy

• Faster model
converges
• No context required
• Better effect

Disadvantages

• May reveal privacy
• Proxy dataset required
• Contextual information may be
required
• More complex to implement
• May reveal privacy

• Higher time and space costs

▲Figure 5. Method settings for heterogeneity reducing strategies: (a) data preprocessing and (b) client selection
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driven FL method based on deep reinforcement learning. The
server mitigated the negative impact of non-IID data by select⁃
ing a subset of participants and adaptively adjusting their
batch size. This method can adaptively determine system pa⁃
rameters without knowing any prior information to control local
model training and global aggregation and maximize the model
accuracy of each round of communication. WANG et al.[21] pro⁃
posed an experience-driven FL framework, FAVOR. An agent
with dual deep Q-learning network (DDQN) training was de⁃
signed to perform active client selection to obtain the optimal
client terminal set. The agent offset bias was introduced by
non-IID data and speeded up the FL process. One of the ad⁃
vantages of Q-learning is comparing the expected utility of
available actions without prior environmental information.
Therefore, this method can train and reuse data more effec⁃
tively than the context-based methods in federated environ⁃
ments with strict information constraints. However, the deep-
learning-based methods tend to have high costs in time and
space, which imposes higher requirements on the performance
of federated networks.
5 Adaptability Enhancing Strategies
This section will investigate FL methods on non-IID moti⁃

vated by enhancing adaptability. The settings of the different
methods are shown in Fig. 6. This survey classifies FL tasks
into federated multitasking learning, federated clustering
learning, and federated knowledge distillation based on how
they are organized between the server and the client. Feder⁃
ated multitask learning finds relevant task clients for knowl⁃
edge exchange and collaborative training in the training pro⁃
cess. Federated clustering learning classifies clients with simi⁃
lar data distribution as clusters and learns the cluster model
according to clusters. Federated knowledge distillation ex⁃

changes the knowledge in their models between the server and
the client (or between the clients), which makes the model out⁃
put close to each other. Table 2 shows the advantages and dis⁃
advantages of these methods.
5.1 Federated Multitask Learning
Multitask learning exploits the similarity between tasks

while solving multiple potentially related tasks[22]. These tasks
are somewhat related but not identical. By introducing multi⁃
task learning, each client learns knowledge from all relevant
tasks, which facilitates the training of more adaptive client
models. This survey divides federated multitask learning on
non-IID into client-based methods, and subtask-division-
based methods based on how multitasks are set up.
The client-based methods regard clients with different data

distribution as different tasks. The server constructs an asso⁃
ciation matrix between the clients to organize the relevant cli⁃
ent to participate in the collaboration. SMITH et al. [23] intro⁃
duced multitask learning into FL and proposed a novel
systems-aware optimization method, MOCHA. This algorithm
extended primal-dual optimization into a federated multitask⁃
ing setting and defined a data-local subproblem to separate
computation across clients. MOCHA learned a personalized
model for each client during joint optimization of multiple sub-
problems. However, this algorithm can only be applied to con⁃
vex target problems, and all clients must be guaranteed to par⁃
ticipate in each round of training. HUANG et al.[24] introduced
the attention message passing mechanism into FL and pro⁃
posed FedAMP. This algorithm implemented an attention
mechanism by calculating the similarity between client model
weights, iteratively encouraging more cooperation between
similar clients. Based on this, a personalized cloud model was
maintained for each client using a messaging mechanism. Cli⁃

▲Figure 6. Method settings for adaptability enhancing strategies: (a) federated multitask learning, (b) federated clustering learning, and (c) federated
knowledge distillation
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ents with similar models could achieve closer cooperation and
improved cooperation efficiency through this positive feed⁃
back mechanism. However, such an algorithm may actively
segregate clients with different distributions when the data are
highly non-IID. These segregated clients will be more likely to
converge to the local optimum. JAMALI-RAD et al. [25] pro⁃
posed an FL algorithm with Taskonomy (FLT). Unlike
FedAMP, this algorithm initialized an encoder with an on-
server standard dataset and sent it to each client. The server
received the latent representation obtained by the client com⁃
pressed by the encoder and generated a task association ma⁃
trix accordingly. On this basis, the personalization model was
trained using the associations between clients. Since this algo⁃
rithm only needs to pass the encoder to the client at one time,
higher operating efficiency is obtained.
The subtask-division-based methods divide the FL task into

multiple sub-tasks and perform multitask learning in a feder⁃
ated setting by organizing the subtasks. LI et al. [26] proposed
Ditto, a federated multitask learning framework. Ditto added a
regularization term to the original objective function of the cli⁃
ent model. This algorithm used an objective function with
added regularization terms for local training, while the original
objective function was used for global training. This algorithm
achieved a trade-off between robustness and fairness by ad⁃
justing a hyperparameter λ under the condition of personaliza⁃
tion. Ditto achieves promising results on both convex and non-
convex targets. MARFOQ et al.[27] designed a federated multi⁃
task model FedEM based on mixed data distribution. This al⁃
gorithm assumed that the data distribution for each client was
a mixture of M underlying distributions, with different distri⁃
butions as subtasks. Clients used only the points sampled
from the mixture distribution to construct an unbiased esti⁃
mate of the true risk on each subtask and jointly learned
shared component models and personalized hybrid weights

through EM-like algorithms. Even if the two clients have com⁃
pletely different data distributions, both can benefit from
knowing the same distribution drawn from all other clients’
datasets. Notably, this method allows clients to join training at
any time.
5.2 Federated Clustering Learning
Clustering is an unsupervised machine learning method

that aims to generate multiple clusters of data with similar
characteristics[28]. In FL, cluster models can be obtained by
clustering clients and intra-cluster aggregation between global
and local models. The cluster model has more robust adapt⁃
ability to the clients within the clusters. This survey classifies
the clustering into model-loss-based methods and client-
similarity-based methods by their clustering bases.
The model-loss-based methods select a representative

model as the cluster center, and clients can join the cluster of
the model with the most negligible loss. GHOSH et al. [29] pro⁃
posed the iterative federated clustering algorithm, IFCA. The
server trained K models simultaneously and broadcasted the K
models to all clients simultaneously. Each client joined a
unique cluster by finding the model with the smallest loss.
Cluster-based FL model aggregation was then performed on
the server. However, since the server needs to broadcast K
cluster models to all clients, its communication overhead is K
times that of FedAvg. Based on Ref. [29], LI et al.[30] absorbed
the idea of soft clustering and considered that different clus⁃
ters have gradients and blurred boundaries. The authors di⁃
vided clients into N-associated clusters and performed model
fusion and local updates based on multiple cluster models.
This method could utilize the information of boundary clients
more effectively and realized information fusion between dif⁃
ferent clusters to a certain extent. Its communication cost is
the same as in Ref. [28]. The loss-based method can ensure a
specified number of cluster partitions. However, since several
representative models need to be selected as cluster models
(cluster centers), the clustering effect may be sensitive to the
selected models and the number of them. Furthermore, the cli⁃
ents need to perform a cluster center model for each cluster to
find the cluster with the smallest loss. This leads to extra com⁃
putation for model loss-based methods.
The client-similarity-based methods take the similarity be⁃

tween model parameters or model parameter updates to repre⁃
sent client similarity. SATTLER et al. [31] proposed a recursive
cluster FL method. After training the global model, this algo⁃
rithm accorded with the cosine similarity between the last gra⁃
dient updates of the client. Hierarchical clustering was used
to iteratively bisect the client until the lower bound of the co⁃
sine distance within the cluster or the upper bound of the co⁃
sine distance between the clusters was satisfied. With the re⁃
cursive method, the user does not need to pre-set the number
of clusters. Even on non-convex optimization problems, solid
mathematical guarantees for clustering quality can be pro⁃

▼Table 2. Summary of specific methods based on adaptability enhanc⁃
ing strategies
Methods

Federated
multitask
learning

Federated
clustering
learning

Federated
knowledge
distillation

Ways

Client-based
Subtask-
division-based

Model-loss-based

Client-similarity-
based

One-way distilla⁃
tion

Mutual distillation

Advantages

• Easy to implement
• Part-time joins al⁃
lowed

• Easy to implement
• Predictable effect

• No need to preset the
number of clusters

• Strong privacy

• Robust to heteroge⁃
neous models
• Suitable for a large
number of clients

Disadvantages

• Possibility to isolate het⁃
erogeneous clients
• Data quality sensitive
• Need to preset the num⁃
ber of clusters
• Communication over⁃
head is high
• Lack of theoretical anal⁃
ysis
• Poor to heterogeneity
model
• Contextual information
may be required
• Negative transfer possi⁃
ble
• Lack of theoretical anal⁃
ysis

23



ZTE COMMUNICATIONS
September 2022 Vol. 20 No. 3

HAN Xuming, GAO Minghan, WANG Limin, HE Zaobo, WANG Yanze

Special Topic A Survey of Federated Learning on Non-IID Data

vided. However, the model gradient-based methods have cer⁃
tain limitations. Because gradient descent methods may get
stuck in local optima, those models’gradients pointing to the
local optima cannot represent the similarity of these clients.
Furthermore, in the gradient descent process, the model takes
a mini-batch (a small subset of the data set) from the full data
set each time to calculate the gradient, and then adjusts the
parameters. The gradient directions given by these small mini-
batches will vary. FRABONI et al.[32] proposed two aggregation
sampling methods based on sample size and similarity. This
algorithm pre-sets M different distributions and then puts cli⁃
ents into different distributions based on the number of
samples or similarities. Experiments show that it can converge
to a smaller value on non-IID data. ZHANG et al. [33] consid⁃
ered a measure of the same similarity between the client’s
computing power and its network conditions with the server
and the skewed data distribution. Therefore, the client similar⁃
ity was defined as the gradient direction and model update de⁃
lay while solving the problems of data skew and system hetero⁃
geneity.
It is worth noting that clustering-based methods can

achieve excellent results when applied to data distributions
with transparent partitions. However, in the real world, such
scenarios are minimal. More importantly, there is no good
theoretical analysis to prove the validity of clustering basis, in⁃
cluding methods based on model loss and model gradients.
5.3 Federated Knowledge Distillation
Knowledge distillation hopes to transfer the knowledge

learned by machine learning models from specific tasks to re⁃
lated tasks[34]. The fundamental difference from traditional ma⁃
chine learning is that knowledge distillation relaxes the as⁃
sumptions of IID data and allows for direct knowledge transfer
between models. Therefore, in FL, clients can benefit from
this process even if they have different data distributions. By
reducing the importance of the data in the training process, a
more adaptive client model can be obtained using federated
knowledge extraction in a non-IID data setting. This survey
classifies federated knowledge distillation into one-way distil⁃
lation methods and mutual distillation methods based on the
direction of knowledge transfer.
The one-way distillation methods can quickly transfer the

knowledge contained in the dominant teacher model to the stu⁃
dent model. In FL, both the server and the client can be set as
teacher models. LIN et al. [35] proposed an ensemble distilla⁃
tion FedDF for federated model fusion. This algorithm built P
groups of heterogeneous client models (which may vary in
structure and numerical precision), evaluated on small
batches of unlabeled data pre-stored by the server. The classi⁃
fication ensembles distill their logit output to train the student
model on the server. This method improves the efficiency of
client model training and has good robustness to data skew. LI
et al.[36] proposed a federated learning method via model distil⁃

lation (FedMD) by combining transfer learning and knowledge
distillation. Each client used its own model prediction server
to share the dataset to obtain class scores, and the server aver⁃
aged the class scores as a global consensus. Each client
learned this consensus through model distillation to obtain bet⁃
ter client models. In this way, other clients’knowledge could
be leveraged without the need to share its private data or
model architecture explicitly. However, both the FedDF and
FedMD have to pre-store a representative dataset on the cli⁃
ent, which is a significant challenge. ZHU et al.[37] proposed a
data-free knowledge distillation (FEDGEN) based on genera⁃
tive learning. The server used the client label prediction mod⁃
ule (instead of the data) to learn a global generator that gener⁃
ated a feature representation matching the client-side labels.
Each client model implemented knowledge distillation from
the server to the client by sampling the generated feature rep⁃
resentation. However, the one-way distillation may be chal⁃
lenging to achieve good results in the face of model heteroge⁃
neity.
The mutual distillation methods can be applied to diverse

network architectures and are robust to heterogeneous models
of different sizes. Better accuracy can also be achieved when
training with a large number of clients. BISTRITZ et al. [38]
proposed a distributed distillation algorithm that established a
new topological relationship between clients, and each client
could only connect and communicate with a few nearby de⁃
vices. In each round of iterations, the clients accepted the soft
network decisions of their neighbors in a chain, updated their
soft network decisions through the consensus algorithm, and
sent them to other neighbors. A more adaptive client model
was obtained by limiting the loss of self-model features
through knowledge distillation between adjacent clients. LI et
al.[39] proposed FedH2L, which took the federated network as a
collection of students, and all clients taught each other. To
manage the global and client gradient conflict, they designed
projected gradients to update the model to maximize intra-
domain and cross-domain performance, performing well on
non-IID data. Bidirectional distillation avoids the dependence
on the powerful teacher model, and the student model can im⁃
prove the learning efficiency and generalization ability of the
network through online mutual learning. However, the meth⁃
ods of mutual distillation still lack theoretical analysis, and
sometimes unavoidable negative knowledge transfer occurs.
Participants may get caught up in groupthink, where the blind
leads the blind.
6 Future Directions
Many methods have been proposed for the FL on non-IID

data, but some problems are still not well solved. This section
will discuss some of these challenges and examine their future
research trajectories.
•Heterogeneity Analysis: A client heterogeneity analysis

method is still missing, though the FL on non-IID data has re⁃
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ceived extensive attention and research. Specifically, existing
methods for heterogeneity analysis based on model loss[29] or
model parameter update (gradient) [31] have limitations such as
being sensitive to manual settings and lack of theoretical
proofs (details in Section 5.2) and cannot achieve the desired
goal well. So how to design a client heterogeneity analysis
method with good generalization is still an open problem.
•Hyperparameter: Existing FL methods for non-IID data

have achieved good performance. However, the vast number
of hyperparameters presented in these methods adversely af⁃
fects the debugging and use of FL networks. Furthermore,
due to the significant differences in the number and usage of
hyperparameters for different methods, it is not easy to evalu⁃
ate the actual effectiveness of those proposed innovative
methods fairly.
•Security Assurance: The FL applications tend to have high

privacy and high-risk characteristics, such as in the business
and medical field, because of FL’s better privacy. Some re⁃
cent studies have shown that the privacy guarantees of FL
methods, such as FedAvg, can be easily broken by attackers
using methods such as inversion[40] and inference[41]. So it is
necessary to conduct more in-depth research on possible at⁃
tacks and corresponding preventions and design FL methods
with more security assurance.
•Interpretability: The interpretability of deep learning has

always been the focus and difficulty of research. Since the fed⁃
erated setting has the characteristics of distributed training
and data heterogeneity, how interpreting its training and
decision-making process will be more complicated. There is
little discussion on the interpretability of FL today, and more
reliable explanations can enhance users’confidence in FL.
•Dedicated Datasets: In FL, researchers need to design

their data partitioning algorithms for CIFAR100, Fashion
MINIST, and other existing datasets. Since the algorithm’s
performance may be diverse under different data distributions,
the algorithm’s performance cannot be well proved using the
self-divided data set. Dedicated homogeneous and heteroge⁃
neous datasets and data partition algorithms must be designed
to align with real-world environments.
7 Conclusions
This survey provides an overview of FL on non-IID data.

First, the background and settings of both FL and non-IID
data are introduced. Then, according to the motivation of exist⁃
ing methods, a new taxonomy is proposed. Specifically, the ex⁃
isting methods are classified into two categories: heterogeneity
reducing strategies and adaptability enhancing strategies. In
addition, the core ideas, key technologies, and main chal⁃
lenges of the methods are emphasized. Finally, the future re⁃
search trajectories for some existing challenges in this field
are conceived. We hope this work will help researchers to fur⁃
ther overcome the challenges of FL on non-IID data.
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Abstract: Decentralized machine learning frameworks, e.g., federated learning, are emerging to facilitate learning with medical data under
privacy protection. It is widely agreed that the establishment of an accurate and robust medical learning model requires a large number of con⁃
tinuous synchronous monitoring data of patients from various types of monitoring facilities. However, the clinic monitoring data are usually
sparse and imbalanced with errors and time irregularity, leading to inaccurate risk prediction results. To address this issue, this paper designs
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accurate disease risk prediction on multi-center medical data. Experimental results on a real-world clinical database MIMIC-IV demonstrate
that the proposed method can improve AUC (the area under the receiver operating characteristic) from 50.1% to 62.8%, with a significant per⁃
formance improvement of accuracy from 76.8% to 82.2%, compared to a vanilla federated learning artificial neural network (ANN). Moreover,
we increase the model’s tolerance for missing data from 20% to 50% compared with a stand-alone baseline model.
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1 Introduction

With the increasing availability of electronic health
records, artificial intelligence such as neural net⁃
works has been widely applied and explored to
provide medical risk prediction[1–5]. Neural net⁃

works can predict the morbidity risk of patients in advance
and find abnormalities in time. Application systems with pre⁃
diction and early warning functions can be developed based
on the neural networks. Predictive and early warning systems
have been shown to improve patient outcomes by alerting sur⁃
geons to action in advance[6–9]. To train a general and accu⁃
rate neural network, more medical data from multiple hospi⁃
tals or medical institutes are desired. However, due to manda⁃
tory privacy practices and ethical constraints, hospitals or
medical institutes cannot freely share patients’electronic
medical records with each other. To this end, decentralized
machine learning frameworks, e. g., federated learning[10], are
proposed and designed to enable distributed learning with
medical data privacy protection.

To establish an accurate and robust medical prediction
model, many indicators obtained from different monitoring fa⁃
cilities with temporal integrity must be collected as training
data. However, the electronic health record (EHR) system con⁃
tinuously enrolls sparse and error data in the clinic[11–13]. For
example, there is a relatively large amount of missing data
(Fig. 1) when we extract vital signs, laboratory measurements
and other assessment data and combine them statistically ac⁃
cording to the time in the Medical Information Mart for Inten⁃
sive Care IV (MIMIC-IV) [14]dataset. This is partially due to the
missing of data acquisition in the current equipment and the
hand-filled omission of the nurse. Therefore, it is almost impos⁃
sible to align data with the timeline to ensure the uniform fre⁃
quency of patients’different indicators[15–16] (Fig. 1). The clinic
monitoring data are incredibly sparse and imbalanced with er⁃
ror and time irregularity, so they cannot be used directly to train
risk or disease prediction models[17]. Moreover, since the medi⁃
cal risk, such as septic shock, is critical, training local models
using mass imbalance samples with clinic monitoring indica⁃
tors is most challenging. Therefore, it is essential to propose a
risk prediction model with a decentralized machine learning
framework that can use these valuable but seriously sparse
clinical data.

This work is supported by Hubei Provincial Development and Reform
Commission Program““Hubei Big Data Analysis Platform and Intelligent
Service Project for Medical and Health””.
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Unfortunately, most existing federated learning methods ig⁃
nore the data sparsity and errors[18], hence the accuracy and re⁃
liability of the prediction models cannot be guaranteed. A
multi-center dataset was used in the multi-center federated
learning mortality prediction study, but it had different miss⁃
ing values in 11 indicators[19]. Although there are already ma⁃
chine learning frameworks dedicated to the problem of sparse
data, this scheme is suitable for more traditional SVMs rather
than neural networks with large-scale complex parameters. So⁃
lutions in a distributed environment lack validation[20]. Some
researchers focus on compressing sparse data to improve the
speed of the training phase[21]. For example, Google engineers
can use federated learning to predict which emoji a user will
likely choose based on sparse data and poorly balanced
classes[22]. They tend to include as many participants as pos⁃
sible, but such a global model may not enable the prediction
with good performance and reliable robustness[23]. That is to
say, low-quality and untrusted participants need to be ex⁃
cluded from federated learning to improve the reliability of the
prediction model.
In this paper, we propose a data transformation framework to

transform sparse, error-prone and temporally irregular raw data
from clients into more accurate patient records for federated
learning. We first explore and analyze the MIMIC-IV dataset
and obtain two findings about sample imbalance of medical
data. One is the difference between the number of negative and
positive samples. The other is the missing ratio of features,
which results in the model tending to highlight them exces⁃
sively. Based on these two findings we further improve the qual⁃
ity and reliability of the client and the final model through itera⁃
tively training the local models and comprehensively resam⁃
pling and balancing feature missing rates. Then, we build a

horizontal federated learning model of an artificial neural net⁃
work (ANN) and apply the iterative feature balancing method
based on SHapley Additive exPlanations (SHAP) to reduce
model bias caused by different proportions of missing features.
Finally, the performance of the transforming framework and fi⁃
nal model is evaluated based on a real-world clinical database,
MIMIC-IV.
2 Methodology
Fig. 2 briefly introduces our EHR transformation and itera⁃

tive learning workflow based on federated learning architec⁃
ture. Each client consists of transformation and iteration learn⁃
ing, interpretation and resampling. We transform raw clinic re⁃
cords into sample features in the first module, and then input
them to a machine learning model such as an ANN and ex⁃
plain the model with SHAP[24].

Records with similar medical semantics on the clients are
first merged, which are categorized into two types: text and nu⁃
merical data. To better abstract the features of text indicators,
we adopt one-hot encoding to transform the text into a Boolean
value. Meanwhile, we remove some abnormal numerical data
and encode some numerical data also into a Boolean value.
At this time, the encoded indicators are still sparse and

have variable data acquisition frequency. It is again a chal⁃
lenge for our clients to train local models. We further trans⁃
form the indicators using the statistic method, that is, calculat⁃
ing the statistic value of each indicator. The statistic transfor⁃
mation can help to solve the sparse and frequency alignment
difficulties.
Finally, after all the patient records are transformed, we will

get samples with statistical features on clients to start the itera⁃
tion of training their local models and explaining the model with
SHAP. Combined with the physician’s experience and SHAP’s
results, we can further optimize the models through iteratively
resampling thedata.

▲Figure 1. Sparse data with time irregularity in the Medical Informa⁃
tion Mart for Intensive Care IV (MIMIC-IV) dataset

▲Figure 2. Overview of the proposed medical data resampling and bal⁃
ancing scheme
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2.1 Transformation and Data Filtering
As the analysis above, raw medical monitoring records in

certain a time slot are sparse with a high missing rate. This
tends to result in lengthy training procedures and unsatisfac⁃
tory prediction performance. The EHR system records multiple
indicators representing similar medical contexts by exploiting
the raw time-series data. For example, the difference between
left-hand systolic blood pressure and right-hand systolic blood
pressure is less than 10 mmHg for most patients. This differ⁃
ence can always be ignored in the clinical judgment for shock
disease. Therefore, in septic shock prediction, both left-hand
and right-hand blood systolic pressures can represent patients’
blood systolic pressure. Motivated by such facts, we first merge
raw indicators with related or similar medical concepts into
one. In this way, the missing rate of each indicator can be sig⁃
nificantly reduced and the quality of data increases.
Here, we design a time window to collect a sequence of

item data within a fixed period, as shown in Fig. 3. Because
medical data are highly sparse, the acquisition frequencies of
different items are uneven and there are NULL or duplicated
values. Thus, it is challenging to design a model to predict a
disease based on data with a high missing rate.

We calculate the timely-sequential data series of each item
in the window from maximum, minimum, mean, and other sta⁃
tistical views. By recording the eight statistical views for each
medical indicator, we get one training sample for this time win⁃
dow of a patient, and the sample’s features are the derived
views. In this way, the features’NULL value is reduced but not
cleaned up. We calculate the eigenvalue miss rate of each
sample. If the NULL values in a sample exceeds a certain thresh⁃
old, e.g., 50%, we choose to eliminate the whole sample. Other⁃
wise, we keep the sample as a record of the training dataset.
After the data transformation on distributed clients, these

samples are used to train local prediction machine learning
models for clients of a federated learning system. Here, we take
an ANN as an example. The network consists of an input layer
of 209 neurons and one hidden layer to fit the data on each cli⁃
ent. Each iteration generates a set of SHAP values, an updated
model, and a report of feature missing rates. The updates of the
local model weights are uploaded to the server of our federated

learning system and aggregated by averaging weighted by the
dataset size of each client. Then every client gets the global
model’s weights as their new weights. To validate and improve
the correctness of our final model, we take the medical basis,
doctor experience and adjustment of the positive and negative
sample distribution into consideration.
2.2 Iterative Learning and Imbalanced Data Resampling
First, for a client to train the local model, we have dataset

samples, including the negative sample set N and positive
sample set P. We use f to denote the element’s initial feature
set of samples, including medical indicators’statistics, such
as feature HRmax (the maximum of the indicator item Heart
Rate). We also use key-value pairs ( f, v) to represent features
f and the eigenvalue of f. As shown in Algorithm 1, we first in⁃
put ( f, v) into the neural network to make the local train.
After inputting ( f, v) into the neural network, we get a model

with weights fitted. We can use an AUC evaluation index to mea⁃
sure the advantages and disadvantages of the model. We also
take SHAP (Kernel Model), a game-theoretic approach, to ex⁃
plain the output of the model and obtain the classical Shapley
values fSHAP with the highest ranking from SHAP (Kernel
Model). SHAP values for each feature are first evaluated on cli⁃
ents. The summary of SHAP values is expected to be similar to
the medical basics and physician’s experience. For each feature
fx in fSHAP , we use m ( ), the miss rate calculation method de⁃
ployed as a part of each client, to calculate the miss rate m (Pfx )
andm (Nfx ) based on fx . When the difference between the posi⁃
tive and negative samples is larger than ε, that is,
|
|m (Pfx ) – m (Nfx ) || > ε, the sample allocation is imbalanced.
Then, we need to resample the imbalanced data based on the
feature fx.If the missing rate of positive or negative samples is 100%,
that is, m (Pfx ) == 100% or m (Pfx ) == 100%, the values of the
positive or negative samples of the feature fx are completelymissing. Then, we use delete ( fx ) to delete the feature fx be⁃
cause it has no positive contribution to the prediction model.
Otherwise, we use Cmp (m (Nfx ) , m (Pfx ) ) to get the samples
set smpmax with the largest miss rate and the samples set smpminwith the smallest miss rate based on the feature fx, i. e.,
( smpmax, smpmin ) = Cmp (m (Nfx ) ,m (Pfx ) ). After calculating
the miss rate m ( s) of each single sample s ( s ∈ smpmax ) about
all feature values, we use sort ( smpmax ) to sort smpmax according
to m ( s). Next, we delete s if its miss rate m ( s) is very high until
|m ( smpmax ) - m ( smpmax ) | ≤ ε. Now, the miss rates of the nega⁃
tive and positive samples based on the feature fx are balanced.Then we get a new sample set samples' = smpmax ∪ smpmaxwith fewer features in set f. Based on the clinical experience,

▲Figure 3. Data window
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we obtained a new feature set f'. If samples' ≠ samples or f ' ≠ f,
we must rebuild the model and balance the sample repeatedly.
Otherwise, the model NeuralNetworkModel, the feature set f '
and AUC are returned and ready to be uploaded to the server.
Algorithm 1. Imbalanced Data Resampling Algorithm
Require: samples is the dataset which includes negative samples
as N and positive samples as P, as samples = N ⋃ P ; f is an ele⁃
ment of samples anda set of the initial features for trainingmodel.
Ensure: AUC, f ', NeuralNetworkModel;
1: initialization: samples' = [ ] , f ' = [ ]
2: while samples' ≠ samples f ' ≠ f do
3: ( AUC, NeuralNetworkModel) = FitModel ( f, v)
4: fSHAP = SHAP (NeuralNetworkModel)
5: for each fx ∈ fSHAP do
6: while ||m (Pfx ) - m (Nfx ) || > ε do
7: if m (Pfx ) == 100%

m ( )Nfx
== 100% then

8: delete ( fx )
9: else

10: ( smpmax, smpmin ) = Cmp (m (Pfx ) ,m (Nfx ) )
11: sort ( smpmax ) according to m ( s|s ∈ smpmax )
12: delete (s) until |m ( smpmax ) - m ( smpmin ) | ≤ ε
13: end if
14: end while
15: end for
16: sample = sample', f = f '
17: sample' = smpmax ⋃ smpmax18: f ' = doctorSelect ( f )
19: end while
20: Return: AUC, f ', NeuralNetworkModel
3 Experiment and Evaluation
Our experiment is based on the closely related clinical indi⁃

cators and a public real dataset in the intensive care unit, the
MIMIC-IV clinical database. We compared the prediction by
the final neural network of our federated learning system with
other traditional standalone models for sepsis analysis after in⁃
tegrating data with the proposed method. The performance was
comprehensively evaluated through multiple indicators. We ex⁃
plained our final model with the help of SHAP, adjusted the
balance of the sample features, combined with the physician’s
experience, selected the eigenvalue, and tried to set it in line
with the physician’s clinical cognition. All our experiments
were carried out on the same equipment. The computer was
equipped with Intel Core i5 8400 CPU, 24 GB memory and
GPU acceleration disabled. The training of our selected bench⁃
mark algorithm and model is implemented in Python 3.9 for
Windows.

3.1 Task Background
Sepsis is defined as life-threatening organ dysfunction

caused by a dysregulated host response to infection. Septic
shock is a subset of sepsis with circulatory and cellular/meta⁃
bolic dysfunction associated with a higher risk of mortality[25–26].
Sepsis and septic shock are major healthcare problems, affect⁃
ing millions of people around the world each year and killing as
many as one in four (and often more) people worldwide. It some⁃
times takes only about 24 hours to develop from sepsis to septic
shock[27]. Some studies show that the delayed diagnosis and
treatment of severe sepsis and septic shock within the first six
hours of entering the ICU are closely related to the increased
mortality and increased utilization of hospital resources[28–29]. It
is a complex problem for clinicians to improve the ability of
early clinical recognition, accurately evaluate the condition,
and implement reasonable treatment strategies as soon as pos⁃
sible to improve the treatment effect and reduce mortality.
3.2 Dataset and Preprocessing
ICU patients are most prone to septic shock. Many patients

are difficult to obtain long-term close monitoring in the early
stage of shock. And most nurses record data manually. There⁃
fore, the data are too sparse to predict the risk with the exist⁃
ing time series method. To validate our system, we carried out
septic shock prediction experiments on MIMIC-IV that in⁃
cludes the data recorded by two different systems in the ICU
of Beth Israel Deaconess Medical Center from 2012 to 2019.
More than 30 clinical detection indicators, such as demo⁃

graphics, vital signs, and laboratory values of 121 214 patients
were collected, including 6 036 patients diagnosed with septic
shock (positive samples) and 115 178 patients who were not di⁃
agnosed with any shock (negative samples). These required data
include more than 30 monitor features generated from the pa⁃
tients in ICU, which were collected at different times. The time
series data is required for subsequent data preprocessing.
All patient characteristics were aligned to the data at the

same time, which simplifies the development and testing of
the model. The data of each patient were saved to a CSV file.
It contains the data of more than 30 index variables such as
demographics, vital signs and laboratory results of the patients
in ICU. We divided the data sample into four datasets, three of
which were for clients in our federated learning system and
one was for evaluating our final model.
We sorted the data according to the time of data collection,

to facilitate the selection of the later data window and the
marking of septic shock events.
As shown in Fig. 4, when a patient’s mean arterial pressure

(MAP) stays lower than 65 mmhg for at least five minutes, the
starting time point of the five minutes is marked as the event of
septic shock, which is recorded as Tshock. The first 30 minutes of aseptic shock event are marked as t' and the window start time be⁃
fore t' is recorded as T. The size of the time window is t' - t =
24 h. The data in the time window is statistically used as mean
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values,max values and other forms, that is, statistical transforma⁃
tion. A piece of data generated after conversion is a sample data.
For the control experiment, we selected the patient records

without any shock and the time series data were generated in
the way we selected septic shock records. For these time se⁃
ries data, we selected the data window with the least two days
to generate the data, and the sample generated by calculating
the statistics is taken as the negative sample. We chose the
two days with the least data because the patients of lower risk
usually had fewer records in a hospital.
3.3 Performance Metrics
A typical objective function in multi-view classification is

usually the internal measurement of a classification algorithm.
However, the effectiveness and efficiency of this kind of objec⁃
tive function are poor. Instead, we employed multiple external
validation metrics to evaluate whether the classification
matches the specified label. Selected external indicators used
in the following experiments were AUC (the area under the re⁃
ceiver operating characteristic), ACC (accuracy), Pre. (preci⁃
sion), Sens. (sensitivity), Spe. (specificity) and F1 score. AUC
and ACC indicate the correctness of the classification; the
higher the correctness is, the better. Usually they are the pri⁃
mary indicators. Pre. focuses only on the proportion of true
positives among all results classified as positive. Sens. reflects
the proportion of positive results detected in all true positive
samples. Spe. represents the proportion of all true negative
samples classified as negative samples. F1 comprehensively
evaluates the recognition rate of positive samples and the over⁃
all accuracy.
3.4 Result Analysis
We comprehensively compared various performance indica⁃

tors to determine the effectiveness and accuracy of the predic⁃
tion. Additionally, we compared our experimental results to
the baseline method and ablation studies.
1) Comparison to the baseline method
When the frequency of data collection is high and there is

no missing data, the time series model can have higher accu⁃
racy, but for sparse data, its accuracy (ACC) decreases. Our
design is characterized by data sparseness. Tables 1 and 2

show the comparison of the results of the time series model
and our model on the dataset. Compared to the time series
model, our final model has a 11% improvement in accuracy.
The comparison of AUC, ACC, Rec., Pre., Sens., Spe. and F1
is following.
As can be seen from Table 1, the 5-minute, 10-minute and

15-minute values of AUC in advanced prediction are about
0.51, indicating that the authenticity of prediction is very low
and there is no reference value. Most of the ICU clinical data
are collected with low frequency and relatively sparse data, so
it is not feasible to use the time series model for prediction.

As shown in Table 2, we use the proposed method to per⁃
form transformation and statistical view of data and fit the data
with our neural network on each client. The final model has an
AUC of 62.8%, while the recall is 26.7% and precision is
87.8%. The AUC is 11% higher than that of Long Short-Term
Memory (LSTM) which is not optimized for sparse data. It
shows that our transformation and resampling for feature bal⁃
ance can help to improve the model predicting performance.
2) Ablation studies
Unlike other systems, we take SHAP into consideration to

pick out the corresponding features and rebalance the propor⁃
tions of their samples. Table 3 shows the comparison between
the initial results and the adjusted results.

We evaluated the model with SHAP to check the factors be⁃
hind these numbers. Aiming at the top 20 features of SHAP
values that had a significant impact on the model, we checked
the balance degree for these features in the sample. Because
the imbalanced sample missing rate of certain features may

▲Figure 4. Definition of positive sample

▼Table 1. LSTM prediction results
Time/min
15
10
5

AUC
0.502
0.512
0.506

ACC
0.990
0.991
0.993

Pre.
0.044
0.085
0.229

Sens.
0.013
0.026
0.013

Spe.
0.998
0.998
0.999

F1
0.020
0.040
0.025

ACC: accuracy AUC: the area under the receiver operating characteristic
LSTM: Long Short-Term Memory Pre.: precision
Sens.: sensitivity Spe.: specificity

▼Table 2. Prediction results of the proposed model
AUC
0.628

ACC
0.822

Rec.
0.267

Pre.
0.878

Sens.
0.989

Spe.
0.267

F1
0.409

ACC: accuracy AUC: the area under the receiver operating characteristic
Pre.: precision Rec.: recall
Sens.: sensitivity Spe.: specificity

▼Table 3. Comparison of ablation experiments

Before Rebalancing
After Rebalancing

AUC
0.501
0.628

ACC
0.768
0.822

Rec.
0.003
0.267

Pre.
0.333
0.878

Sens.
0.998
0.989

Spe.
0.003
0.267

F1
0.005
0.409

ACC: accuracy AUC: the area under the receiver operating characteristic
Pre.: precision Rec.: recall
Sens.: sensitivity Spe.: specificity
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bring a high impact, we balanced the positive and negative
sample missing rates. After rounds of iterative experiments,
with the adjusted sample balance degree, AUC, ACC and Pre⁃
cision are improved by 12.7%, 5.4% and 57.5%, respectively.
After several rounds of iterative adjustments, features were

selected by balancing positive and negative samples, combin⁃
ing physician’s experience and SHAP evaluation, thus our model
has the accuracy of prediction, and the results are consistent
with doctors’cognition. Fig. 5 shows SHAP evaluation results
before and after iterations. Balanced features derive a more
reasonable final model, which is not overly affected by just
Platelet related features.
4 Conclusions
We propose a federated learning system optimized for

sparse time series data with transformation and resampling. In
this design, we merge multiple types of sparse time series
data for each client and clean them sufficiently so that they
are interpretable, design a view for each type of data, and per⁃
form statistical data processing, that is, filling in data and se⁃
lection of data for local models. In this way, we get a batch of
valid serialized data ready for clients to fit local artificial neu⁃
ral networks. Next, the network is fitted, the SHAP is used as
the interpretation toolkit, and the SHAP ranking fed back is
judged by the sample data balanced and physician selected.
Due to the sparseness of this kind of data from hospitals and
the implementation of the above methods, our federated learn⁃
ing clients depend on less the alignment of time series data

on the timeline in the case of extremely poor data quality,
which is an effective system to break the limit of high medical
time series data missing ratio. The experiments were only con⁃
ducted in a simple simulated experimental environment. For
further verification and exploration, experiments in a real dis⁃
tributed environment and large-scale experiments are re⁃
quired. Due to the research goals, we did not additionally con⁃
sider the scalability of the system in terms of transmission
and induction, which may require more experimental and
theoretical analysis.
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1 Introduction

As the Internet has found its way into our everyday life,
the deep integration of the artificial intelligence tech⁃
nology represented by deep learning and IoT technol⁃
ogy has become a new trend, and then the concept of

Artificial Intelligence of Things (AIoT) [1] came into being.
AIoT not only requires each device to be intelligent, but also
that intelligent terminals can cooperate and integrate with
each other, so as to give full play to the great value of IoT.
AIoT already has a wide range of applications. For example,
the intelligent camera can do object tracking and detect abnor⁃
mal sound according to real-time voice; the smart bracelet can
analyze users’health status according to the monitored data;

intelligent systems in autonomous vehicles collect data from
monitoring equipment to make driving decisions. However, tra⁃
ditional AI techniques usually require centralized data collec⁃
tion and centralized training of models, which needs to upload
the data on IoT devices to application providers. Such para⁃
digms obviously raise privacy concerns. For example, there is
a high probability that users will not allow smart security cam⁃
eras to upload their bedroom surveillance video to the server
for model training[2]. Therefore, the practical deployment of
AIoT faces the challenge of privacy risks.
To alleviate privacy concerns, an effective approach is to

employ federated learning[3]. Federated learning stipulates
that each client saves data locally, and only uses parameters
instead of raw data to communicate between clients and the
server. Therefore, it can be used as a privacy-preserving com⁃
puting paradigm and has received extensive attention in aca⁃
demia and industry. Especially in the field of IoT, federated
learning has been proven to power IoT in data sharing, attack
detection, mobile group perception, privacy and security[4].
With federated learning, each IoT device is no longer limited
to acquiring knowledge from its own dataset, but can benefit
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and Shenzhen Basic Research (Key Project) under Grant No.
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from the data and information of other devices while protect⁃
ing their own privacy. Taking the widely used FedAvg algo⁃
rithm[5] as an example, in each round of training, IoT clients
randomly selected by the central server upload model param⁃
eters to the server. The central server only receives and ag⁃
gregates these parameters to obtain an enhanced global
model for distributed learning. Then, the central server dis⁃
tributes the aggregated model to guide local training. The
data of each client are always stored locally, and knowledge
sharing among IoT devices is achieved through the aggrega⁃
tion of model parameters.
However, there are still many challenges for federated learn⁃

ing to be deployed on IoT devices, one of which is the urgent
need to improve communication efficiency. Although the itera⁃
tive development of communication technologies such as 4G
and 5G in recent years has made the bandwidth quite impres⁃
sive, compared with the computing performance of the server
and clients, what hinders training efficiency of federated learn⁃
ing the most is the communication between the server and cli⁃
ents[6]. Especially in edge computing and IoT, there are some
applications that require extremely high communication effi⁃
ciency. In some practical settings where federated learning is
deployed, in order to improve the overall operational effi⁃
ciency, the system will ignore some devices with limited net⁃
work bandwidth or limited access, that is, they will not partici⁃
pate in the training round. However, such simple processing
will lead to some local models not being optimized, which will
seriously affect user experience[7].
In order to improve the communication efficiency of feder⁃

ated learning, an effective way is to reduce the amount of com⁃
munication data between clients and the server. FedProto[8]
proposed to replace the gradient-based aggregation with
prototype-based aggregation. The prototype size is much
smaller than the size of gradient, so the prototype-based
method can effectively improve communication efficiency.
However, FedProto simply uploads the prototype to the server
for weighted average to obtain global prototype, which cannot
effectively fuse the information of clients. SplitFed[9] uses the
idea of split learning to split the neural network into a client-
side network and a server-side network, thereby reducing the
parameters required for communication. However, multi-
client split learning is done asynchronously, so it is inefficient
and causes clients to be idle. Subsequently, SplitFed intro⁃
duces a fed server to execute FedAvg on the client side,
which can synchronously train the split learning and greatly
accelerate convergence. However, this method requires cli⁃
ents to upload smash data and the server to send gradient
back to the clients in each round of model update. The
amount of data transferred between the server and clients is
still very large.
To cope with the problem of high communication load in

federated learning, we propose a novel method for efficient
communication based on model split and representation aggre⁃

gate—MSRA-Fed. MSRA-Fed considers the advantages of
federated learning and split learning, and significantly re⁃
duces the amount of data communicated between clients and
the server. It also provides stronger privacy protection than
the traditional gradient-based communication. At the same
time, the proposed method can ensure the deep fusion of infor⁃
mation of each client during the aggregation process. The para⁃
digm in this paper is suitable for federated learning scenarios
that do not require particularly high accuracy, but require low
communication costs and strict security.
Our contributions are as follows:
1) Through empirical evidence from experiments, we

verify that the outputs of the last hidden layer of a neural
network can carry the characteristics of the training set.
Therefore, these outputs can be used to replace the param⁃
eters of the model to cooperate with each client for model
training.
2) In response to the above observations, we propose a com⁃

munication optimization strategy based on model split and rep⁃
resentation aggregate. This approach can significantly reduce
the parameters the client needs to upload, reduce the commu⁃
nication load of federated learning, and ensure the accuracy of
the model.
The rest of this paper is organized as follows. Section 2 pres⁃

ents the background and related work. Section 3 introduces
the scheme of MSRA-Fed in detail. Section 4 verifies the ef⁃
fectiveness of MSRA-Fed through experiments and shows the
experimental results. Finally, a summary and discussion of fu⁃
ture work are presented in Section 5.
2 Background and Related Work
Federated learning is a machine learning framework,

whose purpose is to use distributed data to collectively train
a common model[10]. In this way, the storage and computing
power of each participant can be fully utilized. During the
training process, decentralized clients will only have param⁃
eter communication with the central server, and no raw data
will be exchanged between any clients[11]. Compared with the
way where each participant trains independently, the partici⁃
pants in federated learning can obtain other client-side
knowledge from the global model issued by the server, so as
to make local models more effective. These characteristics of
federated learning not only allow us to combine multi-party
data for mining and analysis, but also avoid direct interaction
of raw data and protect data privacy. Since federated learning
was proposed, a large number of related papers and achieve⁃
ments have emerged. We note that there is extensive re⁃
search on how to improve efficiency and effectiveness of fed⁃
erated learning.
MCMAHAN et al. [5] proposed FedAvg based on a central⁃

ized training architecture, which is robust to non-IID (indepen⁃
dent and identically distributed) data distributions and can re⁃
duce the communication rounds required to train the model.
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FedAvg adopts a synchronous update scheme during each
round of training. For a fixed number of K clients, the server
will randomly select a portion of the clients to participate in
each round of training according to a fraction C. Ref. [5] shows
the reward brought by increasing the number of clients will
gradually decrease if the number of participating clients ex⁃
ceeds a certain threshold. In each round of local training, the
client k calculates the gradient gk of the local data under thecurrent model to update its local model wk. Typically, the cli⁃ent k can update wk through multiple local epochs of training,and then the central server aggregates. Compared with the gen⁃
eral distributed stochastic gradient descent, FedAvg reduces
the number of iterations of global training by increasing the
amount of computation on the client side, thereby reducing
the communication rounds.
In the training process of FedAvg, each participant needs

to frequently communicate parameters with the central server
to update the local model. The amount of data communicated
is generally large, resulting in a high communication cost[4].
WANG et al. [12] designed a Communication-Mitigated Feder⁃
ated Learning (CMFL) framework by identifying irrelevant up⁃
dates on clients and excluding them in advance to prevent in⁃
valid updates, which aims to reduce communication costs by
avoiding uploading irrelevant parameters. Although this
method improves communication efficiency, it increases a lot
of computational cost. SATTLER et al.[13] proposed an Sparse
Ternary Compression (STC) compression framework for the
shortcomings of several compression-based solutions that
only compress upstream communication and are only effec⁃
tive for ideal conditions (such as IID data distribution). Ex⁃
periments show that STC outperforms the FedAvg algorithm
under certain conditions. Refs. [14] and [15] proposed two
ways to reduce the cost of upstream communication: the
structured update and summary update. The former uses
fewer samples and fewer updates; the latter uses lossy com⁃
pression to update parameters. However, both approaches
lack robustness when dealing with poor quality data.
CALDAS et al. [16] proposed a federated mechanism that
makes it possible to efficiently train a smaller subset of the
global model and address the downlink communication pres⁃
sure with server-to-client compression. This work broke the
situation that downlink communication has not been studied.
The above-mentioned research reduces the amount of trans⁃
mitted data by compressing the original model or obtaining
more compact updates, although the accuracy decreases to
some extent.
In order to communicate efficiently, there are also some

studies that reduce the number of communication parameters
by splitting the model into different devices. Our idea is pri⁃
marily inspired by the scheme of model split. DEAN et al. [17]
proposed DistBelief, which uses the paradigm of model paral⁃
lelism by model split. DistBelief can manage the data trans⁃
mission between participants in the process of bottom commu⁃

nication, synchronization, training and inference. However,
since many clients will be idle when the system is running,
DistBelief is not efficient. GPipe[18] proposed by Google intro⁃
duces pipelines on the basis of model parallelism, which im⁃
proves the utilization of devices in the parallelism. However,
as a special setting of distributed learning, federated learning
assumes that the central server is not allowed to manage and
schedule the clients participating in the local training. There⁃
fore, the conventional model split and pipeline parallelization
are not suitable for federated learning. Recently, some re⁃
searchers have also tried to introduce model split into feder⁃
ated learning. Ref. [19] applied split learning to Long Short-
Term Memory (LSTM) networks and proposed LSTMSPLIT to
classify time-series data with multiple clients. Ref. [20] pro⁃
posed an asynchronous learning strategy, which divided the
neural network into deep and shallow layers. The method of
updating the shallow layers more frequently than the deep lay⁃
ers can reduce the communication cost. THAPA et al. [9] pro⁃
posed SplitFed by combining federated learning and split
learning[21], which solves the problem that each client cannot
be updated synchronously under the model split strategy. How⁃
ever, the amount of data to be transmitted in these methods is
still large and the communication frequency is too high for effi⁃
cient training.
3 MSRA-Fed Method

3.1 Outputs of Last Hidden Layer Carry Characteristics
The trained model can reflect the characteristics of a train⁃

ing set and even remember training samples when overfit⁃
ting[22]. That is, the model parameters carry the characteristics
of the training samples. Therefore, the method adopted by fed⁃
erated learning when updating a global model is to upload the
parameters of local models to the server for aggregation, in or⁃
der to obtain a better global model without violating the pri⁃
vacy of training sets. However, the parameters of a neural net⁃
work model are usually of high dimension, which makes cli⁃
ents suffer from high communication load in neural network
based federated learning tasks. Therefore, we choose to use
other data carrying the characteristics of training samples in⁃
stead of all model parameters for server aggregation, to trade
off the communication load and model accuracy of federated
learning. From the structure of neural network models, it can
be found that the data directly involved in determining the pre⁃
diction results are the outputs of the last hidden layer. Due to
this fact, we propose an assumption that the outputs of the last
hidden layer of neural networks should be similar for samples
with similar prediction results.
We take a classification task on the public Modified Na⁃

tional Institute of Standards and Technology (MNIST) data⁃
base as an example to verify the hypothesis. To facilitate pre⁃
sentation in the space-constrained paper[11], we set up a Multi⁃
layer Perceptron (MLP) with two hidden layers, each with 12
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neurons. The learning rate is set to 0.01. Our experimental re⁃
sults are shown in Table 1. The first three rows of Table 1 are
the results obtained during ten rounds of training, which re⁃
cord the dissimilarity of outputs of the last hidden layer under
each predicted label. We denote the number of samples with
label l by Nl. The dissimilarity of outputs of the k ‐ th neuroncan be formulated as:
σ2l,k = 1

Nl
∑
n = 1

Nl (X n
l,k - X̄l,k )2 , (1)

where X n
l,k refers to the output of the n‐ th sample with label lon the k ‐ th neuron of the last hidden layer, and X̄l,k =∑

n
X n
l,k /Nl . We take the samples with Labels 3, 6, and 7 in the

dataset as examples, and similar results can be obtained un⁃
der other labels. The last row of Table 1 is the dissimilarity of
outputs of the last hidden layer blending all predicted labels.
The 12 components represent the variance of the correspond⁃
ing outputs of 12 neurons in the last hidden layer.
From the above experimental results, it can be found that the

outputs of training samples with the same label in the last hid⁃
den layer are similar, because their variances are smaller than
those in the scenario where we do not distinguish the labels. A
similar phenomenon on the public dataset CIFAR-10 is also
found. Accordingly, it can be considered that for neural net⁃
work models on clients, the outputs of the last hidden layer can
carry the characteristics of training samples to a certain extent.
3.2 Communication-Efficient Strategy Based on Model

Split and Representation Aggregate
Based on the assumption in Subsection 3.1, we can con⁃

clude that for neural network models on different clients, an
effect close to aggregating all parameters can be obtained by
aggregating the outputs of the last hidden layer. The method
of splitting neural networks has made great progress in split
learning[23]. However, split learning requires too much com⁃
munication between clients and the server due to communi⁃
cating high-dimensional parameters. In terms of communica⁃
tion consumption per round, the communication load of split
learning is not significantly reduced compared to federated
learning. To adopt the paradigm of aggregating hidden layers
in federated learning, this paper sets an output layer on the
server side for complete training and retains a local model
on each client side. As shown in Fig. 1, the server calcu⁃

lates the gradient of the loss function to the aggregated last
hidden layer after local forward propagation, and distributes
the gradient to clients. Each client uses this gradient to as⁃
sist the update of its local model. Such learning process re⁃
vises local models indirectly through back-propagation of
gradients.
It is worth noting that we reform the neural network based

federated learning on the server side and the client side re⁃
spectively. Each client trains a local neural network, which
together with the server constitutes a federated neural net⁃
work framework as a whole. Unlike split learning, we keep
the complete local model on each client and follow the set⁃
ting of federated learning to support local training. In addi⁃
tion, the server does not collect local models or gradients up⁃
loaded by clients, which can reduce the risk of model incre⁃
ments or gradients compromising data privacy. Even mali⁃
cious participants cannot launch inference attacks[24] or
model inversion attacks[25] against honest clients by eaves⁃
dropping on local models. This means that our method could
have stricter privacy and security, and in particular, has high
communication efficiency. Each client participates in the ag⁃
gregation process of federated learning by uploading the out⁃
puts of the last hidden layer, while the server coordinates a
collaborative training by distributing the back-propagated gra⁃
dient. Clients use this gradient to modify their local models
after receiving the back-propagated gradient. More details
are shown in Algorithm 1. We implement the federation of
model training on the client and server through a local model
training stage, a communication stage, and a back-
propagation stage.
Algorithm 1. MSRA-Fed based on model split and representa⁃
tion aggregate
Require: The number of clients: K; learning rate: η; the num⁃
ber of local epochs: E; the number of global iterations: T; local
datasets:{Di}

K

i = 1
Ensure: Local models on clients:{wi}Ki = 1//Server executes:
1: Initialize: wi //Randomly initialize local models2: for each round t = 1 to T do
3: m = max (C × K,1)
4: Zt = random set of m clients5: for each client i ∈ Zt in parallel do

▼Table 1. Variance of the outputs of each neuron in the last hidden layer

Label
Label-3
Label-6
Label-7
Blended

1st Neuron
1.00
4.82
0.00
52.11

2nd Neuron
2.94
0.00
0.01
34.38

3rd Neuron
1.98
3.98
1.37
18.51

4th Neuron
11.82
1.88
13.00
24.65

5th Neuron
1.80
0.00
4.92
16.18

6th Neuron
2.16
3.65
5.20
11.99

7th Neuron
0.01
1.17
3.33
3.99

8th Neuron
9.60
0.03
0.10
35.46

9th Neuron
0.28
36.54
17.91
17.24

10th Neuron
4.29
8.05
12.54
18.57

11th Neuron
3.84
3.65
3.82
27.22

12th Neuron
11.03
0.72
0.08
23.68
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6: (X i,l,l) = ClientTrain( i)
7: end for
8: for each label l do
9: X l = 1m∑i = 1

m

X i,l

10: Forward propagation with (X l, l), calculate g
11: end for
12: for each client i ∈ Zt in parallel do13: ClientUpdate(i, g)
14: end for
15: end for
//Clients execute:
16: function ClientTrain( i):
17: for each local epoch e = 1 to E do
18: for each sample ( sn,ln ) ∈ Di do
19: if e < E do
20: wi ← wi - η·∇loss (wi ; sn,ln )21: else do
22: Forward propagation with ( sn,ln ), calculate X n

l

23: end if
24: end for
25: end for
26: for each label l do
27: X i,l = 1

Nl
∑
n = 1

Nl

X n
l

28: end for
29: return a set of (X i,l,l)
30: function ClientUpdate(i,g):
31: Back propagation with g, update wi
1) Local model training stage. As shown in Lines 17–28 of

Algorithm 1, in each round of federated learning, each client
trains a local model for several epochs and then uploads aggre⁃
gated representation to the server for aggregation. The client
preserves a full model locally instead of a split model. Unlike
conventional federated learning, the client uploads the aggre⁃
gated outputs of the last hidden layer instead of all param⁃

eters. In order to reduce communication consumption, the cli⁃
ent adopts a class-wise average aggregation of the local hidden
layer output set. The data that finally participate in global fed⁃
erated aggregation is the averaged hidden layer outputs under
each label.
2) Communication stage. At Line 29 of Algorithm 1, the cli⁃

ent communicates with the server. When the client uploads lo⁃
cal data, the server collects the outputs of all clients’hidden
layers and averages these local representations separately ac⁃
cording to class (or label). Taking the classification task on
MNIST as an example, the server will finally obtain the out⁃
puts of the last hidden layer corresponding to ten different la⁃
bels after one communication.
3) Back-propagation stage. In Lines 8–14 of Algorithm 1,

after averaging the hidden layers, the aggregated output is
used as input to the neural network on the server to continue
training and compute a gradient for back-propagation. After re⁃
ceiving the back-propagated gradient from the server, clients
call it for back-propagation. That is, the back-propagated gra⁃
dient of the federated averaged hidden layer is used to revise
local models. For the client, the local training of the last epoch
in each round is back-propagated using the gradient issued by
the server side.
3.3 Summary
For the federated learning framework, we modify the collab⁃

orative training process and propose a communication optimi⁃
zation strategy based on model split and representation aggre⁃
gation. Our method aggregates local representations on the
server through the outputs of the last hidden layer, and uses
gradients delivered by the server to coordinate training on
each client. On the basis of the local training model, each cli⁃
ent additionally introduces the server’s gradient containing
global information to correct its local model, which signifi⁃
cantly reduces the communication load and also makes the
model update more stable. In addition, since clients do not
need to upload local models or gradients to any third party,
the security risk of local data and models could be low. Al⁃
though we did not focus on improving the accuracy of the
model but on efficient communication, this will be improved
in future work to sacrifice less accuracy under conditions of
efficient communication and strict protection of privacy and
security.
4 Evaluation

4.1 Dataset and Experimental Setup
We use the public dataset MNIST as the experimental data⁃

set, which consists of ten classes of images. MNIST includes
ten categories of handwritten digits, and each image is a gray⁃
scale image of size 28×28. This dataset contains 60 000 train⁃
ing samples and 10 000 test samples. Since the method de⁃
signed in this paper is suitable for various neural network

▲Figure 1. Overview of MSRA-Fed
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models, the commonly used model MLP is used here to verify
the effectiveness of our method. Without loss of generality, we
set up a learning environment with one central server and ten
clients. The proportion of clients participating in each global
training is C = 1, and the number of local epochs of the clients
is E = 5. For the MNIST dataset, we employ an MLP with one
hidden layer with 256 neurons. The learning rate η of MLP is
set to 0.01. In the case of independent and identically distrib⁃
uted data, the samples are randomly shuffled. For each dataset
used for training, all training samples are randomly and uni⁃
formly distributed to clients and each client randomly draws
samples from it.
This experiment is carried out under Python 3.6, and the

computer hardware is configured as 16 G memory, Intel i5-
10400F CPU and GTX1650 GPU.
4.2 Evaluation Metrics
The communication efficiency and performance of the

model is measured from the communication load required for
model convergence and the final accuracy of the model. The
definition of accuracy used here is shown in Eq. (2).
Accuracy = TP + TN

TP + TN + FP + FN , (2)
where TP is the number of true positives, which means that
the positive samples are also predicted as positive by the
model; TN is the number of true negatives, which means that
the negative samples are also predicted to be negative; FP is
the number of false positives, which means that the negative
samples are predicted to be positive; FN is the number of false
negatives, representing positive samples that are incorrectly
predicted. The positive and negative here represent the true
class and other classes of the sample, respectively.
4.3 Experimental Results and Analysis
Every time the federated learning progresses to the com⁃

munication stage between the client and the server, we use
an element in the tensor as a unit to count the amount of
data transmitted in the communication. We define the com⁃
munication load as the total amount of transmitted data. By
comparing the communication load and the improvement per⁃
centage of model accuracy, or the communication load re⁃
quired to improve the model accuracy, the gap between the
conventional federated neural network model and the im⁃
proved communication-efficient MSRA-Fed can be clearly
displayed.
Table 2 is a comparison of communication efficiency after

five rounds of training on MNIST using MSRA-Fed and Fe⁃
dAvg. The value of communication load per 1% accuracy im⁃
provement indicates the average communication load con⁃
sumed when the final trained model improves the accuracy by
1% compared to the initial model accuracy. The results show
that although the initial accuracy of MSRA-Fed is lower than

FedAvg by about 12%, the accuracy of two methods has
reached more than 80% after five rounds of model training.
Meanwhile, MSRA-Fed consumes less than 2% of the commu⁃
nication load of FedAvg.
The results after ten rounds of training on the MNIST data⁃

set using MSRA-Fed and FedAvg are shown in Table 3. Both
algorithms have almost converged after ten rounds of training.
The results demonstrate that the communication load con⁃
sumed by conventional FedAvg is 56.19 times that of MSRA-
Fed when training for ten rounds. Moreover, the communica⁃
tion load of MSRA-Fed training for ten rounds is much lower
than that of FedAvg training for five rounds, which shows that
MSRA-Fed can be efficiently trained for more rounds in the
same time and the accuracy improvement per communication
load is high.

When we focus on“communication load per 1% accuracy
improvement”in Tables 2 and 3, it can be seen that the strat⁃
egy based on model split and representation aggregation re⁃
quires far less communication load than FedAvg with the
same accuracy improvement. This shows that our proposed
method has much higher communication efficiency while sac⁃
rificing a little model accuracy. It is worth mentioning that
the accuracy of our method is lower than that of FedAvg
when the algorithm converges. This is because we only use
the outputs of the last hidden layer instead of all parameters
to aggregate global information in order to significantly im⁃
prove the communication efficiency. Each client maintains a
complete model locally, while introducing global information
sent by the server during the training process to correct the
local model. Compared to FedAvg, the accuracy of our
method drops slightly, but remains within acceptable limits.
Most importantly, we reduce the amount of communication
significantly.

▼Table 2. Communication efficiency comparison after five rounds of
training on MNIST dataset

Method

FedAvg
MSRA-
Fed

Initial
Accuracy/%
71.62
59.97

Accuracy After Five
Rounds of Training/%

86.10
80.11

Communica⁃
tion Load/B
6 352 000
123 280

Communication Load
per 1% Accuracy
Improvement
54 834.25
765.14

MNIST: Modified National Institute of Standards and Technology
▼ Table 3. Communication efficiency comparison after ten rounds of
training on MNIST dataset

Method

FedAvg
MSRA-
Fed

Initial
Accuracy/%
71.62
59.97

Accuracy After Ten
Rounds of Training/%

86.15
80.48

Communica⁃
tion Load/B
12 704 000
226 080

Communication Load
per 1% Accuracy
Improvement
109 291.12
1 337.86

MNIST: Modified National Institute of Standards and Technology

表2中:6352000, 123280
表3中:12704000, 226080
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5 Conclusions and Future Work
In this paper, we modify the federated learning model for

the problem of high communication load. Specifically, a
method for efficient communication is designed based on
model split and representation aggregation. By enabling the
client to upload the outputs of the last hidden layer instead of
all parameters and using the global information issued by the
server to guide and correct the updates of each local model,
the communication consumption of federated learning can be
significantly reduced while ensuring the accuracy of the
model. Furthermore, we experimentally validate the method
proposed in this paper. The experimental results show that the
model spit and representation aggregation mechanism can sig⁃
nificantly reduce the required communication consumption,
and the traditional training method FedAvg consumes 56.19
times the communication load than our method. While improv⁃
ing the communication efficiency, our method also guarantees
the stability and accuracy of the model.
Backbone models other than neural networks are not ex⁃

plored in this paper, which will be our future work. This
mechanism we design does not improve the accuracy of the
model much when it converges, and may even have a slight
negative impact. Future work will focus on addressing the
above problems and exploring the possibility of large-scale ap⁃
plication of our scheme in real environments.
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1 Introduction

Federated learning (FL) is a distributed machine learn⁃
ing method that uses decentralized data residing on the
client side to complete model training with the coordi⁃
nation of a central server[1–5]. It is a general method of

“bringing the code to the data, instead of the data to the
code”[3], and focuses on the security and privacy of data. Since
the data are limited in the client domain during the training
process and the intermediate data are encapsulated by the
privacy-preserving algorithm, it could avoid privacy leakage
in the training and inference process of machine learning. Es⁃
pecially with data protection laws and regulations, like the Eu⁃
ropean General Data Protection Regulation (GDPR)[6], feder⁃
ated learning has been regarded as a hotspot in AI research.
Federated learning has many practical cases in the fields of

finance[7], medical care[8], and smart city[9]. Fig. 1(a) shows the
scene in medical care. It is expected to integrate the data of
multiple hospitals to train a model, but the patient’s informa⁃
tion is very sensitive and private, which cannot be shared
among hospitals. Fig. 1(b) shows that more and more intelli⁃
gent edge devices with computing power, such as mobile

phones, sensors, and cameras, join the smart city ecosystem.
A large number of valuable data are generated on the devices.
Since the data are private and impractical to collect, federated
learning is very suitable for solving the problems in the above
mentioned scenarios.
Federated learning breaks the data silos caused by privacy

and security issues, which broadens the prospects of AI appli⁃
cations in many fields. However, FL introduces some unique
challenges due to its distributed characteristics[10] shown as
follows. 1) The problem of privacy leakage is caused by attack
technologies such as membership inferring and feature infer⁃
ring through intermediate data including model weights and
gradients[11–13]; 2) The low efficiency of model convergence is
caused by non-independent identically distribution (IID)
data[14–15]; 3) The robustness of a model can be decreased by
data poisoning[16], model poisoning[17] and other attack meth⁃
ods. There also exist efficiency problems which are caused by
insufficient client-side computing power, data transmission
bandwidth, etc[18].
We have developed a reliable, efficient, and easy-to-use

open source framework to address the challenges mentioned

1. Neursafe⁃FL can be seen on the website of Github: https://github.com/neursafe/federated-learning.
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above in federated learning. Compared with the existing open
source implementation for federated learning, more consider⁃
ation is given to the migration of existing machine learning
models from centralization to federation. The proposed frame⁃
work cooperates well with mainstream machine learning frame⁃
works and supports further upgradation, and it also retains the
programming features of the original framework to simplify the
implementations for various federated learning algorithms. Fi⁃
nally, the framework has advantages in future upgrades and
evolution due to the componentization, modularization, and
standardized interface.
The rest of this paper is organized as follows. Section 2 in⁃

troduces the current research work on federated learning, in⁃
cluding the technical challenges faced by federated learning,
the comparison, and shortcomings of mainstream federated
learning frameworks. In Section 3, we propose efficient and
easy-to-use design solutions and principles. The design archi⁃
tecture, working principles, and the process of the system are
introduced in Section 4. Section 5 presents experimental veri⁃
fication of multiple scenarios based on Neursafe FL. Finally,
we summarize the contributions of this paper and point out di⁃
rections for future work.
2 Related Work
With the increasing popularity of federated learning, a large

amount of research work has been published to overcome the
technical challenges of federated learning shown as follows.

Differential privacy[19–23], secure multi-party computa⁃
tion[24–28], homomorphic encryption[29–33] and other privacy
computing techniques were proposed to protect intermediate
data such as the model weights and gradients, which avoids
possible privacy leaks. Optimization and aggregation algo⁃
rithms of FL such as FedAvg[1], FedNova[34], FedProx[35],
SCAFFOLD[36], FedNas[37] were introduced to solve the prob⁃
lems of convergence efficiency caused by non-IID data. In
Ref. [38– 43], the authors proposed robust federated algo⁃
rithms, such as Krum, FLRA, and Sageflow, to address the
challenge of model robustness in the face of model attacks.
The techniques of client-side incentives, quantization, models,
and data compression were proposed to address the communi⁃
cation and computational efficiency problems in federated
learning[44–53]. The incentive mechanism was adopted to solve
the fairness problem in federated learning[54–56].
With the development of theoretical research on FL, a num⁃

ber of open source frameworks or libraries have emerged in⁃
cluding Tensorflow Federated (TFF) [57], FATE[58], PySyft[59],
FedML[60], and PaddleFL[61]. Among them, TFF, PySyft, and
FedML are presented as the libraries for the research, while
FATE and PaddleFL are frameworks or platforms for the pro⁃
duction applications. However, these open source implementa⁃
tions have their own limitations as follows.
1) Most of the above work is developed based on a single

underlying machine learning framework. For example, TFF is
developed based on Tensorflow, FedML is implemented based
on Pytorch, and PaddleFL is based on PaddlePaddle. Poorly
substantial framework support leads to unnecessary costs for
migrating FL applications.
2) The existing work supports limited application scenarios.

For example, TFF only supports single-machine distributed
simulation for research purposes; FATE and PaddleFL mainly
solve cross-silo scenarios across data silos, while they are not
suitable for cross-device scenarios. Although FedML supports
a variety of application scenarios, the deployment process is
very complicated. For example, the premise of FedML for vari⁃
ous scenarios is that users must perform topology manage⁃
ment, which makes user implementation more complex be⁃
cause network changes require the implementation change.
3) Most APIs of current frameworks are too complicated.

Developers must learn proprietary API interfaces and program⁃
ming specifications to implement federated learning, resulting
in high costs for the migration of existing AI models.
4) Trade-offs between flexibility and usability are unso⁃

phisticated. On the one hand, some FL frameworks have a
relatively high level of API encapsulation, which loses a
certain degree of flexibility. On the other hand, the library
represented by FedML has high flexibility, but the design
makes development complicated, which leads to a high
threshold for users.
Table 1 presents a comparison of open source projects. To

solve the main challenges of federated learning mentioned

▲Figure 1. Federated learning scenarios
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above, Neursafe-FL is proposed as an efficient, simple, and
easy-to-use federated learning framework without losing flex⁃
ibility.
3 Design of Neursafe-FL
Neursafe-FL adopts the principles of componentization and

modularization in the design. According to different functions
and characteristics, we divide the system into several compo⁃
nents and modules such as job scheduling, client management
and selection, privacy protection, and optimization aggrega⁃
tion. The components are decoupled to reduce system com⁃
plexity and provide feature-level scalability. Through compo⁃
nentized design, Neursafe-FL enables reliable services based
on microservice management, the high availability (HA)
mechanism, and job-level fault tolerance processing. In order
to improve the usability and meet the requirements of long-
term evolution for federated learning, we have made more ef⁃
forts in the following areas:
•Portability: There are a large number of existing center-

based learning programs to be migrated to federated learning
programs. Therefore, it is valuable to simplify the FL migra⁃
tion and even complete the migration with zero coding. To
achieve this goal, Neursafe-FL has the following designs: 1) A
minimalist unified API design is adopted; 2) On the basis of
the unified API, it supports mainstream machine learning
frameworks that support Tensorflow and Pytorch currently,
and it also supports new frameworks by implementing the cor⁃
responding interfaces. In this way, it retains the programming
style of the original framework, which significantly simplifies
the program development of FL. Fig. 2 is an example of the FL
migration of training on MNIST.
•Multi-running mode: Neursafe-FL supports standalone

modes for research purposes. In this scenario, Neursafe-FL
only deploys the server-side coordinator and one or more cli⁃
ent processes on a single node for distributed simulation. For
cross-silo and cross-device, we comprehensively consider the

compatibility of two running modes in client management and
scheduling design. In the cross-device mode, it enables cli⁃
ents to join in and log out of the system by registering and
quitting, and provides a set of client selection algorithms with
extension capabilities, which meets the requirements of train⁃
ing efficiency and model robustness[3]. There are fewer partici⁃
pants in the cross-silo mode, where clients can join the system
by configuration, and can be selected by configuration or label
matching. At the same time, each participant can deploy the
server and client simultaneously, and the client also supports
multi-task parallelism. Figs. 3(a), 3(b), and 3(c) are examples
of the above running mode respectively.
•Extensibility: Federated learning is a fast-growing field,

with new requirements and more advanced algorithms emerg⁃
ing. It requires the system with a high degree of flexibility,
which may rise complexity in use. To trade off the flexibility
and usability, we provide a user-friendly API for normal users,
and an advanced interface for researchers to make further ex⁃

▼Table 1. Comparison of open source frameworks
Concerns

Supported running mode

Aggregation algorithms

Supported underlying framework

Privacy protection methods

Flexibility

Features

Standalone
Cross-device
Cross-silo

IID (FedAvg, etc.)
Non-IID (FedProx, etc.)

Tensorflow
Pytorch
DP
MPC
HE

Device management
Customization

TFF

√
×
×
√
×
√
×
√
×
×
×
×

PySyft

√
×
×
√
×
√
√
√
√
√
×
×

FedML

√
√
√
√
√
×
√
√
×
×
×
√

FATE

√
×
√
√
√
√
√
×
√
√
×
×

PaddleFL

√
×
√
√
-

×
×
√
√
×
×
×

Neursafe-FL

√
√
√
√
√
√
√
√
√
×
√
√

DP: differential privacy FL: federated learning HE: homomorphic encryption IID: independent identically distribution MPC: multi-party computation TFF: tensorflow federated

▲Figure 2. Example of model migration for MNIST
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tensions. In the second case, Neursafe-FL provides two ap⁃
proaches for the extension. 1) It extends the standardized algo⁃
rithm interface and integrates it into the system as a part of
the framework. 2) It extends through the callback interface for
more customized requirements, but only one callback is vali⁃
dated at the same time. A detailed description of the extensi⁃
bility is shown as follows.
• Extension of security algorithms: Users can implement

new security and privacy algorithms through the form of librar⁃
ies. To facilitate this form of extension, we provide the stan⁃
dardized interfaces such as“encrypt”and“decrypt”, and de⁃
couple the security algorithms from federated learning pro⁃
cesses. Users can integrate the security algorithm into the fed⁃
erated training process by extending the above standardized
interface and referencing it in the configuration file. Based on
the standard interface, the framework provides security algo⁃

rithms such as differential privacy and secret sharing aggrega⁃
tion, and users can extend other security algorithms, homomor⁃
phic encryption, and secure multi-party computation as well.
•Extension of client selection algorithms: In a scenario with

a large number of devices, selecting unreasonable training de⁃
vices leads to resource mismatch, unfairness, and stragglers.
Therefore, two expansion interfaces are provided for pre-
selection and on-selection during the client selection process.
Users can add filtering rules through the pre-selection inter⁃
face, and prioritize qualified devices through the on-selection
interface. For example, users can add trusted device matching
rules through the pre-selected interface to filter out untrusted
devices in the case of malicious parties. They can also use pri⁃
ority scores through an on-selection interface to select a more
stable and reliable device based on the computing resources
of the device, network status, and other information. We have
provided rules for tag matching, resource matching, perfor⁃
mance priority, and data priority. Users can add custom rules
according to the above extension interface in two ways: by file
and by webhook.
•Extension of aggregation algorithms: Aggregation algo⁃

rithms have different effects in different scenarios. For ex⁃
ample, the traditional FedAvg algorithm cannot face the
challenges such as data heterogeneity and imbalance. There⁃
fore, we provide two ways to extend the aggregation algo⁃
rithm. 1) We inherit the base class of aggregator and integrate
it directly into the framework; 2) Through the callback inter⁃
face, we abstract the training process of federated learning
into three steps: server-side broadcast, client-side reporting,
and server-side aggregation, corresponding to the callback in⁃
terfaces to broadcast custom data, aggregate updates on the
server side, and process the final result. Users can implement
the callback functions and validate them in the coordinator’s
configuration file. For example, we implement the SCAFFOLD
aggregation algorithm with the second method to solve the
problem in the non-IID scenario.
•Extension of machine learning framework: In order to be

compatible with different machine learning frameworks such
as Tensorflow, Pytorch, and Caffe, we encapsulate the frame⁃
work and provide a unified standard interface for the upper
layer. To support a new machine learning framework, users
just need to complete the following adaptations through the
standard interface: 1) adaptation of model operations such as
loading, saving, and evaluation; 2) adaptation of weight opera⁃
tions, such as weight acquisition, weight assignment, and
weight operations; 3) preprocessing operations on datasets for
model evaluation and verification; 4) implementation of some
security and privacy interfaces. An adapted ML framework
can be integrated into the federated learning framework and
run by the configuration parameters. The framework currently
supports Tensorflow and Pytorch, and users can also extend
the support of other machine learning frameworks according to
the above steps.

▲Figure 3. Multi-running mode
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4 Architecture of Neursafe-FL
The architecture of Neursafe-FL is shown in Fig. 4, and the

cooperation between the components is shown in Fig. 5. Core
components of Neursafe-FL are presented as follows.
•Infrastructure layer: Neursafe-FL has completed the adap⁃

tation at the infrastructure layer. On the server side, we deploy
it on the Container as a Service (CaaS), which is Kubernetes
by default. High reliability of FL core component services is
guaranteed through the HA mechanism of CaaS. In the cross-
device scenario, the client side supports two process modes:
native OS process or containerized process. Containerized de⁃
ployment improves system portability. In the cross-silo sce⁃
nario, CaaS deployment is still used on the client side, which
enables better parallel scheduling of tasks.
•Job scheduler: It is the core component of job management

and scheduling. We schedule jobs according to job queuing
and the current system resource status. The scheduling algo⁃
rithm needs to consider the efficiency and fairness of the sys⁃
tem resource when satisfying job requirements.
•Coordinator: It is dynamically created by the job scheduler

for each job. It is responsible for the organization and coordi⁃
nation of federated training, including client selection, task
dispatching, and model aggregation.
•Client selector: It is responsible for managing clients and re⁃

sponding to client selection requests. A client selector supports
clients to join the system by registration or configuration. The
client selection algorithm includes filtering and prioritization.
The basic filters include whether there is a required dataset,
whether it supports the specified machine learning framework

(Runtime) or operating systems, etc., and whether it supports
the extension of the filtering algorithm. The basic priorities in⁃
clude the number of data, computing power, parallelism, band⁃
width, etc. The scalability of the client selection algorithm is ex⁃
pected to meet the needs of federated learning for client selec⁃
tion in terms of efficiency, robustness, and fairness[42–45].
• Task manager: It is the daemon component of the client.

The main functions include the client’s resources and status
reporting, responding to the task issued by the server, and
completing the task scheduling. In the cross-silo scenario, the
client needs to execute tasks concurrently, and the task man⁃
ager needs to schedule tasks according to the task queue and
its local resource status.
• Task executor: The client-side local executor of the feder⁃

ated task, which is dynamically created by the task manager
when it receives tasks issued by the server. One task executor
only manages one task to ensure the decoupling between tasks.
• Algorithms and basic libraries: Neursafe-FL encapsulates

privacy security algorithms, federated optimization and aggre⁃
gation algorithms, federated robustness algorithms, and low-
level communications to simplify frameworks and application
development. Users can extend the algorithm through the stan⁃
dardized algorithm interface, and benefit from the loose cou⁃
pling between the algorithm and the framework.
Fig. 5 illustrates the interaction between Neursafe-FL core

components in the job scheduling procedure as an example.
1) The user submits a job request to the job scheduler via the
API server. 2) The job scheduler starts the coordinator when
the system resources are satisfied. 3) The coordinator starts

▲Figure 4. Architecture of Neursafe-FL
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the job execution process and requires clients to participate in
federated training from the client selector. 4) The coordinator
sends federated training tasks to clients. 5) After receiving the
federated task, the client dynamically starts the local task ex⁃
ecutor. 6) The task executor uses local data to train the model.
7) Clients submit the model weight delta and the measurement
generated by local training to the job coordinator. 8) The coor⁃
dinator aggregates the client models to obtain a new global
model. The coordinator decides to finish the federated training
according to various criteria, such as model convergence and
the max number of rounds reached.
5 Results of Neursafe-FL
In order to evaluate the performance of Neursafe-FL, we de⁃

sign the following experiments: the comparison of convergence
efficiency and accuracy of centralized learning and federated
learning, the convergence comparison of federated training
with different client numbers, the comparison of convergence
efficiency of different federated aggregation algorithms under
non-IID data, and the impact of privacy security algorithms on
model accuracy and training efficiency. All experiments adopt
a CNN model on two datasets: MNIST and CIFAR10.
The experiment in Fig. 6 is based on the CIFAR10 dataset.

Three clients participate in federated training and the sample
data for federated training are split according to the IID
method. In order to compare the convergence efficiency, we
set the client to perform only one epoch iteration per round.
The experimental results in Fig. 6 show that the convergence
efficiency and model accuracy of federated training and cen⁃
tralized training are almost the same under the IID data.

In Fig. 7, we compare the convergence performance of fed⁃
erated learning and centralized learning in terms of loss and
accuracy. Data are evenly distributed to different clients by
IID sampling. We test the scenario of federated learning with
1 client, 20 clients, and 50 clients. From the convergence
curve of loss and accuracy in Fig. 7, the convergence of cen⁃
tralized learning is better than that of federated learning. On
the other hand, the convergence performance of federated
learning with multiple clients is significantly better than that
of a single client, and it is close to the centralized learning.
It can be seen that the convergence rate of federated learn⁃
ing and centralized learning are consistent. In addition, fed⁃
erated learning can ensure the privacy and security of clients.
Five federated clients participate in federated training, and

the data are split in an extremely unbalanced manner, in
which there are no samples with the same label among clients.
Three federated aggregation algorithms, FedAvg, FedProx and
SCAFFOLD, are used in the experiment. The results in Fig. 8
show that FedAvg is difficult to converge under this extreme
data distribution, while FedProx and SCAFFOLD can converge
with similar convergence efficiency. The results prove that it’s
necessary to select appropriate federated optimization and ag⁃
gregation algorithms according to different data distributions to
ensure the convergence efficiency of the model.
Two security algorithms, differential privacy and secret

share aggregation (SSA) are tested in terms of overhead, model
accuracy, and convergence efficiency. Both algorithm experi⁃
ments are based on the MNIST and CIFAR10 datasets. The
impact of differential privacy on the accuracy of a model is
evaluated in the experiment. The results are shown in Fig. 9.

▲Figure 5. Interaction between Neursafe-FL core components
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After 100 rounds of training, the model accuracy with differen⁃
tial privacy is 0.912, while the accuracy of the model without

differential privacy is 0.914. The results show that differential
privacy has a limited impact on the model’s accuracy. The
overhead of differential privacy is shown in Table 2. Com⁃
pared with the overall overhead of federated training, the over⁃
head of differential privacy accounts for a small proportion.
Neursafe-FL reduces the times of adding noise by adding cor⁃
responding noise to the updated weights of the client complet⁃
ing one round of model training. The budget of Neursafe-FL is
much smaller than that of the method of adding noise during
gradient update.
A comparative test of introducing SSA and not introducing

SSA is conducted, and the results in Fig. 10 show that the
curves of convergence and accuracy are completely consis⁃
tent. The SSA algorithm based on the principle of cryptogra⁃
phy is lossless. Therefore, the SSA-based algorithm has no ef⁃
fect on the convergence and accuracy of federated training.
The SSA algorithm is tested in the scenario where the

client is disconnected. The results in Fig. 11 show that the
convergence curve is almost the same as that in the normal
scenario, and the SSA algorithm remains lossless. The SSA
algorithm randomly selects disconnected clients every
round, which only causes slight differences in the discon⁃
nected case.
The impact of the number of federated training clients on the

SSA algorithm is studied in the experiment, and we analyze the

▲Figure 6. Comparison of federated training and centralized training ▲Figure 8. Results of different aggregation algorithms under non-IID
data

▲Figure 7. Convergence comparison of federated training with differ⁃
ent client numbers
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effect of clients’number on the overhead of federated training
in the models without using the SSA algorithm, using the SSA
onemask, and using the SSA doublemask respectively. The re⁃
sults are shown in Fig. 12. In the one-mask mode, the perfor⁃
mance of SSA is basically the same as the performance when
SSA is not used. The number of clients nearly has no impact on
it, because each client only needs to send its own Diffie-
Hellman (DH) public key to other clients under the one-mask
model. This process is performed concurrently with model
training, and the performance is not affected. In the double-
mask mode, the performance of SSA increases with the number
of clients. When the results are aggregated, additional communi⁃
cation is required to recover the mask. Therefore, the perfor⁃

▲Figure 9. A comparative test of introducing DP and not introducing
differential privacy

▼Table 2. Results of different parameters for differential privacy

Type

Without DP

With DP

Round Num⁃
ber
100
50
100
100
50

Noise_multiplier
-

-

0.01
0.005
0.01

Time Cost/s
2 873.22
1 396.56
2 879.36
2 882.86
1 390.42

Accuracy
0.914 3
0.898 4
0.912 2
0.891 0
0.876 3

DP: differential privacy

▲Figure 11. Impacts of SSA in the scenario where the clients are dis⁃
connected

▲Figure 10. A comparative test of federated training with SSA and
without SSA
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mance overhead will also increase with the increase in the num⁃
ber of clients.
The SSA algorithm is tested in the case of different drop

rates of clients participating in the federated training, and we
analyze the effect of different drop rates on the performance of
federated training without using the SSA algorithm, using the
SSA one-mask, and using the SSA double-mask respectively
in Fig. 13. In the figure,“10, no SSA”denotes the training
with 10 clients participating without using SSA algorithm, and
the other abbreviations can be translated similarly. As shown
in the figure, the overhead of using SSA increases substan⁃
tially as the drop rate increases, and as the number of dropout
clients increases, the overhead also increases. The overhead
increases, because it requires the SSA algorithm to process
the mask related to the disconnected clients, which leads to
additional communication.

It can be seen that the two privacy security algorithms have
their own advantages. Differential privacy introduces noise,
which has an impact on the convergence of model training, but
the impact is relatively small for the overhead. On the other
hand, SSA can guarantee secure aggregation as a crypto⁃
graphic algorithm without accessing the original data. This is

a lossless algorithm, which ensures the accuracy and conver⁃
gence of the model compared with the differential privacy, but
it introduces a large overhead in calculation and transmission.
Therefore, users can choose different security algorithms ac⁃
cording to the requirements of the accuracy, calculation, and
transmission for the applications.
6 Conclusions and Future Work
This paper introduces a new federated learning framework:

Neursafe-FL, which focuses on the main challenges of federated
learning, such as privacy, security, efficiency, and robustness,
and on the usability to reduce the cost of model migration. In
the design, we simplify the API, make it compatible with mul⁃
tiple mainstream machine learning frameworks, and enable
framework extensions. All of these designs lower the threshold
for federated learning. Through componentization, moduliza⁃
tion, and standardization design, the scalability of the system is
improved to meet the diverse needs of users. Experiments show
that this framework has a good performance in terms of model
convergence and accuracy under various settings.
In the future, we will focus on the following aspects: 1) Inte⁃

grating more algorithms into Neursafe-FL to improve the effi⁃
ciency, security, and robustness of federated learning. 2) Sup⁃
porting vertical and transfer federation to meet the needs of
different data distribution scenarios. 3) Enriching system fea⁃
tures such as enabling more infrastructure and OS, and ex⁃
panding support for more machine learning frameworks, feder⁃
ated inference, etc., to facilitate more FL applications.
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1 Introduction

According to Omdia’s forecast[1], the revenue of the
global optical network market will exceed $17.4 bil⁃
lion by 2025. Driven by the vigorous development of
information services, such as 5G, 4K and virtual real⁃

ity (VR), the optical network served as a data bearer network
is evolving from a rigid and homogeneous one to a flexible and
heterogeneous one. Predictably, the five aspects of demands
for optical transmission networks will be ultra-large capacity,
ultra-low transmission delay, flexible service access, intelli⁃
gent operations, administration and maintenance (OAM), and
high reliability. Among them, it is of great importance to
achieve refined network management and control so that net⁃
work performance can be guaranteed, especially for diverse
service requirements in vertical industries.
However, the current optical transport network (OTN) lacks

mature OAM techniques for the optical layer just like the elec⁃
trical layer. With continuous system upgrade and network ex⁃
pansion, the backbone network has increased its demand for
intelligent OAM in the optical layer, especially for optical
channel layer (OCh) performance monitoring, fault location

and service scheduling. Moreover, current networks exces⁃
sively rely on cumbersome manual data collection and com⁃
plex analysis methods, which is difficult to adapt to the devel⁃
opment trend of intelligence.
In 1993, HILL et al. firstly proposed the basic concepts of

adding kHz-level pilot tones (PTs) to the high-speed optical
signal for signal identification, power optimization and fault
management[2]. In 1996, Bell Labs and Lucent Technologies
used frequency-shift keying-modulated kHz-level frequency
PTs with a date rate of 100 bit/s to achieve end-to-end signal
tracking and real-time performance monitoring, fault location,
rerouting, and wavelength conversion[3]. Furthermore, Tropic
networks Inc. used the fast Fourier transform (FFT) technique
to identify PTs with different carrier frequencies, laying the
foundation for multi-carrier PT techniques in wavelength-
division multiplexing (WDM) networks in 2006[4]. Addition⁃
ally, the PT technique also shows unique advantages in opti⁃
cal network operations. For example, Lucent realized optical
path tracing[5] and topology discovery (TD) [6] using PT signals
around 2010. The above is the prototype of the early OCh
OAM related to PT techniques, and its common feature is that
the PT frequency is less than 1 MHz.
In recent years, PT techniques have been extensively inves⁃

tigated in the large-scale dynamic WDM network for perfor⁃This work was supported in part by the National Key R&D Program of Chi⁃
na under Grant No. 2019YFB2205302.
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mance monitoring, such as optical power, chromatic disper⁃
sion (CD) [7], polarization-mode dispersion (PMD) [8], optical
signal-to-noise ratio (OSNR) [9], and nonlinear noise[10]. How⁃
ever, with the expansion of network scale and the increase of
transmission distance and capacity, the influence of CD accu⁃
mulation and nonlinear effect on the system becomes much
more obvious. In the WDM system loaded with multiple PTs,
the crosstalk induced by stimulated Raman scattering (SRS)
effect after long fiber transmission becomes more serious. For⁃
tunately, higher frequency PT signals possess the smoothing
properties to the CD walk-off effect on the SRS, thus it can sig⁃
nificantly suppress the SRS interference[11]. Therefore, the car⁃
rier frequency of PTs has gradually transitioned from a low fre⁃
quency (<1 MHz) to a higher frequency larger than 10 MHz
for optical network monitoring and OAM application in recent
years[12]. Overall, there still remain some challenges that re⁃
quire further investigation in the deployment of real-time and
intelligent OAM in the optical layer.
In this paper, we develop and demonstrate an OCh monitor⁃

ing tool based on the PT technique, named optical identifica⁃
tion (OID), which can achieve real-time channel-level perfor⁃
mance monitoring and signaling issuance over an entire opti⁃
cal network. The modulation frequency and amplitude of the
PT signals we used are much lower than those of service opti⁃
cal signals, avoiding performance degradation of the service
signal. The OID can be applied into two scenarios. One is real-
time optical performance monitoring and management, such
as channel power, OSNR and channel loss of signal (LOS)
alarms. The other is channel-associated overhead manage⁃
ment; for example, the OID can be used to carry service labels
and path information, and can even carry a small amount of
channel signaling overhead, which is the key to realize intelli⁃
gent OAM in the optical layer.
2 Basic Concept of Optical Identification
Technique

2.1 Operating Principle
As shown in Fig. 1(a), for a single-channel OID signal, the

electric field EPT ( t ) expression of the low-speed PT modu⁃
lated signal can be written as：
EPT ( t ) = Esignal ( t ) 1 + 2L ( t )md cos (2π fPT t + φ ) , (1)

where Esignal ( t ) is the electric field of a high-speed optical sig⁃
nal, L ( t )=0, 1,… is the data stream of the OID in the form of
on-off keying (OOK) modulation, fPT is the PT frequency that isgenerally selected to be greater than 10 MHz. Owing to the de⁃
grading effect of subcarrier-signal beating interference (SSBI)
on the signal-to-noise ratio (SNR), the OID date rate RPTshould not be high, which is recommended to be designed as
lower than 10 kBd; md is the modulation index (MI) of theOID, which is defined as the ratio of the RF power of PT sig⁃

nals to the DC power of service optical signals. Actually, the
PT signal can be regarded as a kind of low frequency noise for
the service optical signal, so its amplitude or MI should be lim⁃
ited to control the OSNR penalty to be less than 0.5 dB@FEC
limit. As a conservative design, its MI is recommended to be
controlled below 10%. In the case of multi-channel monitor⁃
ing, the electric field of OIDs can be derived from Eq. (1):
EPT ( t ) =∑

k
Ek ( t ) 1 + 2Lk ( t )md,k cos (2π fPT, k t + φk )

(k = 1,2,3…) , (2)
where k is the WDM channel number. As shown in Fig. 1(b), the
channel-associated overhead data use the OOK modulation for⁃
mat with a specific frame structure. It is worth mentioning that
Manchester coding possesses direct-current balance property,
so that OIDs may carry the channel-associated overhead data
while ensuring its average power is stable. Moreover, the error
correction coding, such as forward error correction (FEC) and cy⁃
clic redundancy check (CRC), can improve the reliability of the
channel-associated overhead data carried by OIDs. The above
coding techniques are all adopted in the proposed OID tool.
As shown in Fig. 2, the basic process of OID detection for

performance monitoring includes photodetection (PD), amplifi⁃
cation by trans-impedance amplifier (TIA), analog-to-digital

▲ Figure 1. Schematic diagram of (a) OID loading and (b) channel-
associated overhead data
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conversion (ADC) sampling, and FFT operation for extracting
the voltage amplitude corresponding to fPT, k. Through the deri⁃vation of the above process, the single-channel optical power
Pk (dBm) and the electrical power of OID PPT, k (dBm) will fol⁃low a linear rule, which is the basic mathematical form of us⁃
ing OID for channel monitoring. Furthermore, to demodulate
the channel-associated data overhead carried by OID, the fol⁃
lowing additional process steps are essential: smoothing filter⁃
ing, clock recovery based on phase-locked loop using the
Gardner algorithm, threshold decision, Manchester decoding,
frame synchronization, and error correction coding. The
purple module is implemented through field programmable
gate array (FPGA) in the verification stage.
2.2 Potential Problems
As described in Table 1, there are some factors that limit

the measurement accuracy of OID tools, according to our theo⁃
retical model and experimental verification. The practical ap⁃
plications are the permutation and combination of the basic
scenarios shown in Table 1. Although the complexity has in⁃
creased, the error analysis method is universal. In addition,
the parameters that mainly contribute to the error sources are
also listed. It is worth noting that the SRS effect decreases as
the OID frequency fPT increases, while the CD fading behaveson the contrary, so there is a tradeoff in the design of the car⁃
rier frequency fPT . The error polarities of OCh power monitor⁃ing induced by SRS in different bands are inconsistent, which
come from the direction of power transfer caused by SRS.
In the case of channel-associated overhead, we are more

concerned about signal crosstalk caused by SRS. The G.655 fi⁃
ber has small dispersion and effective area Aeff , so the Ramangain (nonlinear effect) is larger, which leads to larger SRS and
crosstalk over different channels.

3 OID Loading Scheme and Its Features
The current mainstream OID loading tools can be divided

into built-in digital signal process (DSP) chips[11] and photonic
chips. Fig. 3(a) exhibits the built-in DSP scheme, that is, the
digital modulation signal of OID is directly multiplied by the
framed XI, XQ, YI, and YQ high-speed digital signals to real⁃
ize OID loading. Fig. 3(b) shows the photonic chip loading
scheme. The variable optical attenuator (VOA) array is driven
by the OID analog signal to load the low-frequency PT on the
service optical signal. Actually, the latter scheme can also be
realized through built-in VOA with silicon photonics (SiP)-inte⁃
grated transceiver chips or through a semiconductor optical am⁃
plifier (SOA) with indium phosphide (InP) -integrated ones. In
order to make OID compatible with various future optical mod⁃
ules, the verification of OID loading ability on InP-integrated
and SiP-integrated photonic chips is essential. Based on our re⁃
search, both VOA and SOA can be driven by the OID carrier
frequency up to 50 MHz for SiP- and InP-based coherent opti⁃
cal modules, respectively, so the frequency resources are abun⁃
dant. Additionally, we have noticed other reports about tuning
laser current driving amplitude to achieve PT loading. How⁃
ever, the potential impact of this method on service signals[13–14]
remains the main concern before its practical application.
The performance difference of the above two mainstream

schemes is as follows. The DSP-based method saves the cost of
additional devices thanks to its higher integration as OID loading
and detection are realized by the built-in DSP. Moreover, its ad⁃
vantages on integration will be more prominent in future optical
modules with limited space and power consumption. Addition⁃
ally, with the help of FFT tools, an entire spectrum can be divided
intomultiple bands in the digital domain of DSP scheme, and PTs

▼Table 1. Influencing factors on optical performance monitoring using
OIDs
Error
Source

SSBI

ASE

CD fad⁃
ing

SRS

Related Application

Large capacity, multi-
wave

Long haul, multi-span

Long haul, high baud
rate, fiber with large D

Long haul, fiber with
small D

Error Polarity

+

−

−

Longwave: +
Mid-wave: rela⁃
tively small value
Shortwave: −

Main Contribution
md: Modulation index
N: Channel number

BL: Bandwidth of PT signal
BS: Bandwidth of opticalsignal

OSNR
fPT : PT frequency

Δλeff : Effective spectralwidth of optical signal
D: Dispersion coefficient
L: Transmission distance

fPT : PT frequency
g12 : Raman gain coefficient
Aeff : Fiber effective area
L: Transmission distance

Notes: + indicates the measured value of OID is greater than the actual value, while − means
the opposite results.
ASE: amplifier spontaneousemission noise CD: chromatic dispersion
OID: optical identification OSNR: optical signal⁃to⁃noise ratio
PT: pilot tone SRS: stimulated Raman scattering
SSBI: subcarrier⁃signal beating interference

▲Figure2.OIDdetectionprocess, takingOOKmodulationasanexample
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are loaded for each frequency band, where each PT has a differ⁃
ent phase. It is reported that the CD fading can be suppressed un⁃
der the above configuration[11]. However, it also has its shortcom⁃
ings. The first one is that the OID signal and service signal are
coupled in the DSP solution, so the sampling rates mismatch be⁃
tween the two and the quantization noise needs to be resolved,
which may cause signal distortion. The second is that not all ven⁃
dors are willing to develop an OID function built-in DSP applica⁃
tion specific integrated circuit (ASIC), as it requires more de⁃
sign and verification effort and increases risk of chip failure. On
the contrary, the photonic chip loading scheme is decoupled
from the service signal, which provides better flexibility. It can
also be compatible with the existing networks in the form of a
sub-card, which facilitates a smooth upgrade of the OID tool.
4 Application Overview
The demands for intelligent OAM in OCh of the current net⁃

works focus on three aspects:

1) Real-time: To query the channel power and OSNR, opti⁃
cal performance monitoring (OPM)-type boards are widely de⁃
ployed in optical terminal multiplexer (OTM) or reconfigu⁃
rable optical add/drop multiplexer (ROADM) stations. How⁃
ever, the total measurement time is always at the minute-level,
especially in multi-dimensional ROADM systems, as it usu⁃
ally shares an OPM among multiple directions using a time di⁃
vision multiplexing mechanism.
2) Refined: Optical line amplifier (OLA) sites are not

equipped with OPM, so it can only monitor the total power
without channel power details. Moreover, the channel power
inside the ROADM site can hardly be obtained even with
OPM.
3) Low-cost: The deployment of large-scale OPM boards in⁃

creases network costs and occupies more sub-rack space.
Thanks to the basic properties of the OID tools, the above

issues can be fully solved.
4.1 OCh Performance Monitoring and Management:

Real-Time and Low-Cost
As illustrated in Fig. 4, benefitting from the shorter re⁃

sponse time, the real-time performance of OID is better than
that of traditional OPM. OID can be integrated into the
board due to its small size, which can be deployed in more
diverse boards. Each board equipped with an OID detection
point has the channel-level monitoring capabilities and there
is no need to share a detection point in multiple directions
through optical switch multiplexing like traditional OPM.
The resource conflict is resolved, so the parallelism could be
improved. Furthermore, the power flatness can be adjusted
according to all the channel-power sensed by the OID
through the detection point. The following is an overview of
the application of OID.
1) Power monitoring and optimization: As mentioned before,

OPM boards are rarely deployed at OLA sites, because the
flatness degradation induced by single-span transmission is
relatively small in C band and the power flatness issue is not
urgent. However, it should not be ignored in C++ and C+L
band scenarios. Including the OLA site in the scope of OID
tool deployment provides an efficient solution to the above is⁃
sues. Our experiment results indicate that the error of OCh
power monitoring is less than 1.5 dB under the 80-ch 20-span
transmission scenario. We should also pay attention to
whether ASE-shaped channels are used in the C+L band
scene, as it brings some difficulties to OID loading.
2) OSNR estimation: OSNR of an optical amplifier (OA) can

be calculated through OID channel-power monitoring com⁃
bined with noise figure (NF) model[15] calibration, gain spec⁃
trum model[16] calibration and SRS power transfer model[17],
which can achieve real-time dynamic monitoring of OSNR
over the optical path. Furthermore, the detection range has
also been expanded from ROADM and/or OTM sites to any
site or even any detection point within a site. The experiment

▲Figure 3. (a) Built-in DSP chips and (b) an example of photonic chip
loading scheme by using external VOA array
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results prove that the OSNR estimation accuracy of our OID
scheme is within 1.5 dB and suitable for most OA types,
which could stably replace the existing OPM boards and ob⁃
tain high integration and low-cost benefits.
3) Channel LOS alarm: LOS alarm based on the OID tool

can achieve ms-level response, which is vital for fault loca⁃
tion, protection and restoration[18]. The OCh power will replace
the total power as the analysis criterion. Such applications as
insertion loss and connection loss detection can provide im⁃
portant support for real-time monitoring of network health.
4.2 Optical Layer Channel-Associated Overhead Manage⁃

ment: Refined and Intelligent
As shown in Fig. 5, all wavelengths are marked with unique

channel IDs and transmitted together with the main optical
signal. All the channel IDs can be extracted in each site
equipped with the OID detection board. Simplified OAM such
as TD in capacity expansion, new service creation/removal, re⁃
routing, service path tracking and fiber misconnection recogni⁃
tion, can be realized by integrating the message of all OID de⁃
tection points over the entire network. In the past, the topology
connection within the site cannot be obtained owing to the lim⁃
ited coverage of the optical supervisory channel (OSC), while
the OID tool can just make up for this shortcoming. In the
case of TD between ROADM and OTM sites, it is determined
whether each network node is in the same topology based on
the detection of the same designated channel identifier. Mean⁃
while, the order of each network node in the topology can be
judged by detecting the sequence of the initial time informa⁃
tion. For the TD within a site, by tuning the channel attenua⁃

tion of wavelength selective switch (WSS) -type boards, the
OCh power in different sites should be changed accordingly.
Once the change occurs, it means that the site is behind the
WSS-type board, and thus the complete topological connec⁃
tion sequence within the site can be determined. Based on the
OID unique channel identification of the entire network, the
practical transmission path of the service wavelength can be
realized, which solves another shortcoming of traditional
OPM, that is, it can only distinguish wavelengths from the
spectrum domain and cannot distinguish different services of
the same wavelength. With the compression of channel spac⁃
ing, it is even difficult to distinguish effective wavelength
channels through spectral detection technique.
If the planned path is known, the service path check can be

achieved by querying whether all the nodes on the planned
path have detected the expected identification overhead. The
service path check is a simplified version of the service path
detection that adds an OCh power verification stage to further
improve the accuracy of path detection and fiber connection
judgment.
The OID channel can also be used to achieve 1588 clock

synchronization. The 1588 clock synchronization system has
large asymmetric delay through the optical module DSP, while
the DSP for OID is relatively simpler and the delay for 1588
clock is fixed, which can ensure stable results.
For remote power control and closed-loop optimization, the

channel-associated overhead could also include performance
and remote control signaling information. Especially, the per⁃
formance of the receiver is fed back to the transmitter in real

▲Figure 4. Schematic diagram of optical channel layer (OCh) performance monitoring and management based on OID tool
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time through the reverse channel to form a closed loop mecha⁃
nism, and then the best system configuration can be selected.
With the closed-loop mechanism, it is possible to realize auto⁃
matic optimization and opening up of new services or rerout⁃
ing, as well as real-time performance optimization. For ex⁃
ample, we can optimize the signal spectrum through pre-
distortion[19], Nyquist shaping[20], central wavelength adjust⁃
ment[21] and so on, and then select the best configuration based
on the Q value of the opposite end in real-time feedback loop.
5 Conclusions and Outlook
In this paper, the basic concepts, applications and chal⁃

lenges of OID for optical layer intelligent OAM are discussed.
We propose a low-cost OID implementation scheme and verify
its applications in both optical performance monitoring and op⁃
tical layer channel-associated overhead management. The pro⁃
posed OID tool is proved to be effective and helpful for intelli⁃
gent OAM in optical networks. However, there still remain
some challenges that require further investigation: how to
gradually upgrade and replace current network monitoring
equipment such as OPM boards, and to make a tradeoff among
the various negative factors discussed in the paper. In the fu⁃
ture, this scheme is expected to evolve mainly towards two di⁃
rections:
1) Faster optical layer sensing network needs to be con⁃

structed. The OID tool integrated on the board offers a sensi⁃
tive detection way for real-time performance monitoring. The
highly integrated feature facilitates its wide deployment in op⁃
tical networks. With the full deployment of optical layer sens⁃
ing networks based on this OID tool, the perception of OCh
performance will become ubiquitous, and the collection of
massive data should provide more real-time reliability for the
optical layer intelligent engine basis for decision-making.
2) A more complete optical layer overhead system should

be constructed. The OID tool provides a trans⁃
mission channel for the overhead data in the op⁃
tical layer, opening up new prospects for the im⁃
provement of the optical layer overhead system
with diverse OAM functions.
It is expected that the wide deployment and

application of OID tools will elevate the opera⁃
tion and maintenance capabilities of optical
networks to a new level.
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1 Introduction

Spectrum resources are key strategic resources to con⁃
structing new competitive advantages in the global in⁃
formation technology, technological innovation, and
economic development. The scarce spectrum re⁃

sources have become an important factor limiting the high
speed and large capacity of the 5G networks[1]. The cogni⁃
tive radio (CR) technology[2], which allows secondary users
(SUs) to opportunistically access primary users’ (PUs) li⁃
censed bands without affecting the communication quality of
the PU, has become a reliable method to make efficient use
of spectrum resources. Spectrum sensing, as an important
part of CR, needs to continuously detect and determine
whether the PU occupies the frequency band for communi⁃
cation through spectrum data before SU accesses this fre⁃
quency band[3]. A large amount of research has been con⁃
ducted on spectrum sensing both in academia and the indus⁃
try over recent years[4].
Energy detection (ED) [5] is the commonest and simplest

method of spectrum sensing, but it requires prior knowledge
of noise energy and its performance is vulnerable to noise un⁃
certainty (NU) [6–7]. An eigenvalue-based sensing method[8]
was proven to be stable under the influence of NU by using

antenna correlation information rather than energy informa⁃
tion to perform sensing. Various methods based on eigenval⁃
ues, such as the maximum-minimum eigenvalue (MME) de⁃
tection[8], arithmetic to geometric mean (AGM) [9] detection,
mean-to-square extreme eigenvalue (MSEE) [10] detection,
maximum eigenvalue-to-arithmetic mean (ME-AM) detection
and maximum eigenvalue-to-geometric mean (ME-GM) detec⁃
tion[11–12], were proposed to calculate a good test statistic
with improved performance, but the performance of these
methods varies with different channel models and it is diffi⁃
cult to build an accurate model in the practical wireless envi⁃
ronment. To further improve the sensing performance, many
spectrum sensing methods based on deep learning (DL) [13]
have been proposed, which are motivated by the powerful po⁃
tential of DL to learn the data-driven features[14]. In Ref. [15],
energy information and the statistics of likelihood ratio were
treated as the input of the artificial neural network (ANN) to
perform spectrum sensing. In Ref. [16], the CNN-based sens⁃
ing method using a covariance matrix as the input was pro⁃
posed to obtain the optimal test statistic. Besides the correla⁃
tion and the energy information, other hidden features like
PU’s activity pattern could be learned by CNN[17] and the
Long Short-Term Memory (LSTM) network[18] to assist spec⁃
trum sensing.
Nowadays, most of the 5G wireless communication net⁃

works are built under the orthogonal frequency division multi⁃
plexing (OFDM) system for high speed transmission of signalsThis work was supported by ZTE Industry-University-Institute Cooperation

Funds under Grant No.HC-CN-2020120002.
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over broadband wireless channels. OFDM has been adopted in
several wireless standards, such as IEEE 802.11, IEEE
802.16, 3GPP-LTE, and LTE-Advanced, and various en⁃
hanced OFDM schemes have been developed in the 5G new
radio (NR) network. How to efficiently perform spectrum sens⁃
ing in such broadband scenarios to detect the usage of the idle
subcarriers has become a key issue still worth investigating.
Most of current researchers like in Refs. [19–20] are devoted
to exploring how to detect the existence of an entire OFDM
symbol, rather than detecting which subcarrier is occupied in
the entire OFDM symbol. It is therefore difficult to directly mi⁃
grate these methods to the wideband multi-user systems. Note
that many traditional multiband spectrum sensing methods
can be applied to the OFDM access (OFDMA) scenarios. For
example, the multiband sensing frameworks based on narrow⁃
band ED were proposed in Refs. [21– 22]. In Ref. [23],
eigenvalue-based methods were performed on each subchan⁃
nel in the OFDMA scenarios. In Ref. [24], a DL-based method
was proposed to combine the decisions of all SUs on all sub⁃
channels. However, these methods ignore the correlation be⁃
tween subchannels and are vulnerable to interference from the
frequency selective channel fading, the diversity of PUs’sig⁃
nal power, and the noise uncertainty in practical 5G wireless
communication networks.
We propose a CNN-based spectrum sensing algorithm for an

OFDMA system with multiple PUs and a multi-antenna SU,
which aims to detect the occupancy of subcarriers in an entire
OFDM symbol. Specifically, based on the received OFDM sym⁃
bols, we utilize a multicarrier covariance matrix array as the in⁃
put of the proposed CNN, ending up with an OFDM multicar⁃
rier covariance matrix-CNN (OMCM-CNN) algorithm. The pro⁃
posed OMCM-CNN algorithm enjoys the following features.
1) In addition to the energy information and antenna correla⁃

tion information on each subcarrier in the OFDMA system, it
can simultaneously learn the correlation information between
subcarriers to assist spectrum sensing.
2) It can simultaneously detect the occupancy of all subcar⁃

riers in an entire OFDM symbol, while most researchers con⁃
cern only the detection of the whole OFDM symbol but not the
busy state of subcarriers in an OFDM symbol.
3) It can achieve satisfactory spectrum sensing accuracy

over the existing methods and its performance is evaluated by
simulations under the 5G NR frame structure where the fre⁃
quency selective channel fading, the diversity of PUs’signal
power, and the noise uncertainty are considered.
2 System Model
We consider an OFDMA CR system with Ns subcarriers, KPUs, and an SU, where each PU is equipped with a single an⁃

tenna and the SU has M antennas to receive the entire OFDM
symbols emitted by PUs. SU aims to detect which subcarriers
of the radio frequency spectrum of PUs are occupied or
sensed idle, so that the SU can utilize the idle subcarriers for

communication. In an OFDMA system, an entire block of fre⁃
quency bands with multiple sets of subcarriers is assigned to
one PU for a period each time. A resource block (RB), which
contains Nf consecutive subcarriers in the frequency domainand a slot (Nt OFDM symbols) in the time domain, is a mini⁃mum time-frequency resource unit allocated to one PU. Tak⁃
ing Nr RB as a subchannel, the k-th PU selects Bk consecu⁃tive subchannels with a random location for communication at
each sensing time. In addition to the location of the occupied
subchannels, the activity pattern of PUs is assumed to be var⁃
ied with time. The probability of PU k accessing the subchan⁃
nels for communication is set to be Pk. Furthermore, the re⁃ceiving signal-to-noise ratios (SNR) of different PU signals
are different because of different locations and transmit pow⁃
ers. For simplicity, we assume that the SNRs are uniformly
distributed within [c - w, c + w], where c is the average SNR
of all PUs and w is the SNR fluctuation factor. Fig. 1 depicts
an example of PUs’occupancy in the OFDMA CR system. To
this end, we can model the multiband spectrum sensing prob⁃
lem in OFDMA CR network as a binary hypothesis testing
problem on multiple channels, which can be expressed as:
Yb = ì

í
î

HbXb + Wb, H1
Wb, H0

, (1)
where b = 1,⋯, B represents the b-th subchannel and B is the
total number of subchannels; Yb and Xb are the receivedOFDM symbol and the transmitted OFDM symbol in the fre⁃
quency domain, respectively; Hb is the channel frequency do⁃main response on subchannel b; H0 and H1 represent the bi⁃nary hypothesis to indicate that subchannel b is idle and occu⁃
pied, respectively. The popular detector employing signal mag⁃
nitude information is energy detection[5], which is to detect
whether the signal energy on the subchannel is greater than
the noise energy threshold.
E{ Yb

2} ≷H0
H1
σ2W. (2)

Note that energy detection has the following problems: 1) It
requires prior information about the value of noise energy
σ2W. 2) It relies entirely on energy information for sensing andits detection performance is significantly declined under
noise uncertainty. 3) Correlation information between sub⁃
channels, such as user occupancy of consecutive subchannels
and channel response correlation, is ignored as each subchan⁃
nel is separately detected. Therefore, we need to jointly de⁃
tect all subchannels based on the energy information, an⁃
tenna correlation information, and subchannel correlation in⁃
formation to improve the spectrum sensing performance.
In an OFDM system, the receiver samples the OFDM sym⁃

bol in the whole frequency band at each time. After sampling
and removing the cyclic prefix (CP), we get the received sig⁃
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nal y (n ) = [ y1 (n ),⋯, yM (n ) ]T in the time domain and (⋅)Tdenotes the transpose operation, which is denoted as:
y (n) =∑

l = 1

L

h ( l) x (n - l) + w (n) , n = 0,⋯,Ns - 1 , (3)
where x (n ) is the Ns point transmit OFDM symbol, and w (n )is the additive white Gaussian noise (AWGN). In addition, the
NU is considered where the actual noise power is changing
with time. In the NU scenario, the actual noise power is de⁃
noted by σ2ω = ε


σ
2
ω, where 

σ
2
ω is the estimate noise power,

ε is the NU factor, and ε (dB) is uniformly distributed within
[-D, D ]. The baseband equivalent channel h ( l ) ∈ CM (l =
0,⋯, L - 1) is the discrete-time impulse response of the chan⁃
nel with L resolvable paths and is assumed to be the multipath
frequency-selective fading channel. To model the correlation
between antennas, h ( l ) is modeled as an exponential corre⁃
lated zero mean Gaussian random vector, with M × M statisti⁃
cal covariance matrix Rh ( l ) and the ( p, q )-th element of Rh ( l ) isdefined as Rh ( l ) = σ2h ( l ) ⋅ ρ|p - q|, where σ2h ( l ) is the channelgain power at impulse l and ρ ∈ (0,1) denotes the correlation co⁃
efficient. Through Ns point FFT demodulation, the received
OFDM signal Y (n ) in the frequency domain can be expressed as
Y (n) = 1

Ns

∑
i = 1

Ns

y ( i) e-
j2πin
Ns .

(4)
The objective of spectrum sensing in the OFDMA CR system
is to detect the occupancy on all B subchannels based on the
available Y (n ).
3 OFDM Multicarrier Covariance Matrix
Aware CNN
We propose an OMCM-CNN based sensing method to solve

the multicarrier spectrum sensing problem in the OFDMA CR
system, which consists of sampling, preprocessing, offline
training, and online sensing, as illustrated in Fig. 2. In the sam⁃
pling stage, the multi-antenna SU samples the whole OFDM
frequency band and performs FFT demodulation to get the
OFDM symbol Y (n ) of length Ns. Then, the offline labeled da⁃taset, where the occupancy is known in advance and the on⁃

line (unlabeled) samples are the data we prepare to detect,
can be constructed from the multi-antenna system. Next, we
preprocess the raw data and transform it into a data form so
that significant features can be readily learned via CNN, and
then construct the training set for offline training. Finally, we
perform spectrum sensing based on the well-trained CNN us⁃
ing the test data to get its occupancy on each subcarrier. In
the following, the construction of a multicarrier covariance ma⁃
trix array based on the OFDM symbol, the structure of the pro⁃
posed CNN, the offline training module, and the online sens⁃
ing module will be elaborated in detail respectively.
3.1 OFDM Multicarrier Covariance Matrix Array
At each sensing time, we can get Nsym OFDM symbol Y (n ),where n = 0,⋯, Ns - 1, to perform sensing. Expanding the vec⁃tor Y (n ) at n from n = 0 to n = Ns - 1, we obtain

Y =
æ

è
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(5)

where Ym,n denotes the m-th element of Y (n ). By splitting Y as
per column, the OFDM symbol at subchannel b becomes
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,
(6)

where Nc = Nf ⋅ Nr represents the number of subcarriers in asubchannel. At each sensing time, the receiver (i. e., SU) can
get Nsym OFDM symbol Y and Nsym Yb based on Eq. (5). Then,we can concatenate Nsym Yb in the column to get the observa⁃
tion matrix 

Y b on subchannel b.

Y b = [Y 0

b ,Y 1
b ,⋯,Y Nsym

b ] , (7)
where Y nsym

b denotes the nsym-th Yb within one sensing time.After obtaining the observation matrix of each subchannel
at each sensing time, we need to construct a good CNN model
to fit the practical system model by learning appropriate fea⁃
tures of the raw data. The statistical sample covariance matrix
is considered here, which is calculated as:
Rb = 1

N0


Y b


Y b

H, (8)
where N0 = Nc ⋅ Nsym stands for the number of observationsamples at subchannel b and (⋅)H denotes the conjugate trans⁃
pose operation. The reason for choosing the sample covariance

▲Figure 1. PUs’occupancy on an orthogonal frequency division multi⁃
plexing (OFDM) symbol
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matrix Rb in Eq. (8) as the input of CNN is that the sample co⁃variance matrix contains not only the energy information of the
received signal but also the correlation information between
antennas. It has been shown in Ref. [16] that excellent perfor⁃
mance of spectrum sensing based on sample covariance ma⁃
trix could be obtained in the narrowband (single band) sensing
scenario. However, such methods which leverage the covari⁃
ance matrix on each subchannel separately do not utilize the
correlation information between the subchannels. To this end,
we consider designing a new algorithm that can simultane⁃
ously make use of all Rb to detect all subchannels together.Without loss of generality, we concatenate the sample covari⁃
ance matrices on all subchannels into a big multicarrier cova⁃
riance matrix array 

R of PM × QM size, denoted as


R =
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,
(9)

where PQ = B. Fig. 3 depicts the characteristics of the multi⁃
carrier covariance matrix array example where M = 8, B = 64,
c = 0 dB, w = 2 dB and K = 16. We concatenate the 64 sub⁃
carrier covariance matrices into the multicarrier covariance
matrix array with P = 8 and Q = 8. The left subplot is the mul⁃
ticarrier covariance matrix array of the received OFDM sym⁃
bols. The right subplot is the corresponding OFDM symbol oc⁃
cupancy of the multicarrier covariance matrix array example
of given data, where the yellow part represents the occupancy
of the received signal and the blue part means it is not occu⁃
pied or it is idle. By comparison with the two subplots, we
see that the multicarrier covariance matrix array in the left

subplot can obviously char⁃
acterize the practical occu⁃
pancy in the right subplot,
and the correlation informa⁃
tion between matrix ele⁃
ments and between covari⁃
ance matrices is obvious to
human eyes. Such correla⁃
tion information between the
row and column elements
and the specific pattern of
the multicarrier covariance
matrix array picture can be
easily learned by the convo⁃
lution calculation of CNN,
and then yield a decent
spectrum sensing perfor⁃
mance for online testing.
3.2 CNN Model Selection
In this section, we propose

a CNN to detect the occupancy of the OFDMA system based
on the OFDM covariance matrix 

R in Eq. (9). The motivation
for choosing CNN includes the following two aspects:
1) CNN is a class of deep neural networks that is widely em⁃

ployed in image classification and recognition and has the
powerful potential for extracting hidden features of the matrix-
shaped data. Thus, we consider using CNN to learn the energy
information and the correlation feature including antenna cor⁃
relation and subchannel correlation between the row and col⁃
umn elements of 

R, so that we can decide the occupancy on
all subchannels based on these distinguishable features.
2) Traditional model-driven methods generally exploit the

data features for spectrum sensing based on its models, such
as the energies and various expressions of eigenvalues. The
performance of model-driven methods depends on the accu⁃
rate model assumption. However, there does not exist an accu⁃
rate model for the practical wireless environment. In contrast,
CNN is a data-driven method that can obtain the optimal test

▲Figure 2. OFDM multicarrier covariance matrix-CNN sensing workflow for spectrum sensing

▲Figure 3. OFDM multicarrier covariance matrix array and its corre⁃
sponding subchannel occupancy

64



ZTE COMMUNICATIONS
September 2022 Vol. 20 No. 3

ZHANG Jintao, HE Zhenqing, RUI Hua, XU Xiaojing

Spectrum Sensing for OFDMA Using Multicarrier Covariance Matrix Aware CNN Research Paper

statistic based on the sensing data without any accurate model
assumption for the wireless environments and thus keep a
good spectrum sensing performance under different wireless
environments.
For the considered OFDMA CR scenario, we propose a

CNN with eight layers, which consists of four convolutional
layers, three max-pooling layers, and a fully connected layer.
Too few convolutional layers will result in a simple CNN
structure and cannot effectively fit the relationship between
the raw data and the label, while too many convolutional lay⁃
ers will cause the problem of gradient disappearance and gra⁃
dient explosion. We use four convolutional layers in the pro⁃
posed CNN based on many empirical attempts, which can
avoid the problem of gradient disappearance and gradient ex⁃
plosion, and achieve a good sensing performance. The size of
the convolution kernel of all convolution layers is set as
3 × 3, since the small size of convolution kernel can learn
the correlation information between antennas from the convo⁃
lution calculation of the elements in a single covariance ma⁃
trix, while learning the correlation between subchannels from
the elements in different covariance matrices. As for the acti⁃
vation function, the rectifier linear unit (Relu) is used as the
activation function of all convolutional layers, which is to in⁃
crease the nonlinearity of the proposed CNN model. After the
convolution calculation and down-sampling operation in con⁃
volutional layers and max-pooling layers, the feature map
which contains the occupancy information in the OFDM sym⁃
bol can be obtained. Then the proposed CNN flattens the fea⁃
ture map into a feature vector and connects it with a fully
connected layer to convert the feature vector into the output
vector with B elements. Finally, we connect the fully con⁃
nected layer with the sigmoid function to limit the value
range of the output vector within (0,1) and get the final out⁃
put vector. The sigmoid function is expressed as:
S ( x) = 1

1 + e-x . (10)
In this way, the divergence value of the output vector is con⁃
verted to (0,1), which can be considered as the probability of
the occupancy on each subchannel. The hyper-parameter set⁃
ting is detailed in Section 4.
3.3 Offline Training
After the CNN model selection, we need to optimize the

specific parameters of the proposed CNN, which includes the
weight and the bias of all convolution kernels and the fully
connected layer. Based on the training data set, the objective
of the offline training is to fit the relationship between the
multicarrier covariance matrix array and the occupancy on
all subchannels.
In the offline training stage, numerous labeled OFDM sym⁃

bols Y in Eq. (5) can be obtained from the offline labeled data⁃
base, where“label”means that the occupancy of the training

OFDM symbol is given. We obtain the training data set with U
OFDM multicarrier covariance matrix arrays 

R and the corre⁃
sponding labels z via Eqs. (6)– (9). The training data set can
be denoted as:
Ω = {(R 1, z1 ) , (R 2, z2 ) ,⋯, (R U, zU )}, (11)

where zu ∈ { 0,1 }B (u ∈ {1,…,U }) represents the occupancy of
B subchannels in the whole OFDM symbol,“1”means the as⁃
sociated subchannel is occupied and“0”means idle, and U is
the total number of the training data set. In this way, we take
R u as the input of CNN and zu as the label for CNN training.Note that CNN generally does not support the input with com⁃
plex values. Thus, we should overlap the real and imaginary
parts of 

R u on the third dimension, and then input this three-dimensional matrix with real values into the CNN. After non-
linear operations of the CNN layers, the output vector, denoted
by J (θ,R u ) with B elements can be obtained, where J (⋅, ⋅ )represents the total function of the CNN and θ denotes the
whole CNN model parameters. The purpose of offline training
is to make the output of CNN approximate the label data more
accurately. To measure the accuracy of the output vector, we
use the mean square error criterion, and the loss function is
defined as:
L (θ) = 1U∑u = 1

U 

 


zu - J ( )θ,R u

2 , (12)
where ||⋅||2 denotes the L2 norm.The smaller L (θ ) indicates a smaller gap between the output
and the label set. To obtain appropriate CNN parameters for on⁃
line sensing, in the training stage we optimize the loss function
L (θ ) in Eq. (12) by solving the following minimization problem:
θ* = argminθL (θ) . (13)

Note that Eq. (13) is non-convex and is generally hard to ob⁃
tain an analytical solution. Thus, the stochastic gradient de⁃
scent scheme can be used here to get a sub-optimal solution of
Eq. (13). In the simulation, we adopt the optimizer Adam in⁃
stead of stochastic gradient descent to solve this problem,
which is proven to have excellent performance in the deep
learning training work[25].
3.4 Online Sensing
After the offline training process, we now use the well-

trained CNN with parameter θ* to obtain the online sensing re⁃
sults. In the online sensing stage, the SU samples N0 time-domain received signal sequences y (n ) at each sensing time.
After data pre-processing via Eqs. (4)– (9), SU can get 

R t asthe input of the trained CNN to detect the occupancy on all
subchannels at sensing time t, where 

R t denotes the t-th
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OFDM multicarrier covariance matrix array at sensing time t.
The output vector can be obtained by the non-linear calcula⁃
tion of the well-trained CNN, denoted as
J (θ*,R t ) = [ Jt,1, Jt,2,⋯, Jt,B ]T , (14)

where Jt,b (b = 1,…,B) denotes the b-th output at the t-th sens⁃ing time.
Then, we propose a certain coding scheme to transform the

output vector into the occupancy vector of all subchannels.
As mentioned above, the value of Jt,b is limited to (0,1) withthe sigmoid function, which can be considered as the prob⁃
ability of the occupancy of subchannel b. Therefore, we can
treat Jt,b as the test statistic on subchannel b to determinewhether subchannel b is occupied or not. Consistent with the
decision of traditional sensing algorithms, the occupancy re⁃
sult on subchannel b can be obtained based on the following
decision criterion.
Jt,b ≷H0

H1
τ, (15)

where τ is the detection threshold, which is determined for
the desired probability of false alarm (PFA). We denote the
probability of detection (PD) and PFA in our proposed
method as follows:
Pd = 1B∑b = 1

B

P{Jt,b > τ|H1}, (16)

Pfa = 1B∑b = 1
B

P{Jt,b > τ|H0}, (17)
where Pd and Pfa are defined as the averaged probabilityon all subchannels. Thus, according to the definition of
PFA, we can get the estimated value of τ by the the Monte
Carlo method. We define J|H0 as the test statistic in the un⁃occupied situation and ΩJ|H0 as the Monte Carlo dataset of
J|H0 , where all J|H0 is sorted in descending order. Then,the detection threshold τ with the desired PFA value α is
defined as:
τ = ΩJ|H0(ë ûαUJ ) , (18)

where ë û. represents the round down symbol, ΩJ|H0 (u ) denotesthe u-th elements of ΩJ|H0, and UJ represents the size of the da⁃
taset that indicates the number of Monte Carlo realizations.
3.5 Computational Complexity Analysis
We now discuss the computational complexity of the pro⁃

posed OMCM-CNN method with a comparison of the tradi⁃
tional model-driven methods including energy detection[5] and

the Eigenvalue-based methods[8–12]. The specific complexity
analysis of respective algorithms is given in Table 1, where

“×”means that the corresponding method does not need any
computational operation. For the energy detection method,
O (BMN ) denotes the complexity of calculating the energy in⁃
formation of B subchannels. For the eigenvalue-based meth⁃
ods, O (BM 2N ) denotes the complexity of calculating the cova⁃
riance matrix of B subchannels from the observation matrix
and O (BM 3 ) is the complexity of the eigenvalue decomposi⁃
tion of B covariance matrices. The computation of OMCM-
CNN comes from the offline training stage and the online sens⁃
ing stage. For OMCM-CNN, O (BM 2N + B) denotes the com⁃
plexity of calculating B subband covariance matrices and con⁃
verting them into the multicarrier covariance matrix array in
the preprocessing stage; O (∑l = 1

D nl - 1 s2l nlm2
l ) denotes the

complexity of obtaining the output vector from the well-trained
CNN, where D, s l, n l, ml, Nt, and Ne denote the number ofCNN layers, the spatial size of the convolution kernel of the l-
th layer, the number of channels of the l-th layer, the spatial
size of the output feature map, the numbers of training ex⁃
amples, and the number of epochs in the offline training stage,
respectively. In summary, the main computational complexity
of the proposed OMCM-CNN algorithm comes from the offline
training stage, which needs a relatively high computational
complexity to construct the well-trained CNN model. How⁃
ever, the sensing efficiency depends on the computational
complexity of online sensing, which aims to get the test statis⁃
tics directly based on the well-trained CNN model. After the
training stage, the complexity of OMCM-CNN in online sens⁃
ing is greatly reduced, even lower than the complexity of
eigenvalue-based methods. That is to say, the proposed
method can avoid the computation of eigenvalue decomposi⁃
tion and directly calculate the test statistic based on the well-
trained CNN network parameters.

4 Simulation Results
In this section, the performance of the proposed OMCM-

CNN algorithm is evaluated. In order to explore the practical
application significance of our proposed algorithm, we con⁃
sider the OFDMA sensing problem under 5G NR system pa⁃
rameters. We consider an OFDMA system with K = 16 PUs
and 4 096 subcarriers, where 3 072 subcarriers are used for

▼Table 1. Computational complexity of respective algorithms
Algorithms

Energy detection[5]
Eigenvalue-based methods[8–12]

OMCM-CNN

Online Sensing
O (BMN )

O (BM 2N + BM 3 )
O (BM 2N + B)+
O (∑l = 1D nl - 1 s2l nlm2l )

Offline Training
×
×

O (NtNe(BM 2N + B) )+
O (NtNe∑l = 1D nl - 1 s2l nlm2l )

OMCM-CNN: OFDM multicarrier covariance matrix-convolutional neural network
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communication and 512 subcarriers on each band side are
considered as the guard interval. The bandwidth of a single
subcarrier is set to Wsub = 30 kHz and the total bandwidth ofthe system is WB = 30 kHz × 4 096 = 122.88 MHz. At eachsensing time, an SU with M = 8 antennas can sample the re⁃
ceived signal to get Nsym = 100 OFDM symbol Y for spec⁃
trum sensing. According to the Third Generation Partnership
Project (3GPP) 38.211 standard, each resource block (RB)
contains Nf = 12 subcarriers and a single subchannel con⁃tains Nr = 4 RB. Thus, the total number of subchannels canbe calculated by B = 3 072/ (Nr × Nf ) = 64. PU k occupies
Bk consecutive subchannels with probability Pk = 50% at
each sensing time where Bk is randomly selected from the in⁃teger set {2, 3, 4, 5, 6}and randomly chooses BPSK, QPSK or
4QAM as its modulation mode. The average SNR is set to c =
-10 dB and the SNR fluctuation factor is set to w = 2 dB. As
for the channel model, the channel gain power σ2h ( l ) at im⁃pulse l is set according to Tapped Delay Line (TDL) -B
model in 3GPP 38.901 standard, where the normalized time
delay is set to 100 us. Furthermore, we assume that the
length of CP is 1 000, ρ = 0.75 and D = 0.5 dB. In the pre⁃
processing stage, we concatenate the subcarrier covariance
matrices with B = 64 into the OFDM multicarrier covariance
matrix array where P = 8 and Q = 8. The specific hyperpa⁃
rameters of the proposed covariance matrix-aware CNN are
given in Table 2.

We take the ED[5], MME[8], AGM[9], MSEE[10], ME-AM, and
ME-GM[11–12] as the benchmark to evaluate our proposed
method. Note that these baseline algorithms are introduced for
narrowband spectrum sensing and applied to the OFDMA sys⁃
tem in each subband separately. The PD and PFA in the simu⁃
lation results are defined as the averaged value of all subchan⁃
nels by 10 000 Monte Carlo realizations.
Fig. 4 depicts the receiver operating characteristic (ROC)

curves of respective algorithms, i.e., PD versus PFA. It can be
observed from Fig. 4 that the ED which relies on only the en⁃
ergy information has the lowest performance essentially due to

the presence of NU. Eigenvalue-based methods (MME, AGM,
MSEE, ME-AM, and ME-GM) also achieve an unsatisfactory
performance since these methods ignore the energy informa⁃
tion and the correlation information between subchannels. The
performance of the proposed OMCM-CNN method is signifi⁃
cantly better than those of other baseline methods since it
comprehensively combines the energy information of the re⁃
ceived signal and the correlation information between the an⁃
tennas and subchannels. Fig. 5 depicts the ROC curves with
the number of antennas M = 64 and the other parameter set⁃
ting is kept the same as Fig. 4. We see that the proposed
method still exhibits the best performance, and with the in⁃
crease in the number of antennas, the spectrum sensing perfor⁃
mance of all algorithms is further improved.
Next, we explore the influence of different OFDM symbol

sampling numbers Nsym, i. e., PD versus Nsym. We set M = 8,
w = 2 dB, and c = -10 dB, and PFA is set to 0.1 according to
IEEE 802.22 standard. Fig. 6 shows the PD of each algorithm
under different sampling numbers with Nsym from 20 to 200.In practice, we can achieve a high Nsym by extending the sam⁃pling time or setting multiple sensors to sample. It can be
seen from Fig. 6 that the performance of the proposed algo⁃
rithm is better than other traditional algorithms under all
Nsym. As expected, the performance of the proposed algorithmand the eigenvalue-based methods improves as the sampling
number Nsym increases. This is because in the case of large
Nsym, the statistical characteristics of the received signal havea more accurate estimate at a higher sampling number. How⁃
ever, the ED has a poor performance and has no improvement
under different sampling numbers. This phenomenon is in⁃
curred by NU and SNR fluctuation, which causes huge inter⁃
ference to the energy information. That is to say, even with a
large number of sampling numbers, the statistical characteris⁃
tic of the energy information still cannot be correctly esti⁃
mated.
Finally, we plot the PD versus different averaged SNR c in

Fig. 7 to test the robustness of the proposed algorithm. We set
M = 8, Nsym = 100, and PFA is set to 0.1 according to IEEE802.22 standard. It can be observed from Fig. 7 that the pro⁃
posed CNN method achieves the best performance under dif⁃
ferent SNRs. The performance of all algorithms improves sig⁃
nificantly as the SNR increases. The ED still achieves an un⁃
satisfactory sensing performance with SNR increasing since it
is greatly disturbed by the NU, which shows that it is not fea⁃
sible to perform multicarrier sensing based on only the energy
information.
5 Conclusions
In this paper, we have investigated the spectrum sensing

problem in the OFDMA scenario under the 5G NR network
and developed a spectrum sensing method based on the multi⁃
carrier covariance matrix aware-CNN. The proposed approach
can effectively learn the energy and the correlation informa⁃

▼Table 2. Hyper parameters of the proposed CNN
Input: Multicarrier Covariance Matrix Array (64 × 64 × 2)
Layers

C1+ ReLu
M1

C2+ ReLu
M2

C3+ ReLu
C4+ ReLu

M3
F+ Sigmoid

Output: Feature Vector (64 × 1)

Convolution Kernel Size
128@(3 × 3), padding, stride = 1

2 × 2, stride = 2
128@(3 × 3), padding, stride = 1

2 × 2, stride = 2
256@(3 × 3), padding, stride = 1
256@(3 × 3), padding, stride = 1

2 × 2, stride = 2
16 384 × 64

CNN: convolutional neural network ReLu: rectifier linear unit
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tion between antennas and between subcarriers to further im⁃
prove the sensing performance. Simulation results in the
OFDMA scenarios under 5G NR network have illustrated the
superior performance of the proposed method over several
state-of-the-art algorithms.
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1 Introduction

With the rapid development of the 5G technology,
microwave duplexers have been widely used in
wireless and satellite communications. The earli⁃
est method of synthesizing duplexers was connect

ing two channel filters directly to a common cavity, and then
modifying the parameters of each filter to compensate for the
interaction between the two channels[1–2]. This method was
limited by the number of channels and the coupling topology
of the channel filter, and the synthesis results would get worse
as the frequency band approaches.
In recent years, MACCHIARELLA and TAMIAZZO have

proposed a more efficient and flexible method for synthesizing
duplexers[3]. In this method, the transmission function and re⁃
flection function of each channel filter are derived from the re⁃
lationship between the global parameters of the duplexer and
the parameters of the independent channel filter. Recently,
ZHAO Ping and WU Keli proposed a new duplexer synthesis
method[4–6], by which all the channel filters are synthesized

separately under the consideration of the influence of other
channels and the process is repeated to ensure that the final
results meet the requirements.
In this paper, the self-adaptive differential evolution algo⁃

rithm[7–8] and the LM optimization algorithm[9–10] are used in⁃
stead of the analytical method to obtain the coupling matrix of a
single channel filter. The self-adaptive differential evolution al⁃
gorithm can reduce the probability of convergence to local solu⁃
tions while the LM method can improve the optimization speed.
Compared with the analytical methods mentioned above, an op⁃
timization algorithm has a higher degree of freedom, and the op⁃
timization algorithm proposed in this paper can achieve a
higher order than the traditional optimization algorithm. Be⁃
cause the optimized duplexer requires a larger coupling struc⁃
ture between the source and the common cavity, how to achieve
a larger port coupling is also discussed in this paper.
2 Design of Duplexer Optimization Algo⁃
rithm
Fig. 1 illustrates the structure of the star-junction duplexer,

which consists of two filters connected in parallel to the same
common cavity. The parameters S, L1, and L2 in the figure
represent the source and load of the duplexer, while 0 repre⁃

This work was supported by the National Natural Science Foundation of
China (NSFC) under project no. 62071357 and the Fundamental Research
Funds for the Central Universities.
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sents the common cavity. Before the duplexer optimization,
the transmission and reflection polynomials of a single chan⁃
nel filter should be obtained by the traditional generalized
Chebyshev synthesis method[11], and then we need to trans⁃
form the polynomials of these filters so that they correspond
to the passband of the duplexer. Finally, the corresponding
coupling matrix is extracted according to the polynomial af⁃
ter transformation, which is taken as the initial value of opti⁃
mization. The source and the common cavity are generally
1.4 according to experience.

As a global optimization algorithm, the adaptive differen⁃
tial evolution algorithm needs to determine the upper and
lower limits of the variables to be optimized according to the
initial values in order to improve the optimization speed and
success rate. Since the influence of other channels is mainly
reflected in the first cavity of the filter, the upper and lower
limits of the coupling between the source and the common
cavity are taken as“initial value +/−0.1”, and the limits of
the coupling between the common cavity and the first cavity
of two channels are taken as“initial value +/−0.2”. In addi⁃
tion, the self-coupling of the first cavity of each channel are
taken as“initial value +/−0.2”as well. Finally, the limits of
the rest couplings are taken as“initial value +/−0.05”. The
advantages of the adaptive differential evolution algorithm
are as follows. 1) An adaptive control mechanism is adopted
for parameters in optimization; 2) In order to avoid falling
into the local solution, a new operator, called the self-
adaptive return operator, is activated when the optimization
is judged to be trapped in local optima, which can often be
observed in earlier iterations if it happens. That is the algo⁃
rithm searches again according to the initial value and its
range, when trapped in a local solution.
After the upper and lower limits of the optimized variables

are obtained, it is the choice of the objective function, which
also plays a key role in the success of optimization. For cou⁃
pling matrix synthesis, the objective function is formed by S-
parameter specifications which can be calculated according
to Eqs. (1) and (2). In this paper, the objective function of op⁃
timizing a single channel filter for the first time is given in
Eq. (3). When optimizing another channel filter, its objective
function is given in Eq. (4).

Spp = ±(1 - 2[ A]-1pp ) , (1)

Spq|p ≠ q = 2[ A]-1pq . (2)

f ( x ) = ||max [ ]S11 (PB1 ) - RL
||RL + ||max [ ]S21 - Attenu

||Attenu ,

(3)

f ( x ) = ||max [ ]S11( )PB1 - RL
||RL +

||max [ ]S11( )PB2 - RL
||RL + ||max [ ]S21 - Attenu

||Attenu +
||max [ ]S31 - Attenu

||Attenu . (4)
Among them, PBk denotes the k‐th (k = 1, 2) passband. Re⁃turn loss (RL) and Attenu are the desired return loss and re⁃

straint outside the band, respectively. Fig. 2 shows the general
steps of the adaptive differential evolution algorithm.

After the approximate response curve is obtained by the
adaptive differential evolution algorithm, the LM algorithm is
adopted in the optimization algorithm, and the reflection zero,
passband edge return loss, and transmission zero of the corre⁃

▲Figure 1. Structure of star-junction duplexer

▲ Figure 2. Flow diagram of the adaptive differential evolution algo⁃
rithm
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sponding channel filter are selected as the sampling points. In
summary, the basic steps of the algorithm can be obtained as
follows, and the algorithm is realized by Matlab[12].
1) Initial selection. According to the requirements of the in⁃

dex, the transmission and reflection polynomials of the two-
channel filters are obtained by using the generalized Cheby⁃
shev synthesis method, then the corresponding duplexer poly⁃
nomials are obtained by frequency transformation, and the ini⁃
tial values of the optimized variables are obtained after the
coupling matrix is extracted and rotated. The variables to be
optimized include the coupling Ms0 between source and com⁃mon cavities, the mutual coupling Mij (i≠j) between cavities,and the self-coupling Mii of cavities.2) Determining the range of variables. According to the ob⁃
tained initial value, we can define the value range of the corre⁃
sponding variable. The specific method has been introduced
and will not be repeated here.
3) Optimization of the low-frequency channel filter. The

coupling between the source and the common cavity and the
non-zero elements of the low-frequency channel filter coupling
matrix is selected as optimization variables, and the elements
of the high-frequency channel filter coupling matrix are kept
unchanged. The differential evolution algorithm and Eq. (1)
are used to optimize the low-frequency channel filter.
4) Optimization of the high-frequency channel filter. Simi⁃

larly, the coupling between the source and the common cavity
and the non-zero elements of the high-frequency channel fil⁃
ter coupling matrix is selected as optimization variables, and
the elements of the low-frequency channel filter coupling ma⁃
trix remain unchanged. The differential evolution algorithm
and Eq. (2) are used to optimize the high-frequency channel
filter.
5) Optimization of the coupling matrix of the duplexer with

the LM algorithm. The duplexer model obtained by the differen⁃
tial evolution algorithm can meet the requirements of the index,
but still there is room for optimization. LM algorithms as a gra⁃
dient optimization algorithm can make the final frequency re⁃
sponse better meet the requirements. Different from the adap⁃
tive differential evolution algorithm, the LM algorithm uses the
reflection zeros of the two-channel filters, the points on the
channel edge, and the transmission zeros as the sampling
points.
3 Experiments and Results Discussion
To verify the above design, an example of a duplexer that

has a low-frequency channel of order 9 and a high frequency
channel of order 7 is used. Fig. 3 shows the specific topology
of this duplexer and the following tables list the specifications
of the duplexer (Table 1 shows the passband range and return
loss and Table 2 shows the restraint outside the band). The pa⁃
rameters S and L in the figure represent the source and load of
the filter respectively. The box topology in Fig. 3 is chosen
mainly for the reason that the box topology is easier to realize

in simulation and machining, and the parasitic influence be⁃
tween cavities can be reduced due to the lack of diagonal cou⁃
pling. It can be seen that the passband range of the low-
frequency channel filter is 1 710–1 785 MHz, the passband
range of the high-frequency channel filter is 1 920–1 980 MHz,
and the return loss in both passbands is −17 dB. Both of the
two-channel filters require −80 dB out-of-band suppression in
1 805–1 880 MHz. To achieve this goal, two additional trans⁃
mission zeros should be introduced for the low frequency chan⁃
nel filter and one transmission zero for the high frequency
channel filter. How to use optimization algorithms to achieve
these indicators will be described below.
First, we use the generalized Chebyshev synthesis method

to get the initial value of the duplexer, and the corresponding
response curve is shown in Fig. 4(a). It can be seen that due to
the interaction between the two channels, the response in the
passband of the duplexer becomes very poor.
fter the initial value of the coupling variable of the duplexer

is obtained, according to the above theory and experience, we
can design the initial values of the variables and their optimi⁃
zation intervals. Then we keep the value of the high-frequency
channel filter coupling matrix unchanged. According to Eq.
(1) and the index requirements in Tables 1 and 2, we use the
adaptive differential evolution algorithm to optimize the cou⁃
pling variables of the low-frequency channel. The results of
optimization are shown in Fig. 4(b), where the response in the

▲Figure 3. Diplexer topology used in the example: (a) low frequency to⁃
pology and (b) high frequency topology

▼Table 1. Passband indicators
Passbard Range/MHz
1 710–1 785
1 920–1 980

Return Loss/dB
−17
−17

▼Table 2. Restraint outside the band
Low-Frequency Channel Filter

1 805–1 880 MHz −80 dB
High-Frequency Channel Filter

1 805–1 880 MHz −80 dB
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passband of the low-frequency channel filter has been greatly
improved after optimization.
Similarly, we keep the value of the low-frequency channel

filter coupling matrix unchanged. According to Eq. (2) and the
index requirements in Tables 1 and 2, the adaptive differen⁃
tial evolution algorithm is used to optimize the coupling vari⁃
ables of the high-frequency channel. The results of optimiza⁃
tion are shown in Fig. 4(c). It can be seen that although the fi⁃
nal curve meets the requirements of the index, there is still
room for optimization. We do gradient optimization on the fi⁃
nal result to make it converge to the optimal solution. The opti⁃
mization algorithm is the LM algorithm, and the sampling
point is the reflection zero and transmission zero of the two
channel filters. Fig. 4(d) shows that after gradient optimiza⁃
tion, the final result curve further meets our requirements, and
the values of the coupling matrix corresponding to each figure
in Fig. 4 are listed in Table 3.
After the coupling matrix of the duplexer is obtained by the

optimization algorithm, a simulation analysis is needed. Be⁃
cause the relative bandwidth of the duplexer is 14.67%, the
coverage band is wide, the two passband bands of the du⁃
plexer are far apart, and the intermediate interval bandwidth
accounts for 50% of the coverage band of the whole duplexer,
which puts forward a great demand for the coupling bandwidth
of the feed. According to the optimization results, the port
needs to provide a coupling between the source and the com⁃
mon cavity of 1.391. According to Eq. (5), the required exter⁃
nal Q value is 3.524. Under such requirements, it is difficult
for the traditional coupling structure to achieve such a large
coupling bandwidth for the duplexer realized by the dielectric
waveguide. Therefore, before simulation, it is necessary to dis⁃
cuss how to realize the coupling structure design of the large
coupling feed.
Qe = 1

FBW × M 2
s0 . (5)

In order to solve this problem, this paper introduces a new
type of joint structure, the model of which is shown in Fig. 5.
We can see that the whole is a dielectric waveguide cavity fed
by coaxial taps. A cuboid groove is dug just below the tap, a
through hole is used to connect the tap with the groove, and
the through hole is covered with metal.
The cavity form from the groove to the tap becomes a quar⁃

ter wavelength resonant unit. The metal-coated through hole
in the inner wall is equivalent to the inner conductor of the co⁃
axial resonant unit. The resonant frequency of the coaxial reso⁃
nant unit can be adjusted by adjusting hin. The resonant ele⁃ment is essentially the common cavity part of the common cav⁃
ity type circuit structure, while the rest of the waveguide cav⁃
ity is not necessary, which can be retained or not retained ac⁃
cording to the overall model of the duplexer. Although elimi⁃
nating redundant waveguide cavities can effectively reduce

▲Figure 4. (a) Initial response of the duplexer, (b) corresponding result
after optimizing low channel filter in the first iteration, (c) correspond⁃
ing result after optimizing high channel filter in the first iteration, and
(d) final result
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the volume of the joint structure, in most cases, the coupling
between the common cavity and the channel filter still needs
to be realized by window coupling, and the physical connec⁃
tion between the joint structure and the channel filter can be
realized by reserving the waveguide cavity.
In addition to the coupling between the source and the com⁃

mon cavity, the coupling bandwidth between the common cav⁃
ity and the channel filter is also relatively high. Large inter-
cavity coupling of waveguide cavities located in the same
layer is easy to achieve by opening windows, but for duplexers

with more orders, placing all cavities in the same layer will
lead to too much device area. Therefore, in practice, a two-
layer structure is preferred.
After the coupling structure of the feed part is obtained,

the overall model of the duplexer is simulated as is shown
in Fig. 6.
We can see that the waveguide duplexer is filled with ce⁃

ramic, and the whole duplexer is divided into two layers, in
which the joint structure is located in the first layer. In order
to avoid this problem, the order of channel 1 is increased to 9
in this scheme. As shown in Fig. 6(a), the input port, namely
the junction structure, is located at the window between the
two cavities. Its left and right sides are the first cavity of chan⁃
nel 2 and the first cavity of channel 1 respectively. The cou⁃
pling amount of the common cavity to the two channels can be
adjusted by the size of the window and the relative position of
the input port from the two ports in the horizontal direction.
The cavities 2–7 of channel 2 are located in the first layer,
and the cavities 2–9 of channel 1 are located in the second
layer. The inter-cavity coupling between cavity 1 and cavity 2
in channel 1 requires a small coupling bandwidth, which is
achieved by opening a circular window between layers. The
simulation results of the model are shown in Fig. 7. The simu⁃
lation results in Fig. 7 show that the design meets the require⁃

▲Figure 5. Closed circuit structure model with large coupling

▼Table 3. Values of the coupling matrix

M(s,0)
M(0,1)
M(0,10)
M(9,L1)
M(16,L2)
M(1,1)
M(1,2)
M(2,2)
M(2,3)
M(2,4)
M(3,3)
M(3,5)
M(4,4)
M(4,5)
M(5,5)
M(5,6)
M(6,6)
M(6,7)
M(6,8)
M(7,7)
M(7,9)
M(8,8)
M(8,9)
M(9,9)
M(10,10)
M(10,11)
M(11,11)
M(11,12)
M(12,12)
M(12,13)
M(12,14)
M(13,13)
M(13,15)
M(14,14)
M(14,15)
M(15,15)
M(15,16)
M(16,16)

Initial
1.400 0
0.658 7
0.658 7
0.501 3
0.427 2
0.708 9
0.225 4
0.709 1
0.092 4
−0.139 8
0.490 6
0.083 2
0.805 4
0.130 9
0.712 8
0.155 1
0.714 1
0.086 5
0.132 2
0.489 3
−0.131 4
0.822 1
0.183 1
0.709 3
−0.790 9
0.163 8
−0.791 1
0.122 2
−0.791 6
0.070 7
−0.091 9
−0.647 5
0.075 1
−0.879 1
0.096 3
−0.791 1
0.163 8
−0.791 0

First
1.388 4
0.704 4
0.644 9
0.517 4
0.427 2
0.661 7
0.224 5
0.704 7
0.091 3
−0.145 1
0.478 2
0.080 0
0.798 5
0.137 2
0.715 2
0.158 3
0.717 4
0.084 8
0.139 3
0.476 9
−0.133 2
0.821 4
0.190 8
0.704 9
−0.790 9
0.163 8
−0.791 1
0.122 2
−0.791 6
0.070 7
−0.091 9
−0.647 5
0.075 1
−0.879 1
0.096 3
−0.791 1
0.163 8
−0.791 0

Second
1.374 2
0.690 8
0.651 8
0.517 4
0.428 7
0.661 7
0.224 5
0.704 7
0.091 3
−0.145 1
0.478 2
0.080 0
0.798 5
0.137 2
0.715 2
0.158 3
0.717 4
0.084 8
0.139 3
0.476 9
−0.133 2
0.821 4
0.190 8
0.704 9
−0.743 2
0.178 5
−0.790 2
0.130 5
−0.792 7
0.071 7
−0.097 2
−0.642 7
0.077 3
−0.884 2
0.107 9
−0.793 5
0.170 4
−0.783 5

Final
1.391 0
0.673 1
0.584 2
0.501 3
0.427 2
0.656 5
0.211 1
0.703 4
0.092 4
−0.139 3
0.489 8
0.083 0
0.804 0
0.131 0
0.712 5
0.155 5
0.714 0
0.086 5
0.132 1
0.489 2
−0.132 0
0.822 0
0.183 2
0.708 7
−0.748 4
0.155 9
−0.787 7
0.122 0
−0.790 8
0.092 0
0.070 7
−0.647 3
0.075 0
−0.878 9
0.096 35
−0.791 0
0.163 8
−0.790 8
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ments of the indicators.

Finally, we made physical processing of the simulated
model and measured the processed physical object. The fin⁃
ished product is shown in Figs. 8(a) and 8(b). The comparison
between the frequency response results and the simulation re⁃
sults is shown in Fig. 8(c) and the optimization results we
hope to obtain can be referred to in Fig. 4(d). Among them, the
measured results of the duplexer are solid lines in the Fig. 8
(a), which meet the requirements of the index, and are basi⁃

cally consistent with the simulation results represented by dot⁃
ted lines, which verifies the effectiveness of the algorithm and
the circuit combination structure proposed in this paper.

4 Conclusions
In this paper, a star junction duplexer synthesis method

based on the adaptive differential evolution algorithm (SADE)
and LM optimization algorithm is proposed. As a global opti⁃
mization algorithm, the adaptive differential evolution algo⁃
rithm can effectively avoid the convergence of optimization re⁃
sults to local solutions, while the LM algorithm as a gradient
optimization algorithm can not only accelerate the optimiza⁃
tion speed, but also make the results more in line with the re⁃
quirements of the index. In order to verify the effectiveness of
the algorithm, a duplexer with large port coupling is designed,
and the structure of realizing large port coupling is also given
in this paper.

▲ Figure 8. (a) Positive view, (b) back view, and (c) comparison be⁃
tween the measured results and the simulation results

▲Figure 6. Simulation model of double-layer duplexer

▲Figure 7. Electromagnetic simulation (EM) simulation results of the
model
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with three baseline methods. Besides, we explain how the optimal parameter’s value in the random walk algorithm influences RCA results.
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1 Introduction

Distributed information networks have been widely
used in the Internet, government, military and other
important fields because of its reliability, scalability,
resource sharing and high performance. However, due

to its large-scale system configuration, complex graph struc⁃
ture and operation logic, the frequent occurrences of faults
and fault propagation increase the difficulties for locating
faults’root causes and troubleshooting the distributed infor⁃
mation network.
In recent years, many root cause analysis (RCA) methods

have been proposed, which can be divided into two types:
knowledge-based and data-driven methods.
1) Knowledge-based: The fault diagnosis methods based on

the rules of knowledge generally use the expert experiences to
guide the fault diagnosis. ZENG et al. [1] constructed fault rea⁃
soning rules with the empirical knowledge of IT operation and
maintenance, and then built fault trees to deduce fault root
causes. The authors in Ref. [2] proposed an RCA tool inspired
by the pattern matching technology. This tool uses the au⁃

tomata built online and the space-time causal relationship be⁃
tween the symbols observed in the log is stored. Its construc⁃
tion does not need annotation and has some interpretability.
However, it cannot be used directly and flexibly because of a
complex structure.
2) Data-driven: These methods are implemented by mul⁃

tiple technologies including machine learning, causality graph
and real graph.
• Machine learning: Bayesian networks (BN) are often used

for fault root cause analysis because they contain causal infor⁃
mation. LIU et al. [3] proposed a BN construction algorithm
based on the alarm seriality, which could reduce the alarm
preprocessing time while considering the effectiveness. How⁃
ever, training the network needs a large amount of labeled
data to improve the performance generalization of the model.
ZHANG et al.[4] trained an attention based autoencoder to pre⁃
dict fault signals. In the case of no labeled samples, this
method considered the time dependence, but it is difficult to
explain the fault mechanism to some extent.
• Causality graph: A causality graph is a graph based on

event co-occurrence or conditional independence test with
each event as a node. It locates the root causes by random
walk in a causality graph. KALANDER et al. [5] proposed an
embedding algorithm based on a causal propagation graph toThis work was supported by ZTE Industry-University-Institute Coopera⁃

tion Funds under Grant No. HC-CN-20201120009.
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infer the weight of the edge, and applied the impact maximiza⁃
tion algorithm to determine the root cause alarm. Although it
explains the fault mechanism between alarms, the trimming of
opposite edges in causal graphs usually requires some expert
experience and does not adapt well in a variety of scenarios.
• Real graph: It is more intuitive for random walk in a real

relationship graph that is not like the causality graph. ZHAO
et al. [6] used performance indicators such as key performance
indicators (KPIs) to calculate the similarity of the edges in an
anomaly propagation graph, formed the transition probability
matrix, and located the fault root by random walk. This
method requires such a large amount of performance indica⁃
tor data for calculation and analysis that the RCA takes a
long time.
Compared with the traditional methods based on empirical

knowledge, the data-driven methods can better realize real-
time analysis with more accuracy and do not need to be
greatly adjusted due to the updates of environment configura⁃
tion. However, the existing data-driven methods often need a
large amount of labeled data for supervised training[7]. Tra⁃
ceRCA[8] mined the suspicious nodes by KPIs, which could re⁃
duce the locating noise. It inspired us to propose the idea of lo⁃
cating the root causes by alarms. Because common alarms can⁃
not be used to mine more fault root cause information.
ZHANG et al. [9] proposed the anomaly propagation graph us⁃
ing system data and used two optional algorithms to locate root
causes. This inspires us to construct the fault propagation with
alarms to explain the mechanism of fault propagation. Those
methods without graphs cannot intuitively explain the mecha⁃
nism of fault propagation. One the other hand, the other meth⁃
ods of using constructed fault propagation graphs are almost
based on KPIs[10–12] or other metrics collected from the data⁃
base. However, these methods have to use acquisition tools
and set the collection locations to acquire various kinds of
data, which may cost too much labor. A causal graph in alarms
also needs expert experience, which cannot adapt well in dis⁃
tributed environments with frequent updates.
For the above deficiencies, we propose an alarm-based

method for root cause analysis of distributed information net⁃
works based on a weighted fault propagation topology (WFPT-
RCA). It is inspired by the previous work, mainly Refs. [8–
9]. It trains the classifier using a few historical labeled alarms
to mine the effective information of root causes. When a fault
occurs, based on the character of alarms, the WFPT-RCA im⁃
mediately extracts a subgraph from the real graph of the dis⁃
tribute network. Then combined with the information of root
causes and alarms’ features, our method calculates the
weights of nodes and edges in the subgraph. Based on the ran⁃
dom walk in the weighted subgraph, it not only explains the
behaviors of fault propagation, but also outputs the nodes’list
about root causes’scores to help operators to repair the fault.
We evaluate WFPT-RCA in two datasets in different scenarios
(an e-commerce platform and a transport network). The results

show that WFPT-RCA achieves a good performance result,
with 90% in precision and 92.7% in mean average precision.
It outperforms several other state-of-the-art methods.
In summary, the contributions of this paper are threefold:
1) We propose a two-stage RCA approach. In the offline

phase, a few labeled alarms are used to train the classifier for
digging more information associated with root causes in order
to guide the fault location in the online phase.
2) We provide a method based on alarms to calculate the

nodes’weights as the scores of root causes and edges’weights
as the probabilities of the fault propagation in the real graph
which adapts well in distribute information network.
3) We evaluate WFPT-RCA in two datasets. The results

demonstrate that WFPT-RCA localizes root causes correctly
and has a better generalization ability. Our method pays more
attention to features related to root causes and does not rely on
the experience knowledge of operators.
The remaining of this paper is organized as follows. The

framework and details of WFPT-RCA are mainly introduced
in Section 2. In Section 3, we show the related experiments’
results and conclusion analysis to prove the efficiency of our
approach. Finally, Section 4 concludes the paper.
2 Framework of WFPT-RCA
Static topological relationships in a distributed information

network are often complex and hierarchical (Fig. 1）. An e-
commerce platform is often composed of multiple system
nodes to achieve efficient work. And there are more host
nodes that belong to the system nodes to offer different ser⁃
vices. The real lines in nodes represent the calling relation⁃
ships between the nodes, while the dashed lines represent the
owning relationships between system nodes and host nodes.
Similarly, Fig. 1 can also be regarded as a graph of the trans⁃
port network where the host nodes can be represented as the
network element (NE) and the links and pseudo-wires are ex⁃
pressed as real edges. Moreover, the transport network in⁃
cludes the core layer, convergence layer and access layer.
There are various NEs to transmit data through multiple links
in each layer to represent the hierarchy of graph. In real sce⁃
narios, such complex and hierarchical relationships often lead
to faults due to resource usage and response timeout of a
system node. If we directly locate faults based on performance

▲Figure 1. Graph of an e-commerce platform
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indicators in the original graph, noise interference may occur,
resulting in low accuracy. Meanwhile, alarms usually reflect
node status. Using alarms to identify abnormal nodes in the
graph and extract abnormal subgraphs, noise interference can
be reduced and fault location accuracy can be improved.
The framework of WFPT-RCA is shown in Fig. 2, which is

mainly divided into offline analysis and online diagnosis. We
make full use of the collected and labeled historical alarms of
each fault event. Taking the occurrence location as the re⁃
search object, feature extraction is carried out for the alarms
in each location. The root location is identified by the binary
classifier training model, and the key features are determined
by feature importance analysis. In the online phase, alarms
and network graph configuration data are firstly collected if
the fault occurs after the fault work order is obtained from the
operators. After the features of the nodes where alarms have
occurred in the offline phase are extracted from the alarms, an
abnormal subgraph (ASG) based on the location of the alarm
and an original network graph are extracted and the weights of
nodes and edges based on the alarm features of nodes are then
calculated to generate a weighted abnormal subgraph called
Weighted Fault Propagation Graph. Then, a random walk is
carried out in ASG. After iteration convergence, the node with
the highest score is output and regarded as the root node ac⁃
cording to the ranking of root cause score of each abnormal
node.
2.1 Data Collection
The collected data are mainly from the alarms and graph

generated in the distributed information network. After a sys⁃
tem fault occurs, a surge in the number of alarms occurs
within a few minutes, namely alarm storms[13]. In the online
phase, we collect statistics on the number, type and severity of
alarms generated in the distributed system every minute. Ac⁃
cording to the occurrence time sequence, WFPT-RCA consti⁃
tutes the corresponding time series, respectively adopting S-H-
ESD anomaly detection [14] to find outlier points and integrat⁃
ing the occurrence time corresponding to detected outlier
points, so as to determine the occurrence time range of faults.
The graph is usually extracted from system configuration data
when a fault occurs. It analyzes
the owning and association rela⁃
tionships of each location based
on the location where an alarm
occurs.
2.2 Feature Analysis
Feature analysis is to mine

and analyze the alarm informa⁃
tion at the offline stage and
find the features related to the
root cause. It is mainly divided
into four steps: data cleaning,

feature extraction, classifier training and feature importance
analysis.
1) Data cleaning. WFPT-RCA first collect the alarms based

on the operators’fault repair experience and fault work in or⁃
der to obtain the labeled alarm dataset. The content of the
alarms is mainly consisted of the timestamp, location and rich
concrete content. Alarm pretreatment is a usual practice to en⁃
able the alarm content to become a standard template, such as
removal of the IP address and request ID. This approach can
reduce the alarm type space and noise, and facilitate subse⁃
quent cutting word analysis. The content of the warning words
is cut to get rid of some stop words such as“for”and“is”, and
then text information will be extracted more accurately.
2) Feature extraction. Main features include text, frequency

and time.
• Text: After cutting alarm words, we analyze the alarm in⁃

formation based on words to find important words related to
faults. Inverse Document Frequency (IDF) [15] is a key feature
used to measure the importance of words in text mining, reduc⁃
ing the weight of frequent words and increasing the weight of
unfamiliar words; IDF (w) = log [ ]N (Nw + 1) , where N is the
total number of words in all alarms and Nw is the number ofalarms containing the word w. After the IDF for the words con⁃
tained in each alarm is calculated, the information entropy of
each alarm will be calculated as∑m

IDF (w ) m, where m is
the total number of words in each alarm.
• Frequency: This feature is extracted based on the statis⁃

tics for the number of alarms, the total number of species, the
number of alarms per minute on average from every node, the
number of serious alarms and so on. More serious faults and
richer node types are to determine a more serious alarm type,
such as failure and downtime.
• Time: The occurrence of faults often has a certain time

rule. Therefore, the statistics on relative occurrence time (the
time difference between the earliest alarm of a node and the
earliest alarm of a fault event) and on alarm duration of each
node is collected.
3) Classifier training. Based on the occurrence location,

WFPT-RCA inputs the extracted alarm features with the la⁃

▲Figure 2. Framework of the proposed WFPT-RCA
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bels 0 (not root cause) and 1 (root cause) into XGBoost[16] for
training until the model has the optimal effect to classify the
root cause samples.
4) Feature importance analysis. When we train the binary

XGBoost model, the importance of features can be analyzed in
the meantime. It is implemented by employing the F score to
evaluate the influence of each feature in the dataset on classi⁃
fication decision. The F score is used to measure the discrimi⁃
nation ability of the features to model classification. The
higher the F score is, the stronger the distinguishing ability of
the feature is. Moreover, the results of feature importance will
play a great role in the subsequent root location.
2.3 ASG Generation
As shown in Fig. 3, ASG is constructed based on the actual

graph of the distributed information network. Due to the na⁃
ture of alarms, we select the set of candidate abnormal nodes
Va = { va1, va2,…, van }, where n is the number of abnormalnodes and va1 is one of the anomaly nodes. The filter rules arebased on whether alarms are generated at each location in the
graph during the fault occurrence. The ASG is expressed as
ASG (Va, E ), where E is the set of eij that shows the directedreal edge where vai points to vaj. Va and E have different physi⁃cal meanings in different distributed information networks,
which can assign different meanings to them based on the
graph and alarm location. The ASG corresponding to each
fault event varies according to the locations of the alarms. The
weights of the nodes and edges of the extracted ASG must be
defined to provide physical significance in the scenario of root
cause locating and more explanatory for root cause diagnosis.
The following is the definitions:
1) Node weight wv: It calculates nodes’weights based onthe alarms of nodes. It can be regarded as the initial root

cause score of node failure. The weight of vai is calculated asfollows:
wvi = θ1·fi (1)+θ2·fi (2)+…+θl·fi ( l ) , (1)

where l is the number of features, k is the k-th feature of the
feature set, k∈[1, l], and θk and fk are respectively the normal⁃ized feature importance score and the value of k. Finally, all
calculated node weights are normalized again. The larger the
weight value is, the higher the empirical root score or prob⁃
ability value of the node is con⁃
sidered.
2) Edge weight wij : It is theweight of the edge between vai and

vaj . The calculation formula is:
wij = max |

|
|
| corr ( )fi( )k , fj( )k ,

(2)
where corr(·) is Pearson correla⁃

tion calculation; wij∈ [0, 1] and its physical meaning is theprobability of fault propagation, which is the maximum similar⁃
ity degree of each feature between nodes. That is, if there are
edges between a node and multiple nodes, by calculating the
weights of all adjacent edges connected, it can be considered
that the edge with a larger weight is more likely to have fault
propagation. The edge weights are calculated in order to con⁃
struct the transition probability matrix in the random walk. By
calculating the weights of nodes and edges, we obtain the
weighted ASG. The specific process is shown in Algorithm 1.
Algorithm 1 :Weighted ASG
Input: anomalous subgraph ASG，anomalous edge set E，
anomalous node set Va，alarm feature vector f, and weight pa⁃rameters of feature importance obtained by offline training θ
Output: weighted ASG
1: for node vaj in Va do2: Assign θ1·fi (1)+θ2·fi (2)+…+θl·fi( l) to wvi ;3: for eij in E of vaj do4: for k in l do
5: Assign |

|
|
| corr ( )fi( )k , fj( )k to wij (k );

6: end
7: Assign max(wij (k ) ) to wij;8: end
9: end
10: return weighted SG
2.4 Root Cause Localization
Root cause localization refers to locating the root node by

random walk on the weighted ASG. We define the vector v[17]
in PageRank as the root score of each node of Va. Before cal⁃culating the root scores, we define the matrix of transition
probability P among the nodes of Va. For instance, vai pointsto vaj, and the transfer probability between vai and vaj is calcu⁃lated as follows:
Pij = wij

Σj wij . (3)
If there is no edge between vai and vaj, Pij = 0. Σj wij is thesum of the weights of all the out-edges from vai. The formula ofPageRank is shown in Eq. (4).

▲Figure 3. Procedure of ASG generation
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vm = 1 - qn + q·P·vm - 1, (4)
where P is the transition probability matrix made up of Pij, nis the number of nodes, q is the damping factor that means
that the node jumps back to a random node with the probabil⁃
ity of q in each step and continues to advance along the di⁃
rected edge in the graph with the probability of 1-q, and vm isthe vector composed of root score from each node obtained by
iterating m times. Finally, the abnormal nodes are sorted ac⁃
cording to the root score to obtain the list. Operators can
check and repair alarms reported by the abnormal nodes and
their locations in sequence, which improves the locating effi⁃
ciency and reduces labor costs.
3 Experimental Evaluation
In this section, we mainly introduce the experimental setup,

show experimental results, compare the results with other state-
of-the-art methods, and analyze the advantages of our method.
3.1 Experimental Setup
In order to verify the effectiveness of the proposed WFPT-

RCA, we totally choose two different types of datasets in two
distribute scenarios.
The former called Dataset A is adopted in the experiment of

an e-commerce platform to release the actual production in a
scenario of the real dataset1 that contains the topological rela⁃
tionship and the alarms of 50 failure events. The topological re⁃
lationship refers to the invocation relationship data between sys⁃
tems, between systems and hosts, and between hosts. Table 1
lists the format of alarms. Alarms of each fault event are sorted
by timestamp and stored in a csv file, in which root cause
alarms (system/host/alarm content) are labeled and only one
root cause exists.

The latter called Dataset B is from a transport network in
the telecommunication system provided by ZTE Corporation.
It also has the system configurations to describe the topology
relationship and alarms. Unlike the former dataset, its graph
includes the NEs, links, tunnels and pseudo-wires, and pres⁃
ents the data transmission in L2/L3VPN. The difference of the
two datasets also reflects in the content of alarms: Dataset B
has alarm codes and types instead of content as shown in
Table 2. In Dataset B, there are 38 fault events and the root
cause location (NE) labeled by the operators who have rich ex⁃
perience.
We compare WFPT-RCA with three baseline methods as

follows.
1) MicroRCA: It is a way to locate root causes in microser⁃

vices and uses the metrics to construct the weighted graph for
random walk. Different from our method, it uses the anomaly
detection confidence to calculate weights of edges in the graph.
2) Microscope[18]: It is another graph-based approach to

identify faults in microservice environment. To implement it,
we construct the causality graph with alarms and then use
cause inference to find the root causes.
3) Association Rules[19]: It is a traditional method to mine

the rules between alarms for assisting the operators to locate
root causes.
To implement the proposed WFPT-RCA method, we adapt

the frequent item mining to outputing the association rules for
potential alarms.
3.2 Evaluation Metrics
In order to evaluate the effectiveness of the RCA methods,

the following indicators are adopted in the fault event set A:
1) Precision at the top k: The precision is denoted as PR@k

which means the real root is in the the top k output results.
When k is small, the bigger the value is, the higher the accu⁃

1. http://www.cnsoftbei.com/plus/view.php?aid=479.

▼Table 1. Examples of alarms generated during a fault in Dataset A
Timestamp

2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14
2019/6/14 1:14

System

SYS_5
SYS_4
SYS_9
SYS_9
SYS_5
SYS_5
SYS_4
SYS_9
SYS_9
SYS_5
SYS_5
SYS_4

Host

Host_14
Host _9
Host _92
Host _75
Host _60
Host _76
Host _23
Host _75
Host _60
Host _97
Host _32
Host _3

Alarm content

I/O wait load exceeds 10% for 15 minutes
The log generates ERROR information

On CPU Steal Time lasts 5 minutes over 10%
Free swap space is less than 50%

The communication on port 80 is abnormal
The upper I/O wait load is greater than 50%

Ping packet loss rate is 100%, and the server breaks down
The Slot00 status of the hard disk is failed

Number of FullGC: 32 (greater than threshold: 10)
Average heap memory usage: 94.61% (greater than threshold: 90%)
Average FullGC time: 2 118 ms (greater than threshold: 1 000 ms)

Nic traffic unknown

Is_root

0
0
0
0
1
0
0
0
0
0
0
0
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racy of location becomes. The detail is shown in Eq. (5).
PR@k = 1

|A| Σa ∈ A
Σi < k (R [ i ] ∈ vc )(min (k,|vc|) ) , (5)

where R [ i ] is the results of the top k obtained by root score
sorting in each fault event and vc is a set of real causes in faultevents.
2) Mean average precision (MAP): It measures the average

location performance of the algorithm and the equation is
shown in Eq. (6):
MAP = 1

|A| Σa ∈ AΣ1 ≤ k ≤ NPR@k. (6)

3.3 Experimental Results

3.3.1 Feature Importance
The details of the offline analysis in Dataset A are repre⁃

sented to show how our method extracts the information of root
causes. The alarm features of nodes are extracted from each
fault event, and the detailed features and meanings are shown
in Table 3.

These features labeled by the root cause of alarms are input
into the classifier for training, so as to obtain the analysis re⁃
sults of the feature importance (Fig. 4).

It shows that the IDF and the number of serious alarms
mined from the alarm information are most related to root
causes. The information entropy describes the richness of
alarm content on each node. A higher value states the more in⁃
formation about root causes in the nodes. Serious alarms usu⁃
ally indicate the severity of faults and the root causes may
have more serious alarms. The F score of each feature is nor⁃
malized and used as the feature weight parameter θ. The pa⁃
rameter not only completes the subsequent node weight calcu⁃
lation that can be seen in Algorithm 1, but also helps us un⁃
derstand the root causes reflected on alarms without the opera⁃
tional experience.
3.3.2 RCA Results
Table 4 shows the performance of the compared methods.

WFPT-RCA (no ASG) directly locates root causes without ex⁃
tracting abnormal subgraphs. The compared results prove that
the ASG can effectively reduce the noise of fault location and
improve the accuracy and efficiency. The results of WFPT-
RCA (no feature analysis) illustrate the importance and effec⁃
tiveness of the offline analysis to obtain the feature weight pa⁃
rameter θ. It also shows that the analysis of feature samples of
historical alarms in the offline phase can affect the initial root
scores of nodes, thus determining the accuracy of location. Mi⁃
croRCA is also based on random walk. Different from our
method, the prior knowledge is added in the calculation of
node edge weights. However, the prior knowledge often does
▼Table 4. Performance in Datasets A and B

Metrics
WFPT-RCA
WFPT-RCA
(no ASG)
WFPT-RCA

(no feature analysis)
MicroRCA
Microscope

Association rules

Dataset A
PR@1
0.90

0.64

0.28
0.84
0.82
0.36

PR@3
0.92

0.70

0.54
0.92
0.88
0.56

PR@5
0.96

0.84

0.90
0.94
0.90
0.78

MAP
0.927

0.727

0.573
0.900
0.867
0.567

Dataset B
PR@1
0.89

0.53

—

0.79
0.74
0.47

PR@3
0.95

0.63

—

0.84
0.79
0.58

PR@5
1.00

0.74

—

0.89
0.84
0.63

MAP
0.947

0.633

—

0.840
0.790
0.560

ASG: anomaly subgragh MAP: mean average precision RCA: root cause analysis
PR: precision WFPT: weighted fault propagation topology

▼Table 2. Examples of alarms generated during a fault in Dataset B

Timestamp

2020/2/27 10:01
2020/2/27 10:01
2020/2/27 10:01
2020/2/27 10:01
2020/2/27 10:01
2020/2/27 10:01
2020/2/27 10:01
2020/2/27 10:01

NE

4 167
4 715
4 167
4 167
4 166
4 595
5 496
5 497

Duration

1 000
12 000
15 000
11 000
5 000
10 000
6 000
5 000

System
Type

4 198
4 590
4 197
4 590
4 590
4 198
4 590
4 197

Code

964
18 956
43

18 956
18 956
964
18 956
43

Severity

1
2
4
4
3
1
3
4

Alarm
Type

0
3
0
3
3
0
1
4

Root

0
0
1
0
0
0
0
0

NE: network element

▼Table 3. Features used for feature importance analysis in Dataset A
Feature

information entropy
max_number/min
node_num
alert_count

alert_type_num
start_time

time_duration
serious_num

Meaning

Average IDF of the system node
Maximum number of alarms per minute
Number of nodes in same systems

Total number of alarms
Number of alarm types
Relative start time
Time span (minutes)

Number of serious type alarms

▲Figure 4. Results of feature importance analysis
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not have good generalization and the effect may vary greatly in
different scenarios. This shows the operational experience
may not adapt well in different distribute information net⁃
works. Microscope uses the causal graph to explore the rela⁃
tionship between alarms, so as to locate the root causes. The
reason for its unsatisfactory effect is that the nodes down⁃
stream of the root cause is often located in the random walk of
the causal graph rather than real adjacent nodes. The method
lacks of the certain interpretability compared with the fault
propagation in a real graph. The performance of the associa⁃
tion rules based on frequent item mining mainly lies in the
fact that different faults present different behaviors, and the
rules are difficult to be used in multiple scenarios. Unless
they are updated with the change for environments. Through
the comparison in two datasets, it can be found that our
method has great advantages in the RCA. Because the fea⁃
tures are extracted and analyzed offline, the offline feature
analysis effectively reduces the impact of environmental
changes on locating accuracy in different scenarios. The
method of locating faults based on the real graph as fault
propagation is able to help operators understand the propaga⁃
tion way of faults. In a word, WFPT-RCA has wider usage,
higher precision, efficient computation and some comprehensi⁃
bility.
3.3.3 Experimental Results of Parameter Adjustment
Because the damping factor q in PageRank has its unique

physical meaning, its value also straightly impacts the metrics
of RCA. Therefore, we analyze and evaluate the influence of
the value of q on the WFPT-RCA final results in Dataset A.
As can be seen from Fig. 5, the trends of PR@3 and PR@5

are similar, which shows the change in q does not make much
difference to them. PR@1 decreases gradually with the in⁃
crease of the q value until the results of each index reach the
optimal level when q = 0.1. We can see that PR@1 decreases
obviously at q∈ [0.1, 0.2, 0.3, 0.4], which indicates that the
transition probability of random jump back to a node has a
great influence on fault location. If the q value is too large, it
directly interferes with the random walk on the ASG. As a re⁃
sult, the constraints of the real graph on the location result are

reduced and the random transfer between nodes plays a lead⁃
ing role in the location. Therefore, we generally keep the q
value in the range of 0.1– 0.15 to ensure that our method
achieve better performance.
3.4 Discussion
Here we discuss the significance of the proposed approach.
1) Generalization performance: The weighted fault propaga⁃

tion graph is constructed without the operational experience.
As system configuration is updated, it does not need to ad⁃
just the method completely. In addition, the experimental re⁃
sults in two different datasets also present better adaption.
The characteristic reduces the operators’pressure of work
and improves the availability of distributed information net⁃
works.
2) Intelligibility: Unlike the other compared methods,

WPFT-RCA mines the features of root causes from alarms.
The alarms directly filter the nodes from the real graph to con⁃
struct a weighted fault propagation graph, which can decrease
the complexity of fault location. Therefore, operators can ana⁃
lyze the behaviors of fault propagation caused by the root
cause with the weighted graph. For example, the higher the
root score is, the more related the root cause fault is. The
larger the edge weight is, the more likely fault propagation will
occur. Based on the above rules, it shows that WPFT-RCA has
better intelligibility in the cases of fault propagation.
4 Conclusions
In this paper, we propose an alarm-based method for root

cause analysis of distributed information networks based on a
weighted fault propagation topology, which is constructed in
real graph relationship and calculates weights of nodes and
edges in the ASG by the features using historical offline analy⁃
sis. The experimental results on public datasets in real sce⁃
narios show that our method can achieve 90% precision and
92.7% mean average precision. Our method is based on the
analysis of historical alarms and real graphs, which can effec⁃
tively reduce the impact of environmental configuration
changes on fault location results. In addition, the location
based on real graph helps operators understand the mecha⁃
nism of fault propagation. Verification in various kinds of
large, dynamic environments are our main future work.
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1 Introduction

In recent years, the microservice architecture has been
widely used in enterprises. Its core ideas are fine-grained
module division, service-oriented interface encapsula⁃
tion, and lightweight communication interaction. The ar⁃

chitecture splits a tightly coupled application into several in⁃
dependent services that have their own functions and run in
independent development and deployment processes. The ser⁃
vices coordinate and cooperate with each other based on a
lightweight communication mechanism. Compared with tradi⁃
tional software systems, microservice systems are character⁃
ized by finer granularity towards the division of service, more
flexible expansion, more frequent program update iterations,
etc. At the same time, in order to improve resource utiliza⁃
tion, services are often deployed in a lightweight container⁃
ized manner. In the microservice system, besides the defects
in an application itself, system failures may often be caused
by configuration errors and resource contention problems.
When a failure inside or outside the system is activated, it
may cause errors and failures, which will further spread be⁃
tween services to produce a chain reaction, affecting the ser⁃

vice performance or even making it impossible to run the ser⁃
vice normally.
Existing microservice anomaly detection approaches often

acquire the behavior features of the system through analyzing
system runtime data such as monitored system indicator data
or log data, identifying the abnormal behavior of the system,
diagnosing the type of system failure, and locating the root
cause of the failure. Some methods have key limitations and
shortcomings. Firstly, these methods often use offline training
and online detection methods, which are not efficient and
cannot adapt to system updates or data changes, resulting in
poor anomaly detection results. Secondly, the data are often
output as a stream when the system is running. The existing
methods usually apply batch processing for data analysis,
which cannot adapt to the real-time characteristics of stream⁃
ing data, leading to a high degree of lag in anomaly detec⁃
tion. Therefore, how to process and analyze these data
streams and how to construct an online anomaly detection
model have become important issues. This paper will focus
on how to use both log data and monitored system indicator
data for anomaly detection and simultaneously to improve the
model’s capabilities of self-updating and self-adapting for
streaming data.
1) An anomaly detection method with multiple data streamsThis work was supported by ZTE Industry-University-Institute Coopera⁃

tion Funds under Grant No. HF-CN-202008200001.
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is proposed. Based on the data flow of the runtime system, the
microservice anomaly features in the data stream are mined,
and online model construction and online anomaly detection
are realized with the capability of self-updating and self-
adapting.
2) A rule-based fault identification method is proposed,

which can synthesize abnormal information online, filter noise
and identify faults.
Experiments are conducted in Sock-Shop, an open source

microservice application system, to verify the effectiveness of
the method in this paper through fault injection. The experi⁃
mental results show that the proposed method can identify dif⁃
ferent types of faults with a correctness of over 81%.
2 Related Work
Formerly, anomaly detection is mostly achieved by monitor⁃

ing indicator data or learning the features of system behavior.
The related work can be classified as anomaly detection ap⁃
proaches based on monitored indicators or based on system
log analysis. The anomaly detection based on monitored indi⁃
cators include approaches based on rules, statistical methods,
or machine learning. Rule-based approaches usually define
rules by analyzing historical data and expert experience,
which helps to accurately detect anomalies that meet the
rules. However, limited to the fixed rules, it requires the in-
time updating of rules. Otherwise, an anomaly belonging to
the new cluster would not be able to be detected. Statistical
methods-based approaches assume the data obeys a certain
distribution, and then use statistical data to estimate, which
heavily relies on the assumption. The approaches based on
machine learning are usually classified by supervised learning
or unsupervised learning. Supervised learning uses plenty of
sample data with labels to train a classifier. Unsupervised
learning detects the anomaly using mathematical approaches
such as distance, density and clustering. To detect anomalies
on multiple dimension with causality, an indicator depen⁃
dency graph can be depicted to discover the abnormal indica⁃
tor. The graph-based approach generally consists of two steps,
graph representation and abnormal indicator detection. Based
on observed performance indicators, CloudRanger[1] uses the
PC algorithm to construct an influence diagram, then uses
Pearson Correlation Function to calculate the correlation be⁃
tween services, and finally uses Customized Second-Order
Random Walk Heuristic Survey Algorithm in the influence
diagram to detect anomalies. Through causal analysis, MS-
Rank[2] extracts the impact diagram between services from
various indicators, and then uses Customized Random Walk
Algorithm in the impact diagram based on the confidence of
service indicators to obtain the abnormal service level to
achieve the result.
Log-based anomaly detection includes anomaly detection

based on graph models, probability distributions, and machine
learning[3]. A graph-based anomaly detection technique con⁃

structs a model for log sequence relationship, association rela⁃
tionship, and log text content. The anomaly detection based on
the probability distribution calculates the correlation probabil⁃
ity between the log and the anomaly. The approach based on
machine learning is to extract the features of the log, and use
machine learning algorithms such as clustering for feature cor⁃
relation. CHUAH et al.[4] proposed a log diagnosis tool, which
extracts log information through a structured template and cal⁃
culates the similarity of the log to detect the anomaly log.
CHEN et al. [5] proposed a log analysis approach that analyzes
the trace log of a large-scale system. It aims to calculate and
analyze the frequency of the log template in each time win⁃
dow. The time window in which the frequency suddenly
changes is a fault window and the corresponding log is an
anomaly log. ZHOU et al.[6] proposed an anomaly detection ap⁃
proach for microservice applications called Microservice Error
Prediction and Fault Localization (MEPFL), which trains the
model through supervised learning, uses the features and in⁃
jected faults on the tracking log in the system as the training
set, and then uses the model in the production environment to
capture potential anomalies.
3 Anomaly Detection Based on Multi-
Source Data Streams
This section provides a detailed description of the approach

proposed in this paper. As mentioned earlier, this approach
performs real-time analysis on the multi-source data streams
to find anomalies and diagnose the root cause of indicators
that characterize anomalies. This approach includes three key
steps: the anomaly detection based on monitored indicators,
anomaly detection based on system logs, and real-time fault
identification (Fig. 1). Anomaly detection based on monitored
indicators, which integrates multiple time series models, is re⁃
sponsible for analyzing monitored data streams. The model
captures a variety of different features of the monitored indica⁃
tors, finds abnormal points in the indicator data in an all-
direction way, and outputs the abnormal indicator data stream.
Log-based anomaly detection is responsible for analyzing the
system log stream, constructing a real-time time-weighted con⁃
trol flow, finding different types of anomalies in the log, and
outputting the abnormal log data stream. Online fault identifi⁃
cation is responsible for integrating the abnormal indicator
data stream and the abnormal log data stream, filtering the ab⁃
normal noise, and finally identifying the fault and providing
feedback on the fault information in real time.
3.1 Anomaly Detection Based on Monitored Indicator

Data Stream
Monitored indicators can be formalized as time series

streams in the form of {xt}, where x is a specific indicator typeand t is the corresponding time for collecting. With the most
recent T indicator values (that is, selecting a sliding time win⁃
dow with length T), the anomaly detection problem of moni⁃
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tored indicators can be regarded as a historical time series
{xt-T, xt-T+1, ⋯, xt-1} with length T to determine whether thecurrent indicator value xt is abnormal or not.This paper proposes an anomaly diagnosis approach based
on monitored indicators. Specifically, the kernel density esti⁃
mation and weighted moving average approaches are selected,
and the anomaly detection results obtained are quantified and
normalized. The final anomaly score is obtained by integration
and used for subsequent root cause diagnosis.
Kernel density estimation[7] is a non-parametric test ap⁃

proach, mainly used to estimate the unknown probability dis⁃
tribution of a sample. The probability density function based
on the sample frequency is smoothed by the kernel density es⁃
timation to obtain the derivable density function. A major ad⁃
vantage of the kernel density estimation is that there is no
need to make any assumptions about the distribution of the
sample data. In the scenario of monitored indicator anomaly
detection, we aim to establish the distribution function model
of each indicator through the kernel density estimation of his⁃
torical data. When a new monitored data point is received, the
quantified degree of abnormality can be measured by using
the idea of hypothesis testing and verifying the probability that
the new data point conforms to the existing distribution func⁃
tion. Specifically, we can estimate a probability distribution
fX( x) from the historical data.
fX( x) = 1

T - 1 ∑i = t - T
t - 1

G ( )x ; xi . ( )1
Based on this distribution, we can use hypothesis testing to

calculate the degree of anomaly parameter p quantified by the
latest indicator value xt. This value will be used to calculatethe overall degree of anomaly of the data point.
Another effective lightweight unsupervised time series pre⁃

dicting approach is the weighted moving average[8]. The main
idea is to assign higher weights to the nodes that are closer to
the current moment and perform a weighted average, thereby
obtaining the predictive value of the current indicator.
xt = αxt - 1 + α (1 - α) xt - 2 + α (1 - α) 2xt - 3 + ⋯. ( )2
We use the difference between the predicted value and the

real value at the current moment as an evaluation of the de⁃
gree of the indicator’s anomaly.

The overall degree of the indi⁃
cator’s anomaly (denoted as A) is
the weighted integration of the
above two statistical values. Be⁃
fore weighting, the above statisti⁃
cal values must be normalized in
advance (mapped to the interval of
0–1). Then, statistical values are
assigned with different weights to
obtain the overall anomaly score.

A = ω1 pvalue + ω2| xt - xt | . ( )3
Indicators with an overall anomaly score higher than the

threshold are considered anomaly indicators. These indicators
will be performed with subsequent fault identification.
3.2 Anomaly Detection Based on Log Data Stream
This approach converts the log stream into a log template

stream, uses a network inference algorithm to construct and
update the control flow graph model in real time, and finally
detects anomalies in real time based on the control flow
graph model.
3.2.1 Time-Weighted Control Flow Graph
The time-weighted control flow graph (TCFG) is a directed

graph composed of edges, nodes and time weights. The nodes
represent log templates, the edges represent the transfer rela⁃
tionship between log templates, and the time-weight records
the transfer time between log templates. The time-weight is
calculated by the difference between the timestamps of two ad⁃
jacent logs of the log sequence belonging to the same request.
The formalized definition of TCFG is as follows:
TCFG = (V, E,W ) , (4)

where V={v1, v2, ⋯, vn} represents the nodes (log templates) inthe graph model, and the total number is n. E= {eij|1≤i, j≤n}represents the edge from vi to vj in the graph model. W=(wij |eij∈
E) represents the time weight of each edge in the graph model.
The TCFG model describes the request execution logic of

the healthy system and is the basis for fault diagnosis. When
the system fails, the requested log sequence will show a differ⁃
ence from the TCFG model. For example, a request outputs an
ERROR-level log that is not recorded in the TCFG model,
which indicates the system has a fault and this fault-sensitive
log is accurately located. Furthermore, a TCFG model can di⁃
agnose system request latency exceptions at a fine-grained
level. When a request latency exception occurs in the system,
the execution time between adjacent logs in the same request
log sequence increases. By comparing with the time weight in
the TCFG model, we can accurately locate the log with high la⁃
tency where the request latency exception occurs, and even
the program fragment.

▲Figure 1. Overview of the proposed approach
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3.2.2 Anomaly Detection Model Construction
In this paper, the log template mining algorithm, Drain[9], is

used to convert the log stream into a log template stream p.
The core idea is to use a transition probability function param⁃
eter αj, i to model the transition probability-time distributionfrom template j to template i. The transition probability func⁃
tion is formalized as f ( ti|tj, αj, i), representing the probabilities
of log template j to log template i appearing at the time tj and tirespectively. Through the analysis of the real log data in this
paper, a power law distribution is used to fit the function,
which is

f ( ti|tj,αj,i) =
ì

í

î

ïïïï

ïïïï

αj,i
δ ( )ti - tj

δ

-1 - αj,i
if tj + δ < ti

0 otherwise, (5)
where δ represents the minimum transition time from template
j to template i. Based on this function, the occurrence prob⁃
ability of the entire log template stream is calculated. By ad⁃
justing the parameters to maximize the occurrence probability
of the real log template stream, the log stream is fitted.
In the log template stream p, the occurrence probability of

any log template i at time ti is the sum of the transition prob⁃abilities of all previous log templates at time
(t1,…, tN| tk ≤ ti). For any log template transfer j → i, the
probability that the transfer does not occur is S ( ti |tk, αk,i)
(non-transfer probability).
S ( ti|tk,αk,i) = 1 - F ( ti|tk,αk,i) , ( )6

where F ( ti|tk,αk,i) = ∫
tj

ti
f ( t|tk,αk,i)dt. The transfer probability

of the log template transfer j → i is multiplied by the transfer
probability of j → i and non-transfer probability towards other
log templates k → i, where k ∈ {1,…, N},k ≠ j, tk < ti and A ={ αi,i|i, j = 1,…, N, i ≠ j }.
f ( ti|tj,Α ) = f ( ti|tj, αj,i) × ∏

k:k ≠ j,tk < ti
S ( )ti|tk, αk,i . ( )7

The occurrence probability of the entire log template stream
p is
f ( t≤ T,Α ) = ∏

ti ≤ T
f ( )ti|t1,…,tN\ti,Α ,

( )8
which is

f ( t≤ T,Α ) = ∏
ti ≤ T(∏tk < ti S ( )ti|tk,αk,i × ∑

j:tj < ti

f ( )ti|tj,αj,i
S ( )ti|tj,αj,i ) . ( )9

More specific simplification steps can be found in Ref. [10].
Finally, the TCFG model construction is transformed into

inferring the most likely graph structure so that the graph
structure can fit the log template flow p with the greatest prob⁃
ability. Given a TCFG, the matrix composed of transition prob⁃
ability function parameters between any two log templates in
the graph is Α. The problem can be formalized as
maximizeΑ log f ( )t,Α
subject to αj, i ≥ 0, i, j = 1,…, N, i ≠ j , ( )10

where Α = {αj, i|I, j = 1,…, N, i ≠ j}.
This approach uses the random gradient descending for

training. In each iteration during the training process, Α is up⁃
dated. The updating calculation is as follows.
αkj, i( t) = (αk - 1j,i ( t) - γ∇αj,i Lc(Αk - 1( t) ) )+, ( )11

where k is the number of iterations and ∇αj,i Lc(∙) is the gradi⁃
ent of Lc(∙). In each iteration, only the TCFG subgraph relatedto the log template that appears in the current time period is
updated. Finally, if the transition probability of the two log
templates is high enough, a corresponding edge is added to
TCFG.
3.2.3 Anomaly Detection Based on TCFG
The anomaly detection based on the control flow graph iden⁃

tifies the difference between the control flow graph and the log
sequence. There are three types of anomalies that serve as the
basis for fault diagnosis, including sequence anomalies, redun⁃
dancy anomalies, and latency anomalies. The sequence
anomaly refers to any child node of the log template T that
does not appear in the log template sequence in the expected
time window t after T. The redundancy anomaly is defined as
a new log template that has never appeared in the expected
time window after T. The latency anomaly means that the time
interval between T and the most recent child node in the log
template sequence is greater than that recorded in TCFG.
3.2.4 Real-Time Fault Identification
Our anomaly detection approach, which is based on metrics

data and log data, outputs anomaly information in real time.
However, due to data noise and the inference accuracy of the
algorithm, not all anomalies are system failures. Therefore, a
rule-based fault identification approach that combines charac⁃
teristics including anomaly density and anomaly duration is
proposed to determine system failures. The calculation func⁃
tion is expressed as follows
f (density, time) = { 10, (12)
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where 1 signifies a fault has occurred and 0 signifies no fault
has occurred. The anomaly density refers to the number of
anomalies output in real time based on monitored data and
log data over a period of time. It has been verified in Ref. [11]
that anomalies with a higher frequency are more likely to
characterize a failure. Therefore, higher anomaly density
leads to a greater possibility of system failure. The duration of
an anomaly is an important factor in determining system
faults. Generally, if there is no intervention from external fac⁃
tors, such as manual processing, critical faults will hardly be⁃
come weaker or disappear over time. On the contrary, some
system states often fluctuate instantaneously and these instan⁃
taneous fluctuations will produce anomalies that are not sys⁃
tem failures.
For these characteristics, two parameter thresholds { γ, ε }

are set for fault determination. For anomaly density, the num⁃
ber of anomalies per minute is used as the determination pa⁃
rameter. When the parameter value exceeds the threshold, it
is determined as a fault. The anomaly distribution is evalu⁃
ated by the standard deviation of the number of anomalies per
minute for each service. If the number of anomalies in the du⁃
ration exceeds the threshold, it will be determined as a fault:
f (density, distribution, time) = ì

í
î

1, desity > γ ∨ time > ε
0, otherwise .

(13)

3.2.5 Experiment Environment
In order to verify the effectiveness of the proposed ap⁃

proach, we built a microservice system based on Kuber⁃
netes as an experimental environment. The hardware plat⁃
form used in the experiment is 2 Dell R740 Server, config⁃
ured with 2 Intel Xeon Gold 5220R processors (2.2 GHz,
48 core, and 96 threads), 128 G physical memory, a 4 TB
SSD hard disk, and a Gigabit Ethernet card. For each
sever，we installed the Ubuntu LTS operating system, cre⁃
ated a virtual machine through Kernel-Based Virtual Ma⁃
chine (KVM), and then built the Kubernetes cluster on the
virtual machine. The cluster contains 2 master nodes and 3
worker nodes, with the Istio Service Grid System installed.
We also deployed supportive software for analysis such as
Jaeger, Kiali, Node-exporter, Filebeat, ELK (Elasticsearch,
Logstash, and Kibana), Zabbix, and Prometheus for log and
monitoring data collection in the Kubernetes cluster. The
resource configuration information of the virtual machine
used in the experimental environment is shown in Table 1.
We selected the open source microservice application sys⁃

tem Sock-Shop as the experimental object. Sock-Shop is an
electronic business system that simulates selling socks. The
development environment includes Java, Golang and NodeJS.
The system is divided into eight application services, includ⁃
ing Front-end (user interaction interface), Users (user registra⁃

tion and login), Catalogue (product classification), Carts (shop⁃
ping cart), Orders (submitting orders), Queue Master (process⁃
ing order queue), Payment (payment), and Shipping (deliv⁃
ery), besides the database service MongoDB and message
middleware service RabbitMQ. Each service mainly commu⁃
nicates and interacts using the HTTP protocol. Thus, the cou⁃
pling between services is low and the development and de⁃
ployment are convenient. Sock-Shop has been widely used in
Refs. [12–13] as a typical representation.
The resource configuration of each application container in

the microservice application system Sock-Shop deployed in
the cluster is set according to the official reference. The spe⁃
cific configuration information is listed in Table 2.
3.2.6 Fault Injection
In an actual production environment, the failure probability

of a running system is extremely low, and the failures are often
uncertain. A common approach is to inject specified types of
faults into the system to verify its ability of the microservice
system to handle failures and observe the operating status of
the system. We used a series of tools (Stress-ng, traffic control,
etc.) to inject faults into the Sock-Shop system and a load test⁃
ing tool (Locust) to simulate multiple users sending a series of
requests to the system at the same time, real user login, query,
order and other operations, and collected logs, metrics and ser⁃
vice KPI data generated during the running period.
By investigating the faults that often occur in the microser⁃

vice system, two representative faults are identified: applica⁃
tion faults and system resource faults. The fault description is
shown in Table 3.
▼Table 1. Virtual machine resource configuration
Virtual Machine

Number
1

2

3

4

5

6

7

Virtual Machine
Function
Master 1

Master 2

Worker 1

Worker 2

Worker 3

ELK

Others

Resource Configuration
8 Core CPU, 16 G Memory,

200 G Disk Space
8 Core CPU, 32 G Memory,

200 G Disk Space
8 Core CPU, 32 G Memory,

200 G Disk Space
8 Core CPU, 16 G Memory,

200 G Disk Space
4 Core CPU, 16 G Memory,

200 G Disk Space
8 Core CPU, 32 G Memory,

1 T Disk Space
4 Core CPU, 8 G Memory,

200 G Disk Space

Virtual Machine
Location
Server_1

Server_2

Server_1

Server_1

Server_2

Server_2

Server_2
ELK: Elasticsearch, Logstash, and Kibana
▼Table 2. Container resource configuration

CPU/m
Memory/Mi

Front-
End
300
1000

User
300
200

Catalogue
200
200

Carts
300
500

Orders
500
500

Queue-
Master
300
500

Payment
200
200

Shipping
300
500
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3.2.7 Application Faults
Application faults mainly refer to software bugs intro⁃

duced during the software development process by develop⁃
ers, such as the direct use of uninitialized objects in the
code and the incorrect boundary of a conditional statement.
When the bugs within the application are activated during
the system running, exceptions or even service failures
might appear. For application faults, we directly modify the
application source code, inject faults into the source code,
and trigger them by sending a request to the microservice
system. The application faults involve the null value, unex⁃
pected value, short-circuit in the exception statement, condi⁃
tion reversed, switch statement lacking a default value, ex⁃
ception uncaught, requested memory unreleased, and middle⁃
ware upgrade.
• Null value: When the program encounters an uninitial⁃

ized object during the running period, the error log will be
printed if there is a null value judgment statement block; an
exception error will be thrown if there is no null value judg⁃
ment. Therefore, abnormal characteristics will appear in the
application log. The corresponding service outputs a failing
request.
• Unexpected value: The variable value in the process of a

program is of the wrong type. If there is a corresponding type
judgment statement block, the error log will be printed; other⁃
wise, an abnormal error will be thrown. Therefore, the abnor⁃
mal characteristics will be shown in the application log. The
corresponding service outputs a failing request.
• Short-circuit in the exception statement: The exception

statement in the program is directly triggered and the corre⁃
sponding exception is thrown. If it is not caught, there will be
an error output in the log. If the exception is caught, the pro⁃
gram logic will change. The service outputs a request failure
or an incorrectly return result.
• Condition reversal: The judgment condition of the condi⁃

tional judgment statement used in the program running pro⁃
cess is reversed. In some cases, it will cause the wrong vari⁃
able value or even an exception thrown directly. The service
outputs a request failure.
• Switch statement lacking a default value: The switch

statement used in the running program lacks the default
branch and the existing branch cannot cover the current situ⁃
ation. In some cases, it will cause variable value initializa⁃
tion errors, null value errors, etc. The service outputs a re⁃
quest failure.
• Exception uncaught: An undeclared exception is thrown

when the program is running, and there is no corresponding
capturing and processing statement block in the code. The ser⁃
vice outputs a request failure.
• Requested memory unreleased: When the requested

memory resources fail to release in the program code, a
memory leak occurs. When the memory occupation reaches its
upper limit, the process will be killed and the pod restarted.
The service will output time-outs or request failures.
• Middleware upgrade: The upgrade of middleware which

the application is relied on causes compatibility issues. This
further causes system failures or request failures.
3.2.8 System Resource Faults
System resource faults refer to system faults in the actual

production environment due to resource contention or incor⁃
rect configurations. When this type of fault appears, service re⁃
sponse time becomes longer, leading to service instability or
unavailability. We use third-party tools to simulate service re⁃
source faults in the experiment. To simulate CPU, memory
and disk I/O exceptions, we use the open-source tool stress-ng
under the Linux operating system to seize the system’s CPU,
memory, and disk I/O resources. For network anomalies, we
use the traffic control command in the Linux system to control
network traffic to simulate network delays and network packet
loss. The system resource faults include the high node CPU
load, high container CPU load, insufficient node memory, in⁃
sufficient container memory, node disk I/O obstructed, and
network delay in the node/packet loss.
• High node CPU load: As other pods on the node seize

CPU resources, resource competition is caused, and the re⁃
sponse time of some services is affected. Faults can be found
through the memory resource monitored data on the node.
• High container CPU load: If the deployment is configured

improperly, the container memory is insufficient and the ser⁃
vice cannot run. As the dynamic expansion strategy is not set,
CPU resource load is too high under high concurrent requests.
The service request response is therefore abnormal or the ser⁃
vice request fails.
• Insufficient node memory: Due to insufficient node

memory, the node fails and all services on the node are un⁃
available.
• Insufficient container memory: Pod start-up failure or con⁃

tinuous restart of pod under high load occurs due to insuffi⁃
cient memory resource allocation. The service will be unavail⁃
able or unstable.
• Node disk I/O obstructed: Due to a large number of disk

I/O requests from other pods on the node, disk read and
write competition occurs, which leads to a prolonged service
request time.
• Network delay in the node/package loss: Packet loss or

network latency occurs on the network due to switch failure or
server network card failure, which affects the request time of
the service on the node.

▼Table 3. Two representative fault types in microservice system
Fault Type

Application fault

System resource
fault

Fault Description
Caused by null value errors in the code, short-circuit of exception
statements, condition reversal, default values missing in switch
statements, etc.
Caused by high node CPU utilization, insufficient memory, network
delay or packet loss, disk I/O blocking, etc.
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3.3 Analysis of Anomaly Detection Results
We conducted a large number of random fault injection ex⁃

periments on the system. The injected applications include
the front-end (user interaction interface), users (user registra⁃
tion and login), catalogue (product classification), carts (shop⁃
ping carts), orders (order submit), payment (payment) and
shipping (delivery). At least 20 successful activation cases
were randomly selected for each failure, and indicator data,
log data and service KPI data were collected to serve as the ex⁃
perimental data set. Recall was used to evaluate the fault diag⁃
nosis results of injected faults. The calculation of recall is
shown in Eq. (14), where TP is the number of correctly identi⁃
fied faults and FN is the number of unrecognized faults.
Recall = TP

TP + FN . (14)
The anomaly detection approach based on monitored indica⁃

tors and the anomaly detection approach based on logs pro⁃
posed in this paper were individually performed on the experi⁃
mental data set to detect the anomalies and identify the faults.
The results are shown in Table 4.

According to the experimental results in Table 4, the
method proposed in this paper can correctly identify about
78.85% of the fault types. Although the proposed method can
accurately detect and locate most anomalies, there are still
some faults that cannot be detected effectively. Through
manual analysis, the key reasons include:
1) The sampling time interval of indicator monitoring data

is too long and some instantaneous peak data cannot be col⁃
lected, thus some faults do not output abnormal values and

cannot be detected by the algorithm.
2) Some detected anomalies are false alarms, because

noises are hidden in system running data.
3) There are many kinds of application logic faults. These

faults only output abnormal values of calculation results, how⁃
ever, the degree of anomaly in the running data is not obvious.
Therefore, the algorithm proposed in this paper cannot solve
these problems.
4 Conclusions
This paper proposes an anomaly detection method based on

streaming runtime data for microservices. First, an anomaly
detection method based on monitored indicators is used to ana⁃
lyze the streaming system running data monitored. By analyz⁃
ing a variety of different features of the monitored indicators,
the abnormal points in the indicator data are found. Then the
log-based anomaly detection method is used to analyze the sys⁃
tem log stream, and the time-weighted control flow graph is
built online to detect anomalies in log data. Finally, the re⁃
sults of the previous two anomaly detection methods are inte⁃
grated and a filtering method is applied to these results to out⁃
put the final anomalies.
We simulated a microservice system based on Kubernetes

as our lab environment. Fault injection is utilized to simulate
multiple faults including system changes, applications faults
and system resources faults. Logs, monitored indicators, and
service PKI data are collected as datasets for evaluation. The
experimental results show that the proposed method can iden⁃
tify different types of faults with over 78% accuracy. In the fu⁃
ture, we consider to design more sophisticated models to cap⁃
ture features of multi-source data such as logs, monitoring
data, KPI and tracing data.
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1 Introduction

The Internet of Things (IoT) enables large-scale connec⁃
tion of IoT devices and is regarded as one of the major
applications for the fifth-generation (5G) communica⁃
tion networks. However, due to the huge number of

IoT devices, traditional IoT communication technologies inevi⁃
tably face huge energy consumption problem and a shortage of
spectrum resources. The two factors have become bottlenecks
in the development and implementation of IoT[1–2].
Ambient backscatter communication (AmBC) is a promis⁃

ing technology to address the above bottlenecks. It enables
passive backscatter devices (like passive tags) to harvest en⁃
ergy from ambient signals such as WiFi, broadcast TV, or cel⁃
lular signals, and to modulate information by dynamically ad⁃
justing the impedance inside the circuits without using any
specific RF components[3–4]. Unfortunately, as a result of the
spectrum-sharing nature and the double attenuation of the
backscatter link, the prime signal (from RF sources) is usually
stronger than the backscattered signal (transmitted by the
backscatter device) and is usually taken as interference to the
reader, leading to a severe error floor problem[5–7].
Recently, symbiotic radio (SR) system has been proposed to

tackle prime signal interference[2, 8–9]. The simplest SR system
consists of a prime transmitter (PT), a tag, and a reader, in
which the PT not only serves as an energy source to support
backscatter communication but also transmits its own informa⁃
tion. Thus, the reader needs to recover the information from
the PT and the tag. Benefitting from the cooperative communi⁃

cation property, the SR system converts the prime signal inter⁃
ference to useful information, yielding a higher achievable
rate than the traditional AmBC system[10–11].
A key challenge of the SR system is to design effective and

efficient detectors. The main difficulties are as follows. First,
the prime signal and the backscattered signal are mutually de⁃
pendent (formulated in Section 2), making it difficult to re⁃
cover the information carried by received signals. Second, the
computational complexity of the optimal detectors is rela⁃
tively high, and grows rapidly as the modulation order of the
PT and the tag increases, causing non-negligible decoding
time consumption that may exceed the strict response time
constraint of some specific IoT protocols like the industrial
RFID Gen2 protocol[12].
In order to realize effective and efficient signal detection for

the SR system, it is worth studying detectors that provide de⁃
sirable performance but with low complexity. Related research
is still in its infancy. In Ref. [13–14], the authors proposed
low-complexity linear detectors and successive interference
cancellation (SIC) based detectors to recover bits from the PT
and the tag.
The effective and efficient detector design is a practical con⁃

straint for the SR system but is rarely studied at present,
which motivates our current work. In this paper, we investi⁃
gate the signal detection problem of the SR system. The contri⁃
butions of our work are summarized as follows:
First, we formulize the system model of the SR system, and

derive the optimal maximum-likelihood (ML) detector which is
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optimal when all the symbols are equiprobable.
Then, considering that the prime signal is much stronger

than the backscatter signal, we propose a suboptimal iterative
detector with polynomial complexity. In each iteration, the
suboptimal iterative detector detects the prime signal, and
then detects the backscatter signal using the knowledge from
the detected prime signal.
Finally, we numerically analyze the bit error rate (BER) per⁃

formance of the proposed suboptimal detector. Simulation re⁃
sults demonstrate that the performance of the proposed detec⁃
tor becomes stable after about two rounds of iteration, and its
performance is close to the optimal ML detector for typical ap⁃
plication scenarios.
The rest of this paper is organized as follows. Section 2 in⁃

troduces the system model under consideration. Section 3 de⁃
rives the optimal ML detector and proposes a suboptimal itera⁃
tive detector that can reduce the computational complexity
while obtaining near-optimal detection performance. Section 4
numerically evaluates the BER performance of the proposed
detector. Finally, Section 5 summarizes this paper.
2 System Model
Fig. 1 depicts a symbiotic radio system that consists of a

PT, a passive tag, and a reader. In this system, the tag har⁃
vests RF energy from the PT, and then modulates its informa⁃
tion by varying the antenna load impedance. Compared with
the traditional ambient backscatter system, the PT is designed
to provide power to the tag and to enable communications.
Therefore, the reader receives superposed signals from the PT
and the tag. Thus, it needs to recover the information from
both of the two devices.

Let d0 represent the distance between the PT and thereader, d1 represent the distance between the PT and the tag,and d2 represent the distance between the tag and the reader.In this paper, we consider the block fading channel model,
which means the channel states are static during one time slot.
Let h0, f1, and f2 be the channel coefficients from the PT to

the reader, the PT to the tag, and the tag to the reader, respec⁃
tively. We assume h0, f1 and f2 are mutually independent,each of which follows the Rician distribution as

q ∼ CN ( kq
kq + 1 σ

2 , σ
2
q

k + 1 ) , q ∈ {h0, f1, f2}, (1)
where kq is the ratio of the energy in the specular path to theenergy in the scattered path[15–16]. Let kq = 0, and Rayleighfading is obtained. Noting that the channel state can be esti⁃
mated using pilot signals[17], we assume that perfect channel
state information (CSI) is available.
Let x (n) ∈ Ax, and b (n) ∈ Ab denote the transmitted sig⁃nal of the PT and the tag at the n-th time slot, respectively,

where Ax stands for the modulation alphabet set of the PT and
Ab stands for the modulation alphabet set of the tag. The sig⁃nal power of the PT is represented by Px.In this paper, we assume the data rate of the tag equals that
of the reader. Therefore, the signal received by the reader in
the n⁃th time slot is
y (n) = h0

da0
x (n) + η f1

dα1

f2
dα2
x (n) b (n) + ω (n) ,

( )2
where η is the attenuation inside the tag, and ω (n) is the com⁃
plex additive white Gaussian noise (AWGN) with zero-mean
and σ2 variance.
Eq. (2) can be simplified as:
y (n) = μx (n) + νx (n) b (n) + ω (n) , ( )3

where
μ = h0

dα0
,

( )4

ν = η f1
dα1

f2
dα2
.

( )5
For convenience, we define the signal-to-noise ratio (SNR) of
the prime link as γP ≜ PxE [ || μ 2 ]

σ2
, and the SNR of the back⁃

scatter link as γB ≜ PxPbE [ || ν 2 ]
σ2

.
Strictly speaking, the arrival of b (n ) is delayed by time

τ (τ ≥ 0) compared with x (n ). However, such delay can be ig⁃
nored in most scenarios for the following reasons[3, 13, 18]. First,
the tag is close to the reader with a distance usually less than
10 feet (3.048 m). Second, the signal transmission speed in⁃
side the tag circuit is so fast that the transmission delay is too
short to impact the signal detection.

▲Figure 1. Symbolic radio system model
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3 Data Detection for Symbiotic Radio
Systems
In this section, we first introduce the optimal ML detector

for the SR system utilizing the perfect CSI, and then propose a
suboptimal iterative detector.
3.1 Optimal ML Detector
The ML detector is the most suitable when all the symbols

are equiprobable. The ML detection rule is given by:
{x̂ (n) ,b̂ (n)} = arg max

x ( )n ∈ Ax,
b ( )n ∈ Ab

f ( y (n )|x (n) ,b (n) ) ,
( )6

where x̂ (n) and b̂ (n) are detected bits of the PT and the tag,
respectively. Eq. (6) can also be written as:

{x̂ (n) ,b̂ (n)} = arg min
x ( )n ∈ Ax,
b ( )n ∈ Ab

| y (n) - μx (n) - νx (n) b (n) |2.

( )7
Note that the searching time of the optimal ML detector is

|Ax | ⋅ |Ab|, and it will increase rapidly when the PT and the
tag use high-order modulation. We then propose a suboptimal
iterative detector with relatively low complexity.
3.2 Suboptimal Iterative Detector
In the SR system, the prime signal μx (n ) is stronger than

the backscatter signal νx (n )b (n ) due to the double attenua⁃
tion of the backscatter link. Therefore, x (n ) can be recovered
first with desirable performance by taking νx (n )b (n) as noise.
Then the detector subtracts μx̂ (n ) from the received signal
y (n ) to construct new statistic to recover b̂ (n ). In this process,
some recovered symbols may be erroneous. However, b̂ (n ) can
be fed back to the detector to improve the detection perfor⁃
mance. The same is true for x̂ (n ). After repeating this process
several times, the detector will obtain desirable performance.
Fig. 2 shows the block diagram of this procedure. Next, we in⁃
troduce the detail process of the suboptimal iterative detector.

1) Detect x（n）
Considering that the prime signal is stronger than the back⁃

scatter signal, we first use the ML detector to recover x (n)
while taking νx (n )b (n ) as noise. Under this circumstance, the

detection rule is:
x̂ (n) = arg min

x ( )n ∈ Ax

| y (n) - μx (n) |2. ( )8
2) Detect b（n）
After obtaining x̂ (n), the prime signal inference can be re⁃

moved by subtracting μx̂ (n ) from the received signal y (n) .
This can be written as
y2(n) = y (n) - μx̂ (n) . ( )9

Then with the use of the ML detector, b̂ (n ) is given by
b̂ (n) = arg min

b ( )n ∈ Ab

| y2(n) - νx̂ (n) b (n) |2. ( )10
3) Iterative manner
The detection results of process (1) and process (2) may be

erroneous. Fortunately, the existing work shows that the detec⁃
tion performance can be improved using the iterative detec⁃
tion manner[19]. Therefore, we can redetect x (n) as Eq. (11),
and then substitute redetected x̂ (n) into Eq. (10) to update
b̂ (n ). After a few iterations, the suboptimal detector can get
desirable performance.
x̂ (n) = arg min

x ( )n ∈ Ax

| y (n) - μx (n) - νx (n) b̂ (n) |2. (11)
We summarize the algorithm of the suboptimal detector in

Algorithm 1. In each iteration, the detector needs to search
|Ax | possible values to recover x (n) and |Ab | possible values
to recover b (n). Moreover, this algorithm repeats K times, so
the overall search time of the suboptimal iterative detector is
K ( |Ax | + |Ab | ). Considering K is a preset constant and usu⁃
ally a small value, the computational complexity of the subop⁃
timal detector is O ( |Ax | + |Ab | ).
Algorithm 1. Suboptimal Iterative Detection
Input: Ax,Ab, y (n) , μ, ν
Output: x̂ (n) , b̂ (n )
1: x̂ (n) = arg min

x ( )n ∈ Ax

| y (n) - μx (n) |2
2:While K ≠ 0
3: y2 (n ) = y (n) - μx̂ (n )
4: b̂ (n) = arg min

b ( )n ∈ Ab

| y2(n) - νx̂ (n) b (n) |2

5: x̂ (n) = arg min
x ( )n ∈ Ax

| y (n) - μx (n) - νx (n) b̂ (n ) |2
6: K ← K - 1
7: End While
4 Numerical Results
In this section, we analyze the detection performance of the

proposed suboptimal iterative detector. We first compare the

▲Figure 2. Suboptimal iterative detector scheme
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suboptimal detector with the optimal ML detector and the lin⁃
ear minimum mean-square-error (LMMSE) detector, and then
investigate the performance of the suboptimal detector in dif⁃
ferent iterations. The expression of the LMMSE detector can
be found in Ref. [20]. We summarize the computational com⁃
plexity of the three detectors in Table 1.

We consider that the PT uses the binary phase shift key⁃
ing (BPSK) modulation and the tag uses on-off keying (OOK)
modulation. Therefore, Ax = { Px , - Px }, and
Ab = {0, 1}. Specifically, b (n) = 1 means that the tag back⁃
scatters signals, and b (n) = 0 means that the tag does not
backscatter signals. We assume that the tag attenuation η =
0.8, path loss factor α = 2, channel parameter kq = 20, andthe noise variance σ2 = 1. Totally 105 Monte Carlo runs are
adopted for average.
Fig. 3 shows the BER of x (n) and b (n) versus prime link

SNR γP when setting d0 = d1 = d2 = 1 m. According to the fig⁃ure, the BER of all the detectors shows a downtrend. This is
because the backscatter link SNR γB increases with the in⁃crease of γP in our experiment setting, so all the detectorshave satisfactory performance. It is also obvious from Fig. 3
that the suboptimal detector performs better than the LMMSE
detector under both Rayleigh and Rician channels. Besides, the
proposed detector obtains near-optimal performance when γP isless than 16 dB under the Rician channel. When γP >16 dB, itsBER of b (n ) is limited by the BER of x (n) , and the suboptimal
detector is inferior to the ML detector.
Fig. 4 shows the BER of x (n) and b (n ) versus d1 when set⁃ting γP = 8 dB and d0 = d2 = 1 m. It is clear from the figurethat the suboptimal detector and the optimal ML detector have

the same performance when d1 is greater than 2 m, and thesuboptimal detector always performs better than the LMMSE
detector. This proves the effectiveness of the proposed detec⁃
tor. We can also find that the BER of x (n) decreases as d1gets larger while the BER of b (n ) increases. This is because
γB decreases as d1 increases. When d1 is large enough, thebackscattered signal gets too weak to be detected, so all the
detectors have poor performance in detecting b (n ). However,
as the power of the backscattered signal decreases, its infer⁃
ence to the prime signal alleviates, resulting in better BER
performance of x (n ).
Fig. 5 depicts the BER performance versus γP in differentiterations. In this figure, it is worth noting that“iteration 0”re⁃

fers to step 1 in Algorithm 1. It can be found that the iteration
manner can improve the detection performance under both
Rayleigh and Rician channels. With the increase of γP, the im⁃provement of iterative performance gets more significant, espe⁃
cially for the Rician channel. It can be seen that when γP isgreater than 20 dB, the BER performance of detecting x (n)
and b (n) increases by 79.5% and 50%, respectively. More⁃
over, it is clear from the figure that the curves of iteration two
and iteration three are essentially indistinguishable, which
proves that the performance of the suboptimal detector is
stable after two iterations and is consistent with the conclusion
in Ref. [19].
5 Conclusions
This paper studied the data detection problem of the SR sys⁃

tem. First, we derived the mathematical expression of the opti⁃

▼Table 1. Computational complexity of different detectors
Detector
Optimal ML
LMMSE

Suboptimal iterative

Computational Complexity
O ( |Ax | ⋅ |Ab|)
O ( |Ax | ⋅ |Ab|)
O ( |Ax | + |Ab | )

LMMSE: linear minimum mean-square-error ML: maximum-likelihood

▲Figure 3. BER of x (n ) and b (n ) versus γp with d0 = d1 = d2 = 1 m
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mal ML detector. Then, based on the fact that the power of the
prime signal is much stronger than that of the backscatter sig⁃
nal, we therefore proposed a low-complexity suboptimal itera⁃
tive detector. Numerical results showed that the proposed de⁃
tector could achieve near-optimal BER performance after
about two iterations.
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