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Editorial: Special Topic on
Wireless Intelligence for Behavior Sensing and
Recognition

MA Jianhua is a professor with Faculty of Computer
and Information Sciences, Hosei University, Japan.
He served as the Chair of Digital Media Department
of Hosei University in 2011 - 2012. His research in-
terests include networking, pervasive computing, so-
cial computing, wearable technology, loT, smart
things, etc. He first proposed Ubiquitous Intelligence
(UI) towards Smart World (SW), which he envisioned
) . in 2004 and was featured in the European ID People
Guest Editor Magazine in 2005. He is a founder of three IEEE
technical committees (Cybermatics, Smart World and Hyper Intelligence).

Behavior sensing and recognition is the core technology
that enables a wide variety of applications, e.g., healthcare,
smart homes and public safety. Traditional approaches mainly
use cameras and mobile/wearable sensors. However, all these
approaches have certain disadvantages. For example, camera-
based approaches have the limitations of requiring line of
sight with enough lighting and breaching human privacy po-
tentially. Mobile/wearable sensor-based approaches are incon-
venient sometimes as users have to always wear certain sensor-
rich devices. Recently, intelligence-based wireless techniques
(e.g., Wi-Fi, ultra-wideband (UWB), mmWave, 5G, acoustic
and light communications) are emerging as novel approaches
to behavior sensing and recognition. Compared with tradition-
al approaches, wireless signal-based approaches have a set of
advantages; for example, they do not require lighting, provide
better coverage as they can operate through certain barriers,
preserve user privacy, and do not require users to carry any
devices as they rely on the wireless signals reflected by hu-
mans, and even animals. As a result, the recognition of quite a
number of behaviors, which is difficult based on traditional ap-
proaches, has now become possible, e. g., the recognition of
fine-grained movements (such as gesture and lip language),
keystrokes, drawings and gait patterns, behavior-based authen-
tication, intrusion detection, presence monitoring, vital signals
(such as breathing rate and heart rate), etc.

This special issue of ZTE Communications provides the op-
portunity for technical researchers and product developers to
review and discuss the state-of-the-art and trends of wireless

DOI: 10.12142/ZTECOM.202103001

J. H. Ma and B. Guo, “Editorial: special topic on wireless intelligence for
behavior sensing and recognition,” ZTE Communications, vol. 19, no. 3,
pp. 01 - 02, Sept. 2021. doi: 10.12142/ZTECOM.202103001.

GUO Bin is a professor with Northwestern Polytech-
nical University, China. He received his Ph. D. de-
gree in computer science from Keio University, Ja-
pan in 2009. His current research interests include
ubiquitous computing, mobile crowd sensing, and ur-
ban computing. He has served as an associate editor
of IEEE Communications Magazine, IEEE Transac-
tions on Human—Machine=Systems, ACM IMWUT,

and so on. He received the support of the National

Guest Editor
2020. He is a senior member of IEEE and CCF.

Science Fund for Distinguished Young Scholars in

intelligence for behavior sensing and recognition techniques
and systems. We have six invited papers covering different
topics of wireless intelligence, including key techniques, ap-
plications and the literature review.

The first article, “HiddenTag: Enabling Person Identifica-
tion Without Privacy Exposure”, by QIU et al. summarizes the
research of person identification and introduces a novel ap-
proach without privacy exposure by leveraging acoustic and
Wi-Fi channel state information (CSI) sensing. The authors uti-
lize smartphones to identify different users via profiling indoor
activities by inaudible sound. The proposed approach gener-
ates specific sound signals and acoustic features for construct-
ing the human body signatures. The authors also use CSI sens-
ing to trigger the system of acoustic sensing. Based upon the
implemented prototype and evaluation results, this introduced
approach can distinguish multiple people in 10 - 15 s with
95.1% accuracy and maintain 84% — 90% online accuracy.

The second article, “Device-Free In-Air Gesture Recognition
Based on RFID Tag Array”, by WU et al. introduces a novel
system to recognize both dynamic gestures and static gestures
via a device-free approach based on an RFID tag array, which
can be used for human computer interaction. Particularly, the
authors carefully extract the temporal-spatial feature of received
signals to distinguish dynamic gestures and static gestures.
Moreover, they design a convolutional neural network and Long
Short-Term Memory (CNN-LSTM) combined framework to rec-
ognize the gestures by considering the temporal and spatial fea-
tures together. The authors have implemented a system proto-
type and conducted the extensive experiments that show over
90% accuracy in the gesture recognition.

The third article, “Indoor Environment and Human Sensing
via Millimeter Wave Radio: A Review”, by LIU et al. is a sys-

temic review of mmWave sensing. The authors summarize the

ZTE COMMUNICATIONS | 01
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prior works with a focus on two typical mmWave sensing
tasks: environment reconstruction and human behavior recog-
nition. Through these works, the unique advantages of
mmWave, i.e., fine-grained sensing resolution and robust sens-
ing for multiple co-existing objects, are highlighted. Finally,
they use a table to further classify the works and discuss the
potential directions for future work, which may inspire new
ideas in the mmWave sensing field.

The fourth article, “Using UAV to Detect Truth for Clean
Data Collection in Sensor-Cloud Systems”, by LI et al. presents
the research about a flexible and convenient data collection
method in sensor-cloud systems and classifies the methodolo-
gies into two categories: the mobile vehicle (MV) based and mo-
bile edge users (MEUs) based. In view of the latter, the authors
further elaborate its pros and cons. As a conclusion, the au-
thors point out that the important issue in such applications is
the security of data collection which mainly comes from the se-
curity of MEUs and sensing devices, and put forward a scheme
that uses unmanned aerial vehicles to detect the truth of sens-
ing devices and MEUs (UAV-DT) to ensure the security of the
data source and transmission in the sensor-cloud systems.

The fifth article, “Artificial Intelligence Rehabilitation
Evaluation and Training System for Degeneration of Joint Dis-

02 | ZTE COMMUNICATIONS
September 2021 Vol. 19 No. 3

Wireless Intelligence for Behavior Sensing and Recognition

ease”, by LIU et al. studies the degeneration of joint disease
using Al technology. To find effective, convenient and inex-
pensive therapies, the authors magnificently combine Tradi-
tional Chinese Medicine (Daoyin) with Al to design a rehabili-
tation assessment system. Several technologies are incorporat-
ed, including key-point detection, posture estimation, heart
rate detection and deriving respiration from electrocardiogram
(ECG) signals. The system is embedded into a portable wire-
less device for beneficial use in daily life. Their experiments
show the effectiveness of the proposed system.

The last article, “A Survey of Intelligent Sensing Technolo-
gies in Autonomous Driving”, by SHAO et al. presents a thor-
ough review of intelligent sensing technologies for autonomous
driving. Autonomous driving is a promising technique for the
future of vehicles. The authors investigate the impact of sens-
ing technologies on car architecture shaping and explore the
generic intelligent sensing algorithms in autonomous driving.
They also discuss the future trends of intelligent sensing in au-
tonomous driving, such as end-to-end policy decision models.

We are grateful to all the authors for their valuable contribu-
tions and to all the reviewers for their valuable and construc-
tive feedback. We hope that this special issue is interesting
and useful to all readers.
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QIU Chen', DAI Tao?, GUO Bin', YU Zhiwen', LIU Sicong'

(1. Northwestern Polytechnical University, Xi’an 710072, China;
2. Chang’an University, Xi’an 710064, China)

Abstract: Person identification is the key to enable personalized services in smart homes, in-
cluding the smart voice assistant, augmented reality, and targeted advertisement. Although re-
search in the past decades in person identification has brought technologies with high accura-
cy, existing solutions either require explicit user interaction or rely on images and video pro-
cessing, and thus suffer from cost and privacy limitations. In this paper, we introduce a device-
free personal identification system — HiddenTag, which utilizes smartphones to identify differ- DOI: 10.12142/ZTECOM.202103002

ent users via profiling indoor activities with inaudible sound and channel state information
https://kns.cnki.net/kcms/detail/34.1294.

TN.20210819.1211.001.html, published
online August 19, 2021

(CSI). HiddenTag sends inaudible sound and senses its diffraction and multi-path reflection
using smartphones. Based upon the multi-path effects and human body absorption, we de-
sign suitable sound signals and acoustic features for constructing the human body signa-
tures. In addition, we use CSI to trigger the system of acoustic sensing. Extensive experi- Manuscript received: 2021-06-15
ments indicate that HiddenTag can distinguish multi-person in 10 - 15 s with 95.1% accura-
cy. We implement a prototype of HiddenTag with an online system by Android smartphones

and maintain 84% - 90% online accuracy.

Keywords: person identification; acoustic sensing; CSI; smart home

Citation (IEEE Format): C. Qiu, T. Dai, B. Guo, et al., “HiddenTag: enabling person identification without privacy exposure,” ZTE Com-
munications, vol. 19, no. 3, pp. 03 - 12, Sept. 2021. doi: 10.12142/ZTECOM.202103002.

1 Introduction ers’ privacy. Camera and computer vision based solutions can

umerous applications are enabled with the realization recognize different persons effectively, but unfortunately us-

of smart living environments and Internet of Things
(IoT). Person identification is essential for smart home
services, such as real-time recommendations on TV
and human-machine interactions in video games'" *. Based on
the personalized applications, users can obtain desirable servic-

. 3
es pervasively

. Therefore, an accurate, light-training and re-
al-time person identification approach is needed.

Existing person identification mechanisms have many limi-
tations that prevent them from being adopted pervasively. One

of the biggest limitations is that they are often intrusive to us-

ers’ faces, gestures and other information may be exposed to
others'® *. For example, monitoring a person’s face when she/
he is sitting on the sofa and walking in the hallway may cause
privacy concerns.

Moreover, many person identification methods need a user
to do extra work to help recognize the user. For example,
smart speakers such as Amazon Echo and Google Home can
identify users by their voiceprints. This approach requires us-
ers to speak to trigger recognition”, which is a reactive solu-
tion. We therefore ask the question: can we identify users with-

ZTE COMMUNICATIONS | 03
September 2021 Vol. 19 No. 3



Special Topic
QIU Chen, DAI Tao, GUO Bin, YU Zhiwen, LIU Sicong

out asking them to do any additional work and preserve their
privacy?

To this end, we introduce HiddenTag, a new device-free
person recognition system without pre-installed infrastructure
or additional sensors. Only with the built-in smartphone, as
shown in Fig. 1, the acoustic sender provides the high frequen-
cy sound (18 - 21 kHz) from which people cannot hear. When
a user enters the smart environment, the user can keep the
normal activities, such as walking, standing, and other types
of human activities, and all these can be profiled by an acous-
Based on the
multi-path effects and bodies absorption in experimental sce-

tic receiver on off-the-shelf mobile devices.

narios, HiddenTag constructs the acoustic signatures for differ-
ent persons. We design high frequency based features and en-
rich these features by utilizing sweeping and multi-tone tech-
niques. Besides, we explore channel state information (CSI) to
detect the human body and trigger the person identification ap-
proach. By leveraging machine learning models, our system
recognizes different users efficiently in smart home environ-
ments. Case studies show the online identification can reach
90.2% accuracy and the corresponding offline group achieves
96.0% accuracy.

In addition, we pre-trained some common types of noises
in the learning model and made HiddenTag more robust to
noises. According to the collected historical data and tempo-
ral correlation feature, our system further calibrates some er-
Related
SmartThings such as smart LED bulbs and media players are

rors by using the proposed prediction model.

able to provide personalized services based on classification
results. This paper makes the following contributions: 1) To
the best of our knowledge, HiddenTag is the first high fre-
quency (18 - 21 kHz) acoustic sensing solution for person
identification; 2) HiddenTag has introduced sweeping and
multi-tone techniques to enrich feature spaces. Adding com-
mon types of noises makes HiddenTag robust to real environ-

ment noises; 3) HiddenTag is implemented both online and

HiddenTag: Enabling Person Identification Without Privacy Exposure

offline. The proposed offline system achieves 96.2% accura-
cy with four users and the corresponding online system reach-
es 90.2% accuracy.

The rest of the paper is organized as follows. Section 2 intro-
duces the system design. Experiments and simulations are
shown in Section 3. Section 4 further discusses the evalua-
tions. We provide related work and comparison in Section 5.
Conclusions and future work are in Section 6.

2 System Design

2.1 Overview of Our Approach

* HiddenTag employs existing smartphones without com-
plex hardware modifications. The procedure of HiddenTag is
illustrated in Fig. 2, where HiddenTag is a device-free system
based on acoustic sensing. Off-the-shelf smartphones send
high frequency (18 - 21 kHz) sound signals via speakers. The
sound emitter can select one from the following three models:
single-tone model, multi-tone model, and sweeping model. Af-

ety
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fected by the user’s indoor activities, the acoustic signals are
changed in the propagation channels. Receivers of HiddenTag
sense the varied acoustic information by microphones. By le-
veraging a band-pass filter, our system only processes the
sound in the frequency range of 18 kHz and 21 kHz, which
cannot be heard by human beings.

* In the training phase, based on feature engineering, the
system trains different users and labels corresponding data. In
the testing phase, HiddenTag adopts a band-pass filter to re-
duce noises. Classifiers based on the machine learning model
are built to identify different users in smart home environ-
ments. Further, HiddenTag implements various personalized
services (smart LED, music, smart TV, etc.) relying on the re-
sults of person identification.

2.2 Preliminaries

The fundamental idea of HiddenTag is that users can be
recognized by their acoustic signatures. When the recorder re-
ceives acoustic signals, different degradations occur at differ-
ent frequencies due to frequency selective fading. Additional-
ly, multi-path effects, diffraction, and reflection also impact
the acoustic signals. Once users walk in an indoor environ-
ment, walking activities and human bodies cause unique
multi-path effects and body absorption. Fig. 3 illustrates the
causes of such attenuation.

To verify this perspective, we conduct preliminary experi-
ments in an empty room, the size of which is 5 mx5 m. We em-
ploy two Huawei Mate 30 smartphones as the acoustic sender
and the receiver. The heights of the sender and receiver are
75 c¢m. The acoustic sender generates sounds frequencies from
18 kHz to 21 kHz. The sampling frequency is 48 kHz. In
sweeping mode, the sweeping period is 0.02 s.

We record acoustic data for three control groups. In the be-
ginning, the experimental room is empty. In the following two
groups, User 1 and User 2 enter the room and walk around the
sender and receiver.

As shown in Fig. 4, the x-axis indicates the time of the ex-
periment and the y axis refers to the range of sound frequency.
We conclude that for each control group, the power distribu-
tions on the different spectrums are different, and less power
is distributed on the spectrum when there are users compared
with the empty group.

Therefore we design an approach that leverages the differ-
ent signatures to identify users in the following.

2.3 Sending Inaudible Sound

As we explore the inaudible sound that can be generated
from built-in smartphones, choosing parameters for sound gen-
eration is a challenge. According to our experimental results
and literature, only generating single-tone acoustic signals be-
tween 18 kHz and 21 kHz is difficult to support accurate per-
son identification because of the limited information. The fea-
ture space is constrained by a fixed sending frequency.

Special Topic
QIU Chen, DAI Tao, GUO Bin, YU Zhiwen, LIU Sicong
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S(t) = A- sin(2mf,(t)t) . (1)

As shown in Eq. (1), S(¢) is the amplitude value of the sin
wave, and f; is the frequency of the sound wave that we send.
If £, is a fixed value, the value of S(z) can only reflect the wave
at a certain frequency, which means that we do not utilize the
inaudible sound on smartphones efficiently. Therefore, we in-
troduce two other models, namely the sweeping model and the
multi-tone model, to improve the identification accuracy by en-
riching feature space.

1) Sweeping model: We propose periodic frequency sweeping
from 18 kHz to 21 kHz and set sampling frequency as 48 kHz.
Consequently, the frequencies change quickly and cover all the
frequencies from 18 kHz to 21 kHz in a short time period. This
selection makes the generated sound inaudible for most people,
but enriching the feature space for acoustic sensing.

L@ =fi + (£, = fi) x Al @)

Different from Eq. (1) where f, is a fixed value, the value of
and f, in-

dicate the upper bound and lower bound of the sweeping

f, is determined by Eq. (2) in the sweeping model. f,
range. ¢, is the duration of each sweeping period. At is the in-
crement of the current time. As a result, the feature space of
sweeping mode includes the data information from different
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frequencies.

2) Multi-tone model: Even though the sweeping model in-
cludes different sound frequencies in a certain time period, for
a specific time point, it can only emit a fixed frequency. In
this subsection, we propose a multi-tone model. The sender
provides more than one sound wave at the same time. The
sender emits inaudible sound waves composed of multiple fre-
quencies. Each component of the synthetic sound represents
one sound wave at the designed frequency. Consequently, the
multi-tone model enables the opportunity to cover more fre-
quencies simultaneously. However, if HiddenTag emits sound
at different frequencies, the distributed power on each fre-
quency will decrease. We will apply the three models and
compare the results in the section of performance evaluation.

In general, the multi-tone model can enrich feature space
by increasing the number of tones. However, the increasing
number of tones will reduce the power assigned to each tone.
If the power distributed on each tone is too low, the identifica-
tion results will decrease when we apply support vector ma-
chine (SVM) classification. Fig. 5 shows the result of FFT for

the 3 sound generation models.

2.4 Receiving Sound

The process of receiving sounds is introduced as follows.

1) Sensing trigger: In HiddenTag, a sensing trigger is need-
ed for person identification. Sensing trigger in our system de-
tects users in a certain area rather than the whole home space.
That is, HiddenTag should not recognize users everywhere ex-
cept for the targeted sensing areas in the smart home. When a
user enters the targeted area, HiddenTag will be turned on to
collect acoustic data. Otherwise, the HiddenTag remains inac-

HiddenTag: Enabling Person Identification Without Privacy Exposure

tive. This switch can save the energy of smartphones and
avoid high frequency acoustic signals when they are unneces-
sary. In our system, we adopt WiFi CSI signals"’ ", which
are accurate and pervasive RF signals in smart homes, as the
sensing trigger. Once our system detects CSI variations be-
tween wireless routers and receivers, HiddenTag will start
acoustic sensing in the experimental area where the receiver
locates.

2) Fast Fourier transform (FFT): Modern smartphones are
able to generate sound waves with frequencies from 20 kHz to
22 kHz. There is an interesting phenomenon: most people can-
not hear the sound between 18 kHz and 22 kHz. Considering
that the users in the smart home do not suffer from the hear-
able noises, we can leverage such sound to identify different
users. We use two smartphones in which the FFT converts
time domain signals into representation in the frequency do-
main. That is, the FFT takes a block of time-domain data and
returns the frequency spectrum of the data. Based on applying
FFT and inverse fast Fourier transform (IFFT), we obtain data
from both the time domain and frequency domain.

3) Band-pass filtering: In order to reduce the noises from
the background and focus on the high acoustic frequency
range, we adopt a band-pass filter. A band-pass filter passes
signals with frequencies in a certain range and attenuates sig-
nals with frequencies out of that range. We keep the sound sig-
nals in the frequency range between 18 kHz and 21 kHz. The
order of the band-pass filter is 9.

2.5 Launch Machine Learning Engine
1) Constructing acoustic features: Designing suitable fea-
ture space is important and challenging for high frequency

1 T
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A Figure 5. Three models of sound generation
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sound. Different from most speech recognition works, classical
features such Mel frequency cepstral coefficient (MFCC) "
and AFTE"™ do not work well in our system. In HiddenTag,
we explore classical features in statistics and extract them
from both the time domain and frequency domain.

The features are calculated for a time window, the size of
which can be adjusted based on the system’ s recommenda-
tions. In each time window, Table 1 shows the main features
adopted in our system.

Specifically, we introduce power spectral entropy and crest
factor in detail. In specific, entropy is a common measurement
of disorder within a macroscopic system. In HiddenTag, spec-
tral entropy is defined as following steps. First, we compute
the spectrum X(w,) of the received signal. Next, we calculate
the power spectral density (PSD) of the received signal via
squaring its amplitude and normalizing it by the number of
bins.

I
P(w,)= SF )

Then, we normalize the calculated PSD so that it can be
viewed as a probability density function (PDF).

_ P(w;)
"7 Pw). @

The power spectral entropy can be now calculated using a
standard formula for an entropy calculation.

PSE = =" pilnp,. )

Crest factor is a feature indicating the ratio of peak values
to the effective value for a waveform. For example, crest factor
1 indicates no peaks and higher crest factors indicate peaks.
In our system, as shown in Eq. (6), the crest factor refers to the
peak amplitude (x ) of the waveform divided by the root
mean square (RMS) value (xy,) of the waveform. Let C, de-

note the crest factor and RMS denote the square root of mean

VTable 1. Main features extracted in HiddenTag

Features Explanation

Crest factor The value indicates how extreme the peaks are in a waveform

Energy The energy of the signal in the time domain

Entropy of energy The entropy of energy in the time domain

Spectral centroid The center of the gravity of the frequency domain spectra

Spectral spread The average spread of the spectrum in relation to its centroid

The frequency below 90% of the magnitude distribution of the
Spectral roll-off .
spectrum is concentrated

Spectral flux The squared difference between two successive spectral frames

Spectral entropy The entropy of the spectral energies

. The ratio of the geometric mean to the arithmetic means of a
Spectral flatness
power spectrum

Zero crossing rate The rate of sign-changes along with a signal
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square (the arithmetic mean of the squares of a set of num-
bers), we have:

X peak

XRus . (6)

C. = 20log,,

2) Handling noises: Although we have used band-pass fil-
ters to reduce the noises which are not in the target range,
there are other noises distributed on the frequency area from
18 - 21 kHz. These noise samples may reduce the classifica-
tion accuracy of HiddenTag. Considering common noises in
smart home environments include speaking, clapping, and
some background noises, our system can add to or remove four
types of noises (background, clapping, speaking and door
knocking) from the dataset automatically when we train classi-
fication models. Besides, we can assign different ingredients
to each type of noise. Once the noises occur in the testing
phase, since the training model includes common noises, our
system is confident in handling such a problem.

3) Classification: HiddenTag leverages SVM as the classifi-
cation algorithm. Before implementing SVM in the proposed
system, we should consider two problems. Which type of ker-
nel shall be adopted? How to set the value of the penalty pa-
rameter? In our datasets, since the number of features is larger
than that of observations, according to characterizations of
common kernels, we select linear kernels for our SVM ap-
proach. Additionally, a low-value penalty parameter in SVM
tends to make the decision surface smooth, while a high penal-
ty parameter tries to train all samples correctly by giving the
model freedom to select more samples as support vectors. We
need to select the penalty parameter in SVM to achieve opti-
mal results. HiddenTag adopts grid search to choose the penal-
ty parameter. Besides, since our system aims to identify users
in a short time period, the observation samples are limited. Ac-
cording to the features of common kernels used in SVM (linear
kernel, radial basis function (RBF) kernel, etc.), we adopt lin-
ear kernels to obtain the optimized classification results.

4) Calibrate exceptions by prediction: Even if HiddenTag is
able to identify different users, there still exists the probability
of recognizing users incorrectly. Based on our observations, if
the proposed system identifies users successfully for most cas-
es, when some exceptions happen, we can calibrate the errors
by historic information. In our system, as shown in Algorithm
1, we introduce an approach to avoid exceptions by leveraging
the historical information. In each round, when we identify a
user, our system not only counts the classification result from
SVM in the current round, but also adds the previous results
with a certain proportion (a). The parameter a can be adjusted
according to the feedback of test cases.

Algorithm 1. Calibration algorithm for exceptions in HiddenTag

Require: a - between 0 and 1; P/(j) - classification result
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of user i in time period j before calibration
Ensure: U,
(identification result); n is the number of users, m is the num-

. — the user with maximal prediction probability
ber of time rounds
forint:=0;i < n;i++ do
for intj = 0;j < m; j++ do
predict user by current round result and historic data
P.(j)=P,(j - 1) x a+ P/(j)
end for
end for
U,.. is the user with maximal prediction probability
select the user with the highest confidence in SVM
Return U,

2.6 Applications of Personal Identification at Smart
Home

Because HiddenTag can distinguish users in a smart home
with convincing accuracy, we implement more applications
via SmartHome Hub to provide personalized services. Our sys-
tem integrates smart LED and speakers to show the identifica-
tion results. For the installed smart LED, it will be assigned
with different colors to different users. Once the user is identi-
fied, the corresponding color will be shown on the bulbs. The
speaker can play personalized music for different users. If the
user’s web account is associated with HiddenTag, the prefer-
ence music will be played on the smart speaker once the user
is recognized. The system does not require explicit user inter-
actions, such as login to an account, recognizing, recalling, or
executing users’ preferences. More applications can be inte-
grated through SmartHome Hub based on the results of person
identification.

3 Evaluation

3.1 Experiment Setup

HiddenTag includes an Android application and a module-
view-control (MVC) based website to process acoustic data
and recognize users. All the devices are deployed in a smart

HiddenTag: Enabling Person Identification Without Privacy Exposure

home environment. We use a Huawei Mate 30 smartphone as
the controller, sender, and receiver. A proposed mobile appli-
cation plays inaudible sound (18 - 21 kHz) on senders. It
supports three models: single-tone, multi-tone, and sweeping
frequency. Initially, we choose a multi-tone model for our ex-
periments. Our system has generated 15 tones which are dis-
tributed from 18 - 21 kHz uniformly. The speaker’s volume
is set to 100%. The distance between the sender and receiver
is 3 m. The area between the sender and receiver is empty.
The sender and receiver are placed 75 cm above the floor.
After receiving the varied acoustic signals by human activi-
ties, received acoustic data will be transmitted to the Dell
T3640 server via WiFi. Based on the Python Scikit-Learn li-
brary, HiddenTag classifies different users via SVM. The ¢
(penalty parameter) value is selected by grid search.

In our evaluation, we seek to answer three questions: Does
HiddenTag identify different users successfully? Since there
are often more than 3 family members living in a home envi-
ronment, how many distinct users that our system can identi-
fy? What factors can affect the experimental results?

3.2 Evaluation Metrics

In the offline analysis, we use accuracy in a confusion matrix
to describe person identification results. For online test results,
we define that accuracy is the success rate for our recognition.

3.3 Case Study

We divide the case study into two phases: the training
phase and the testing phase.

In the training phase, when each user enters the experimen-
tal environment, our system will detect user activities and
start to profile the user. A user walks normally between the
sender and the receiver. The user can also turn around and
stand shortly. This training procedure lasts for 60 s. After the
training procedure, the user leaves the experimental room.

When the user returns to the room, once she/he walks into
the same experimental area, HiddenTag starts to recognize the
user and shows the confidence of user recognition. This step is
the testing phase. Fig. 6 illustrates the experimental environ-

(a) Experimental scenario

(b) Photo of training procedure

(¢) Photo of tresting procedure

A Figure 6. Experimental scenario and case study
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ment and corresponding case study.

In this subsection, we observe the group with four users as
shown in Table 2. Four users participated in the experiment.
Each user was trained and tested separately. Table 3 is the
confusion matrix for the classification. As shown in Fig. 7 (a),
testing accuracy can achieve 96.1%. We thus conclude that
the time length of training influences the accuracy. The longer
time of training obtains better results. However, considering
our application scenario should limit training procedure to a
certain time length, we choose 60 s in our implementation.

Then, we focus on the number of users in our case study.
We extend our experiments from 4 users to 10 users. After
changing the number of users, based on Fig. 7 (b), we notice
our system still achieves an accuracy of more than 90%. Al-
though the system performs better when the system includes

fewer users, HiddenTag can still process 10 users with accept-

VTable 2. Information of four volunteers

User A B C D
Height/cm 176 177 174 163
Weight/kg 65 80 70 55
Age 25 31 33 40
Gender M M F F

VTable 3. Confusion matrix of four-volunteer experiment
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able accuracy.

Different volumes of the sender sound will change the
sound signal strength and identification accuracy. We did the
control group experiments to detect which percentage is the
best volume for our experiment. Fig. 7 (c) shows the improve-
ment with increasing volume.

Additionally, the distance between the sender and receiver is
another factor that affects recognition results. According to ex-
isting experimental settings, we only adjust the distance be-
tween the sender and receiver. Fig. 7 (d) shows that with closer
distance, the group achieves better accuracies. Only when the
distance is too short to profile walking activities (within 1 m),
the accuracy will decrease.

Then, we compare three sound generation models and dis-
cuss which one is the best model for the proposed system. In
Fig. 7 (e), we conduct other two control groups by using a sin-
gle-tone model and a sweeping model. For the single-tone
model, we set the frequency of the sound to 20 kHz. For the
sweeping model, we sweep frequency from 18 kHz to 21 kHz
once per second. We compare the three techniques in differ-
ent scenarios (smart homes, offices and open halls), and come
to the conclusion that sweeping and multi-tone models outper-
form single-tone models. Because multi-tone and sweeping
models increase accuracies by enriching feature space. The
multi-tone model is subjected to power decrease and thus
needs a power amplifier to improve performance.

ATl & & ¢ D Additionally, based on our observations, the errors of the
A 93.0% 1.0% 0-0% 6.0% proposed system mainly occur in the first or second frame.
L& LU AL L L Within the time increasing, the errors will decrease sharply.
¢ 0.0% 0.0% 96.0% 40% This phenomenon is caused by two reasons. First, the acoustic
D 5.0% 16.0% 0.0% 79.0% signature of each user cannot form in a very short time period.
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(a) Relation between training time and accuracies
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(f) Experiments with different types of noises

A Figure 7. Experimental results of evaluations
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Once a user has walked 3 - 5 gait cycles, our system can rec-
ognize the user based on the acoustic signature. Second, as il-
lustrated in Algorithm 1, the results will be calibrated by his-
torical data. The beginning frames do not have the capability
of enhancing accuracies by counting the results in previous
rounds.

4 Diving into Depth

In this section, we further analyze HiddenTag based on
these factors: online performance, experimental environment,
and noise handling.

4.1 Pushing Offline to Online

In order to deploy HiddenTag in a real platform, we develop
an online system to show the real-time identification results.
HiddenTag adopts Node.js and Python Flask to display the re-
al-time accuracies. The time delay of classification results can
be controlled from 2 s to 5 s. Table 4 illustrates the compari-
son between online and offline results in the same experimen-
tal scenario. As shown in Eq. (7), for a certain user, the online
accuracy is the ratio that times of successful identifications
(N) divided by the total times of identifications (V).

Aee, = = % 1009
CcCy = —— ©
‘N, . (7)

Although online accuracy is lower than offline accuracy, it
still reaches 85.0% - 90.0%. Next, we extend the online ex-
periments from a room to other scenarios with different layouts
and materials. We test HiddenTag in a conference room and a
coffee room. The two experiments have achieved online accu-
racies of 87.5% and 90.5%. The case studies have proved Hid-
denTag can work normally in different environments.

There are two reasons that the accuracy is lower in the on-
line system. First, in offline classification, SVM is able to
choose optimal parameters by brute-force searching. However,
it is difficult to optimize all the parameters in a short time peri-
od due to computational limitations in an online system. Sec-
ond, the experimental environment is changing between on-
line training and online testing. We discuss this issue in the
following subsection.

4.2 Environment Changing

Our experiments are conducted in the same environment.
Unfortunately, the same experiment scenario is always chang-
ing due to variations of environmental factors, such as temper-
ature and humidity. To assess its impact, a user walked in the
experimental scenario by a five-minute interval. Table 5
shows that the same user is classified by HiddenTag for four
times in different time slots. Even if one user enters the room
for four times, each event can be identified as different users
with 62.25% accuracy. To eliminate the environmental chang-
ing, the system needs to continuously collect long-term train-

-IO ZTE COMMUNICATIONS
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VTable 4. Comparison between online and offline results

Sweeping Single-Tone Multi-Tone
Offline 95.2% 91.0% 93.1%
Online 90.0% 80.0% 85.0%

V Table 5. Confusion matrix of identifying the same user in different
time periods

Classified
1st 2nd 3rd 4th
Ist 48.0% 6.0% 3.0% 43.0%
Actual 2nd 11.0% 74.0% 8.0% 7.0%
3rd 1.0% 5.0% 74.0% 20.0%
4th 40.0% 0.0% 7.0% 53.0%

ing data implicitly. Relying on a larger dataset that includes
more environments variations, we can identify people even if
the environment changes sharply.

4.3 Noise Handling

We simulate typical noises when conducting HiddenTag in
an experimental scenario. In this experiment, we use a Huawei
Mate 30 smartphone to play 3 audio files including a song
named “Amazing Grace”, the trailer of Game of Throne 8, and
a lecture talk of a machine learning class on Coursera. The
playing smartphone is close to the receiver (30 cm). By adopt-
ing the proposed noise handling method introduced in Section
2.5, Fig. 7 (f) shows that our system still reaches acceptable ac-
curacies even if it encounters different types of noises. Hidden-
Tag can work normally under some types of noises, but the ac-
curacies decrease when it encounters some noises, such as the
noises made by the working elevator and starting of the heater.

5 Related Work and Comparison

Existing person identification approaches broadly rely on
computer vision and image techniques. By analyzing users’
faces and fingerprints, researchers and engineers have provid-
ed numerous solutions to user recognition. As a classical face
recognition approach, Turk and Pentlend leverage Eigenfaces
to define the face space and identify people!*. Recent re-
searchers use the deep network to enhance recognition accura-
cy'®"” "% DeepID3! designs a high-performance deep convo-
lution network and adds supervision to early convolutional lay-
ers, and it represents the state-of-the-art technology on You-
Tube Faces benchmarks. Voice recognition is another type of
common approach to identify a user. MUDA et al."'” explore
MFCC and dynamic time warping (DTW) techniques to recog-
nize users. In addition, biometrics techniques, such as finger-
print and retina, are other common types of person identifica-

tion!"® "%

I, Unfortunately, all of these methods face privacy con-
cerns. Although these approaches can recognize users by bio-
metric information, the key personal and private information
has to be exposed.

Recently, some alternative methods have been proposed to
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identify persons. Researchers adopt wireless sensing to identi-
fy persons, gestures, and even micro-activities™ **. By classi-
fying variations of WiFi signals, WiWho " leverages CSI to de-
scribe the user’s walking behaviors and identify users in WiFi
environments. However, wireless sensing methods often need
specific devices, such as the emitter and the receiver with CSI
drivers, which are not common in smart home environments.

Acoustic sensing has been a hot topic recently, and lots of
corresponding applications, such as speech recognition, in-
door localization are implemented in smart homes™ *”. GEI-
GER et al.” presented a system for identifying humans by
their walking sound, by leveraging MFCC and Hidden Markov
Model, which has reached the offline identification rate of
65.5% for 155 subjects. This approach depends on the sounds
of footsteps. Once the shoes and floors are changed, the sys-
tem might not work normally. This method does not consider
noise handling and online accuracies in a real environment.
Actually, there is no solution for person identification area by
acoustic sensing without human voice or step sound.

As shown in Table 6, different from the existing solutions,
HiddenTag is a device-free and highly accurate person identi-
fication approach. By using built-in smartphones, we can rec-
ognize users only by profiling the common indoor activities at
home and in office environments.

6 Conclusions and Future Work

HiddenTag represents the first device-free system that em-
ploys inaudible acoustic sensing to achieve accurate person
identification. Through this process without any hardware
modification, we gain important insights: 1) acoustic informa-
tion with frequencies from 18 - 21 kHz can profile human in-
door activities and recognize users in smart home environ-
ments; 2) sweeping frequency and multi-tone models can im-
prove SVM classification for acoustic datasets by enriching
features; 3) online and offline identification accuracy can
reach more than 90% in simplified testing and training proce-
dures which are close to normal activities in the environments
similar to smart homes. We believe HiddenTag’ s salient ad-
vantages will enable a myriad of personalized services in
smart homes, including smart voice assistants, augmented real-
ity, energy saving, and various pervasive applications.

Moving forward, we are aiming to further improve the identi-
fication accuracies by leveraging other machine learning tech-

VTable 6. Comparison between HiddenTag and other classical approaches
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niques such as recurrent neural networks and generative ad-
versarial networks and enrich the acoustic features by leverag-
ing transfer learning. In addition, we aim to extend single per-
son identification to multi-person with more walking patterns.
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Device-Free In-Air Gesture
Recognition Based on RFID
Tag Array
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Abstract: Due to the function of gestures to convey information, gesture recognition plays
a more and more important part in human-computer interaction. Traditional methods to
recognize gestures are mostly device-based, which means users need to contact the devic-
es. To overcome the inconvenience of the device-based methods, studies on device-free
gesture recognition have been conducted. However, computer vision methods bring priva-
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cy issues and light interference problems. Therefore, we turn to wireless technology. In
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this paper, we propose a device-free in-air gesture recognition method based on radio fre-
quency identification (RFID) tag array. By capturing the signals reflected by gestures, we
can extract the gesture features. For dynamic gestures, both temporal and spatial features
need to be considered. For static gestures, spatial feature is the key, for which a neural Manuscript received: 2021-06-10
network is adopted to recognize the gestures. Experiments show that the accuracy of dy-
namic gesture recognition on the test set is 92.17%, while the accuracy of static ones is

91.67%.
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1 Introduction er interaction, is a research hotspot.

ecent years have seen the rapid growth of human- Methods of gesture recognition include device-based ones

computer interaction and its applications range from
somatosensory games to smart screens. In these ap-
plications, gestures are an important way to convey
information. How to perceive gestures through the device, so
as to realize accurate recognition and natural human-comput-

This work was supported by National Natural Science Foundation of Chi-
na under Grant Nos. 61902175, 61872174 and 61832008 and Natural Sci-
ence Foundation of China under Grant No. BK20190293.

and device-free ones. The device-based methods need users
to wear or touch the device, so as to perceive human ac-

1-2 . . .
|, However, wearing a device is not natural for users

tion'
and the battery is a big headache. On the contrary, the de-
vice-free ones do not need users to touch the devices. They

.. . . . [3-4]
use computer vision or wireless technologies instead” ™.
Though accurate, computer vision brings privacy concerns
and is sensitive to light interference. Therefore, we turn to ra-
dio frequency identification (RFID), which is a kind of wire-

less technology. Based on RFID, users only need to perform
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gestures in the air naturally and do no need to care about the
privacy issues.

Here comes the question: how to recognize gestures based
on RFID? With regard to hand gestures, through a passive
RFID tag, we can get the signal reflected by the hand. How-
ever, one tag is far from enough to accurately recognize ges-
tures. Therefore, we use tag array to sense gestures. When
performing a gesture, the hand has different influences on
different parts of the tag array, which provides more diverse
information for recognition. Features extracted from the sig-
nal along time can be regarded as an image sequence, which
contains both spatial features and temporal features. For dy-
namic gestures, we should take both the spatial and temporal
features into consideration. Here, a combined convolutional
neural network and Long Short-Term Memory (CNN-LSTM)
system is proposed to process spatial features from the tag ar-
ray by the CNN and process temporal features in the image
sequence by the LSTM. For static gestures, we can get the fi-
nal feature image from the image sequence as the snapshot of
the gesture, and use CNN to recognize it.

There exist some challenges, however. First, it is impor-
tant to improve the robustness of recognition. When differ-
ent users perform gestures at different speeds, the system
need to be robust enough to recognize them. Second, for dy-
namic gestures, both spatial and temporal features need to
be considered, which should be dealt with carefully. Third,
for static gestures, we need to extract their features from dy-
namic signals. How to decide the final features for recogni-
tion is the key.

In this paper, our contributions are shown as follows:

1) We propose a device-free in-air gesture recognition
method based on RFID tag array, which can recognize dy-
namic gestures and static gestures.

2) For dynamic gestures, we take both spatial and tempo-
ral features into account and discuss several structures for
recognition. CNN and LSTM are combined to get better per-
formance and adjustment is made to improve the robustness.

3) We implement a gesture recognition system based on
our method. Experiments show that the accuracy of dynamic
gesture recognition on the test set is 92.17%, and the accura-
cy of static ones is 91.67%.

2 Related Work

When it comes to human-computer interaction, there is no
denying that action recognition is an important part. Through
action, users convey order or information and interact with
computer. From the perspective of the body part to be recog-
nized, action recognition can be divided into three kinds®":
gesture recognition, head and facial action recognition, and
overall body action recognition. In this paper, we focus on
gesture recognition, including dynamic gesture recognition
and static gesture recognition. According to whether the user

-I 4 ZTE COMMUNICATIONS
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needs to wear or touch the device, action recognition can also
be divided into device-based and device-free.

2.1 Device-Based Methods

Device-based methods need users to wear or touch and in-
put the device. These methods include mechanical, tactile,
ultrasonic, inertial and magnetic methods'®. Wearable devic-
es usually contain sensors such as accelerometers and gyro-
scopes, and based on these, they capture and recognize ac-
tion™”". The signal returned by a sensor changes along with
its moving, making it possible for us to extract action-related
features. Sometimes, RFID tags can be attached to gloves or
8791 Electromyography (EMG)
and force myography (FMG) are also used to recognize ac-

bracelets, acting as sensors

tion. JIANG et al."! propose a novel co-located approach
(EMG and FMG) for capturing both sensing modalities, si-
multaneously, at the same location, so as to better recognize
the gesture.

2.2 Device-Free Methods

Device-based methods can accurately perceive the ges-
ture, but they are not natural for users. Besides, the battery
problem is a big headache, making it more inconvenient.
Therefore, researchers turn to device-free methods. Comput-

34101 Siructure, col-

er vision is a typical device-free method'
or and even depth information can be provided through ordi-
nary cameras or depth cameras. However, as people pay
more and more attention to privacy issues, they tend to refuse
computer vision. With regard to wireless technologies, priva-
cy is no longer a problem. These kinds of methods use wire-
less signals, usually electromagnetic or acoustic, to capture
the action and recognize it. For examples, the Low-Latency
Acoustic Phase (LLAP)"" scheme uses ultrasonic signals to
recognize character gestures. WiGest''” uses WiFi signals.
MHomeGes!" recognizes arm gesture based on mmWave sig-
nals. As for RFID, RFIPad"* makes use of the phase chang-
es and received signal strength to recognize stroke move-
ments and detect direction through, so as to recognize basic
character gestures. Using hierarchical recognition, image
processing and polynomial fitting, TagSheet''” enables the
recognition of sleeping postures.

3 Preliminaries

Originating from radar technology, RFID use radio fre-
quency signals to sense and identify targets. A typical RFID
system usually consists of readers, antennas and tags'‘.
RFID tags include active tags, semi-active tags and passive
tags. Active tags are battery-assisted, while passive ones
need a reader to power them. Once powered by the signal
from the reader, an RFID tag will transmit back the signal
with its own information.

When a hand is put in front of a tag S, the signal returned
by the tag includes the signal directly transmitted to the
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tag S,,, and the signal reflected by the hand S,,,, :

§=8 + Shand ° (1)

tag

Readings returned by a tag S include phase 6 (rad) and Re-
ceived Signal Strength Indication (RSSI) R (dBm). Therefore,
with the hand in front of the tag, we can calculate the sig-
nal S

R R R
S=v100 " ¢” =\ 100 ' cosf +jV 100 'sing.  (2)

Without the hand in front of the tag, S,,,
in the same way. Therefore, by subtracting S,,,, the signal re-
flected by the hand S,,, is obtained according to Eq. (1).
Based on this, the actual power P, of S,,., and its theoreti-

can be calculated

cal power P, can be calculated:

theor

P = ‘Shand ’2, 3)
C
Py = 7, @)

where C is a constant and d is the distance from the hand to
the tag.

According to the algorithm in Ref. [17], an actual power
map and certain a theoretical power map can be got from a
tag array. Based on these two maps, a possibility map can be
created. A series of possibility maps along time form the fea-
ture image sequence we want.

4 Gesture Recognition System

Our device-free in-air gesture recognition system in-
cludes a feature extraction module and a gesture recognition
module.

4.1 Feature Extraction

The feature image sequence can be extracted based on the
preliminaries mentioned above. The extraction process in-
cludes preprocessing, gesture region segmentation and se-
quence generation.

1) Data preprocessing. A sliding window is used to prepro-
cess the data. In this phase, several consecutive readings are
combined into one, while the vacant readings of some tags
are interpolation. The moving average filter is used to smooth
the signal.

2) Gesture region segmentation. When there is a hand in
front of the tag array, the signal we get will be far different
from the one without a hand. Therefore, by calculating the
distance to the signal without a hand, we can segment the
gesture region whose distance is larger than the threshold.

3) Feature image sequence generation. Based on the for-
mer steps, an actual power map and certain a theoretical pow-

WU lJiaying, WANG Chuyu, XIE Lei

er map can be obtained. The feature image sequence will then
be calculated by the algorithm in Ref. [17]. For a 5X7 RFID
tag array, we can get a 15%21 ¢m’ feature image and each pix-
el of the image measures the possibility that the hand is in
front of the pixel grid. Fig. 1 shows such a feature image. The
brighter a pixel grid on the map, the more likely it is that the
hand will be in front of the corresponding pixel grid.

4.2 Dynamic Gesture Recognition

After a feature image sequence of a dynamic gesture is ex-
tracted, the problem of dynamic gesture recognition is trans-
formed into a feature image sequence recognition problem.
CNN has advantages in extracting spatial features from an
image, while LSTM can handle the temporal feature in se-
quence well. In order to focus both spatial and temporal fea-
tures in a feature image sequence, we can combine them as

CNN-LSTM.

4.2.1 Network Structure

For efficiency, feature images in the long image sequence
will be divided evenly into five groups. Images in the same
group will be superimposed into one frame of the feature im-
age. In this way, the original long image sequence is convert-
ed into a shorter sequence, which contains five frames of the
feature image. The size of each image is 15%21 cm’. More-
over, totally six kinds of gestures are needed to be recog-
nized, so the label of each sample is coded as a six-dimen-
sional one-hot code. The type corresponding to the highest
value of the output vector is the predicted gesture type. Here,
we adopt cross entropy as the loss function. To recognize the
dynamic gesture from the feature sequence, we start with the
CNN structure, then move to the LSTM structure, and finally
discuss CNN-LSTM, the combined one.

1) CNN structure. To make it possible for CNN to learn
from the data, images in the sequence are vertically stitched
according to their temporal relationship. Then, the 75%21 em’
image is fed into the network as a sample input. The CNN
structure is: the input layer, convolutional layer-1, pooling lay-
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AFigure 1. Feature image
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er-1, convolutional layer-2, pooling layer-2, fully connected
layer, and output layer. Activation function of the convolu-
tional layer and fully connected layer is Rectified Linear
Unit (ReLU), and one of the output layer is softmax. The ker-
nel sizes of convolutional layer-1 and layer-2 are 3X3X
n_convl, 3xX3Xn_conv2, respectively. Besides, the fully con-
nected layer maps the extracted features into an n_fc-dimen-
sional vector. Here, (n_convl,n_conv2,n_fc) forms the hyper-
parameters of the CNN structure.

2) LSTM structure. LSTM takes sequence data as input,
with each element in sequence being a vector. Therefore, we
flatten each image in the feature image sequence into a vec-
tor and feed them into LSTM along time. With all feature vec-
tors fed, LSTM advances five steps in time dimension. Here,
we take the output of last time dimension and map it into the
output vector. As for hyperparameters, the number of hidden
units n_hd is our target, which determines the ability of
LSTM to extract temporal information along time sequence.

3) CNN-LSTM combined structure. For a dynamic gesture
and its feature image sequence, CNN focuses on the spatial
characteristic in image, which carry information of gesture im-
pacts on different parts of the tag array, while LSTM focuses
on the temporal characteristic in sequence, which carry infor-
mation of the changes of the dynamic gesture along time. We
combine them as CNN-LSTM and both spatial and temporal
features are focused. Table 1 and Fig. 2 show the CNN-LSTM
structure. The CNN part takes each image in feature image se-
quence as input and outputs a summary vector for the LSTM
part. The LSTM part takes the summary vector sequence as in-
put and extracts its temporal feature. In the last time step, the
prediction vector is obtained through mapping. Here,
(n_convl,n_conv2,n_fc,n_hd) forms the hyperparameters.

4.2.2 Overfitting and Adjustment

In the process of learning, we should be vigilant against
overfitting. In training, the loss on a training set declines, but
the loss on the validation set tends to be flat or even starts to
rise. It means that the model is still learning from the train-
ing set, but the features it learns tend to include irrelevant
features, which is harmful to the generalization ability of the
model.

To deal with the overfitting, we add a dropout layer be-
tween the CNN part and LSTM part. In training, it randomly
drops neurons at this layer. All neurons will be used for pre-
diction. Fig. 3 shows the loss curve with and without the
dropout layer. As we can see, the validation loss begins to
arise after about 130 epochs without dropout, indicating that
overfitting occurs. On the contrary, this phenomenon is well-
suppressed with dropout. With ten-fold cross validation, we
set the dropout rate as 20%.

For other methods, one may think of regularization, such
as L2 regularization, which adds a penalty term to loss func-
tion. L2 regularization tends to suppress excessive weight pa-
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VTable 1. CNN-LSTM structure

Layer Description

Input: feature image sequence
Input layer Length of sequence: 5

Image size: 15x21

Extract n_conv1 features from the image

. Kernel size: 3X3Xn_convl
Convolution layer-1 .
Step size: 1

Activation function: ReL.U

Downsample the extracted features
Pooling layer-1 Pooling type: max pooling
Template size: 2X2
CNN part Step size: 2
Extract n_conv2 features from the image
. Kernel size: 3X3%n_conv2
Convolution layer-2 .
Step size: 1
Activation function: ReLU

Downsample the extracted features
Pooling type: max poolin
Pooling layer-2 . 8 yp . ; &
Template size: 2X2

Step size: 2

Fully connected Fully connect the features to n_fe-dimensional

layer summary vector

Extract features from summary vector sequence
LSTM layer Time steps: 5
LSTM part Number of hidden units: n_hd

Fully connected Fully connect the features to six-dimensional pre-

layer diction vector

LSTM: Long Short-Term Memory

CNN: convolutional neural network
ReLU: Rectified Linear Unit

Input feature image sequence

Feature Feature Feature Feature Feature

image 1 image 2 image 3 image 4 image 5 | !
[N ] [ ewnw | [enw | [ enN | [ NN ]
Summary Summary ‘ Summary Summary Summary

vector 1 vector 2 vector 3 vector 4 vector 5

v v v v v
[ 1stM F—] 1sStM |—>{ 1stM }—>{ LSTM |—>] LSJM |

Prediction
vector

LSTM: Long Short-Term Memory

CNN: convolutional neural network

AFigure 2. CNN-LSTM structure

rameters. But for CNN, it doesn’ t make much sense. For
LSTM, limitation to weight parameters will lead to rapid dis-
appearance of the learned temporal information along
time!"*!, Therefore, we don’ t use regularization to suppress
overfitting of CNN-LSTM.

Apart from the dropout layer, we adopt early stopping strat-
egy in training to avoid serious overfitting. The red line in
Fig. 3 is an example of early stopping line. If the loss reduc-
tion of the training set is less than a certain threshold or even
the loss begins to rise, the training is considered to have
made no progress in this epoch. If the model keeps making
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Train loss-w/o dropout
Validation loss-w/o dropout
Train loss-w dropout

= Validation loss-w dropout

Average loss

Early stopping line

600 800 1000

Epoch

A Figure 3. Loss curves for dynamic gesture recognition with and with-
out dropout

no progress for certain epochs, we can stop the training in
time. This prevents the model from continuing to learn even
though it tends to overfit.

4.3 Static Gesture Recognition

For static gestures, when we put our hands in front of the
tag array, the signal we received is still different from the sig-
nal without hands, which is defined as noise floor. Through
the feature extraction module, we can still extract its feature.
However, it is still difficult to distinguish between dynamic
gestures and static gestures. We use the distance to noise
floor to solve this problem. For a single tag, we calculate the
difference between its current signal and the floor noise. And
then, a module operation and a square operation are per-
formed on this difference to get the distance to noise floor for
a single tag. The sum of distances of all tags forms the dis-
tance of the tag array. As shown in Fig. 4, when a user is per-
forming a dynamic gesture, the distance to noise floor chang-
es a lot due to the movement of the hand. On the contrary, for
a static gesture, the change is relatively small. Therefore, we
can determine whether the signal is from a static gesture
through the variance of the signal. If the variance is smaller
than a threshold, the corresponding signal is regarded as be-
ing from a static gesture.

4.3.1 Feature Decision

With the feature image sequence extracted, how can we de-
cide the final feature and deal with it? If we use the CNN-
LSTM structure above, it makes no sense for the LSTM part
to extract temporal features because a static gesture keeps
unchanged when acquiring the signal, and there is almost no
temporal change relation between the two adjacent feature
images. Therefore, for a static gesture, the key is still the spa-
tial characteristic—how the gesture affects different parts of

le-8
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A Figure 4. Static gesture recognition by the distance to noise

the RFID tag array? Given this, there are two strategies for
getting the final feature.

One is compression. The whole feature image sequence is
compressed into one feature image. In other words, the final
feature is the superimposition of the images in sequence. In
this way, additive noise may be suppressed. It can be regard-
ed as a smoothing method, which smooths the possible noise,
but smooth the feature to a certain extent in the meantime.

The other is extracting or directly picking one feature im-
age as the final feature. This can be regarded as a snapshot
of the static gesture or an instant feature of it. Without
smoothing, instant feature will remain. But at the same time,
possible noise may also remain.

4.3.2 Network Structure

With the final feature image decided, the static gesture
recognition problem is transformed into a feature image rec-
ognition problem. Here, we can adopt the CNN structure
mention in Section 4.2.1 (the input layer, convolutional layer-
1, pooling layer-1, convolutional layer-2, pooling layer-2, ful-
ly connected layer and output layer). The convolutional lay-
ers extract spatial features in the static gesture feature im-
age, and the pooling layers down sample the features and re-
duce training overhead. The output layer outputs the final
prediction vector.

5 Evaluation

5.1 Experiment Setup

Experiments are carried out in laboratory environment. As
shown in Fig. 5, RF signal is transmitted through Impinj
Speedway Revolution R420 UHF RFID Reader with laird
$9028pcl RFID antenna. 5x7 AZ-9629 RFID tags are de-
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A Figure 5. Experiment deployment

ployed into a tag array and placed 0.5 m in front of the anten-
na. Users perform gestures in front of the array and PC gets
signals from the reader through the router and then recognize
them.

For dynamic gestures, six kinds of gestures are needed to
be recognized: rotating left, rotating right, swiping left, swip-
ing right, zooming in, and zooming out. We collect 3 600
samples, with 600 samples for each gesture. For static ges-
tures, six kinds of gestures are needed to be recognized, in-
cluding one-hand gestures (stop, victory, good, ok) and two-
hand gestures (wrong, heart). We collect 600 samples, with
100 samples for each gesture. Fig. 6 shows the dynamic ges-

tures and static gestures.

Device-Free In-Air Gesture Recognition Based on RFID Tag Array

5.2 Evaluation on Model Structure

5.2.1 CNN Hyperparameter

For the CNN structure mentioned in Section 4.2.1, we
need to decide its hyperparameters(n_convl,n_conv2,n_fc),
that is, the kernel depths of the two convolutional layers and
the feature dimensionality of the FC (fully connected) layer.
To choose proper hyperparameters, we use ten-fold cross val-
idation. The candidate values for hyperparameters
(n_conwl,n_conv2) are (32,64)and(16,32). For a pure CNN
structure, the average accuracy curve of different values on
the validation set is shown in Fig. 7(a). Similarly, n_fc has
candidate values as 1 024, 512 and 256 and the correspond-
ing accuracy curve is shown in Fig. 7(b). The larger n_convl
is, the less convergence time we need. Moreover, a small
n_convl means that we can only extract a few features from
the feature image sequences, limiting the capability of the
model and even harming its performance. However, a too
large hyperparameter also means the increased training costs
and increased risk of overfitting. The same is true for the oth-
er two hyperparameters. Taking all these things into consid-
eration, (n_convl,n_conv2,n_fc) are set to (32,64,1024). For
CNN-LSTM structure, they are determined as (32,64, 256).

5.2.2 LSTM Hyperparameter

For the LSTM structure mentioned in Section 4.2.1, the hy-
perparameter is the number of hidden units n_hd. Ten-fold
cross validation is used again. The average accuracy is
shown in Fig. 7(c), with 1 024, 512, 256, 128 and 64 as can-
didate values. As we can see, if the number of hidden units
is set too large, severe jitters will occur in the accuracy
curve, indicating unstable performance of the model. But if it
is set too small, it will take a long time to train and make the

G
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Swipe right
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OK Wrong Heart

A Figure 6. Dynamic and static gestures used in our experiments
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A Figure 7. Cross validation of hyperparameters on (a) convolution kernel depth, (b) dimensionality of the fully connected layer, and (c) the number

of hidden units

training expensive, limiting the ability of LSTM as well.
Therefore, we choose 256 for n_hd in a pure LSTM structure
and 128 in the CNN-LSTM structure.

5.2.3 Dynamic Gesture Model Selection

For dynamic gesture recognition, we also compare the
three structures mentioned above through ten-fold cross vali-
dation. The average accuracy curve is shown in Fig. 8(a). In
training, CNN focuses on spatial features and LSTM focuses
on temporal features, while CNN-LSTM focuses on both of
them. Therefore, CNN-LSTM facilitates learning more infor-
mation in each epoch and costing fewer epochs to converge.
That is why CNN-LSTM is chosen as the final network struc-
ture for dynamic gesture recognition.

5.2.4 Static Gesture Feature Decision

For static gesture recognition, we test the two strategies to
get the final state through ten-fold cross validation. The first
group use compression strategy to compress the whole fea-
ture image sequence into one picture. The second group use
extracting strategy to pick feature images from the head, mid-
dle and tail of sequence respectively. From the test results

shown in Fig. 8(b), four accuracy curves are close to each oth-
er, which means that both of the compression strategy and ex-
tracting strategy are feasible for recognition. Actually, these
two strategies are tradeoff between smoothing noise and
smoothing feature.

5.3 Evaluation of Dynamic Gesture Recognition

5.3.1 Overall Performance

With the 3 600 dynamic gesture samples, we take 600 of
them as the test set and the rest as the training set. The accu-
racy on the test set is 92.17%, with the confusion matrix
shown in Fig. 9(a). The accuracy of each gesture is above
89% and reaches up to 94%. According to the experiments,
the system has accurate results in recognizing various dynam-
ic gestures.

5.3.2 Evaluation on Different Users

For dynamic gestures, there are 10 users participating in
the data collection of six gestures. As shown in Fig. 9(b), the
accuracy of each user is above 85% and reaches up to

98.28%.

5.3.3 Evaluation at Different Speeds

Out of the 600 samples of each

gesture, there are 300 fast gesture

samples and 300 slow ones. The re-
sults on the test set are shown in Fig.
9(c). It can be seen that some types
of gestures have higher accuracy at
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A Figure 8. Cross validation on (a) model selection for dynamic gesture and (b) feature decision for

static gesture

high speed but lower accuracy at low
speed, and the other types have op-
posite situation. The accuracy of
each gesture at different speeds is
above 80% and reaches up to 96%.
The experiments show that the de-
vice-free in-air gesture recognition
system based on RFID tag array can
recognize several different types of
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AFigure 9. Evaluation of dynamic gesture recognition: (a) Confusion matrix, (b) accuracy of different users, and (c) accuracy at different speeds

dynamic gestures, and have high accuracy and robustness
across different users at different speeds.

5.4 Evaluation of Static Gesture Recognition

5.4.1 Overall Performance

For the 600 static gesture samples, we take 60 of them as
the test set and the rest as the training set. The accuracy on
the test set is 91.67%. It can be seen from the confusion ma-
trix shown in Fig. 10(a) that the accuracy of each gesture is
above 80% and reaches up to 100%. The experiments show
that the system has accurate results in recognizing various
static gestures.

5.4.2 Evaluation on Different Users

There are five users participated in the data collection of
six static gestures. The accuracy of different users is shown
in Fig. 10(b). The accuracy of each user is above 84.62% and
reaches up to 100%.

6 Discussion
1) Sensing distance. When performing a gesture, the rec-
ommended distance between the tag array and the hand is

from 5 ¢m to 15 em. If the hand is too far away from the tag
array, the power of the reflected signal from the hand will be
too small for us to extract the features, therefore harming the
performance of the system. In this case, we need to increase
the transmitting power of the reader, or even adopt beamform-
ing technology to increase the power of the reflected signal.
Besides, if the hand is too close to the tag array, it is likely to
touch the tag array when performing gestures. This will
change the input impedance of the tag and dramatically af-
fect the received signal, reducing the accuracy of recogni-
tion. In this case, we can detect the touching action and re-
quire the user to repeat the gesture if we detect it. Another
scheme is to build a more perfect reflection signal model that
minimizes the impact of the touch action.

2) Hand size. The hand size will also affect the perfor-
mance. When a user is performing gestures, signals reflected
from the hand make different effects on different tags. The dif-
ference in hand sizes is not particularly significant in adults,
so the effect on performance is not obvious. However, if the
hand size is too small (such as a child’s hand), the signal will
be weak and affect the performance. To solve this problem, we
may collect data of different hand sizes, thus making it possi-
ble for the model to extract size-independent features and im-

prove the generalization ability.

7 Conclusions

This paper proposes a device-free
method to recognize in-air dynamic
and static gestures based on RFID
tag array. The recognition system in-
cludes a feature extraction module
and a gesture recognition module.

| . L Based on the feature
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recognize dynamic gestures. For stat-
ic gestures, the final feature is decid-
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ed through two strategies and CNN is used for the recogni-
tion. Experiments show this method can recognize different
gestures at different speeds across different users. The over-
all accuracy of the dynamic gesture test set is 92.17% and
that of the static gesture test set is 91.67%.
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Abstract: With the rapid development of 5G technology, more and more attention has been
attracted to mmWave sensing. As an emerging sensing medium, mmWave has the advantag-
es of both high sensitivity and precision. Different from its networking applications, the core
method of mmWave sensing is to analyze the reflected signal changes containing the rele-
vant information of different surrounding environments. In this paper, we conduct a systemic
review for mmWave sensing. We first summarize the prior works on environmental sensing
with different signal analysis methods. Then, we classify and discuss the work of sensing hu-
mans, including their behavior and gestures. Finally, we discuss and put forward more possi-

bilities of mmWave human perception.
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1 Introduction
illimeter wave (mmWave) communications are con-
sidered an essential component of 5G-and-beyond
ultra-dense wireless networks, and the 5G breakout
brings development opportunities to the study of
mmWave sensing. Compared with traditional sound waves, ul-
trasonic waves and WiFi signals, mmWave sensing has great
advantages, such as fine-grained resolution and the ability to
detect subtle movements. Compared with camera-based sen-
sors (such as visible light and infrared 3D structured light),
mmWave can penetrate a few non-conductive objects includ-
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ing plastic, paper, glass, cloth, rain, and fog. Therefore, the
unique sensing feature of mmWave has attracted more and
more attention.

We, according to the different application scenarios, divide
the existing methods into two categories.

1) Static indoor environment. The indoor structure being
sensed is often utilized in robot vision and environment map-
ping, reacting upon indoor mmWave Wi-Fi networking. De-
pending on the capability of the equipment, we regroup the re-
lated work from a technology implementation perspective. We
believe that such a classification is beneficial for researchers
to quickly grasp not merely the cutting-edge works but also
the technical details. In the beginning, this task is utilized for
robot vision, i.e., help the robots discover obstacles in their
routes'". Inspired by this application, researchers manage to
“see” and build the surrounding construction through
mmWave signals”. Utilizing the acquired surrounding spatial
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structure, researchers further facilitate the popularity of the
mmWave Wi-Fi networking.

2) Dynamic human movements. Since mmWave signals
have a short wavelength, it is sufficient to detect centimeter-
level distance and sensitive to capture the millimeter-level mo-
tions around. Based on this knowledge, many researchers uti-
lize mmWave signals to identify people through their gait",
recognize several predefined hand gestures ¥, and track
someone’ s fingers'®. More subtlely, the vital signs (such as re-
spiratory and heart rates) can also be extracted by changes in
reflected mmWave signals.

The core method of mmWave sensing is to analyze the sig-
nal changes reflected on the surrounding environment, so as to
obtain its state. Therefore, in a practical operation process, we
first need to use the transmitter module to transmit the signal
and then receive the signal reflected and “modulated” by the
surrounding environment.

The information of the target is contained in these signals,
so the sensing systems then use different methods to “demodu-
late” the information of the surroundings, which will be pro-
cessed and counted to get an overall message of the surround-
ing environment. However, there are two methods to perform
the “demodulation”: the traditional signal analysis and the Al-
based learning. The former analyzes the angle and orientation
of the reflection object by analyzing the changes in the com-
munication information of the signal after reflection. The latter
uses black-box machine learning methods to comprehend
more complex human movements.

Interestingly, most studies on dynamic human movements
rely on artificial intelligence (Al) technology because the fea-
tures extracted from human movements are very complicated.
These features include a great many reflection points with dif-
ferent distances, angles, speeds, and energy intensities. There-
fore, the Al tool, originally designed for image learning, can
discover the underlying relationship across such massive and
complex feature information, so as to help the system sense hu-
man movements. Inversely, only a few studies on static indoor
environments rely on Al. For the reader’ s convenience, we
categorize these existing applications based on whether using
AT and sensing scenarios. Based on this analysis, we explore
each of the sensing scenarios in terms of breadth and depth
and also put forward the prospect of mmWave sensing in fu-
ture applications.

2 Sensing Indoor Environment

When networking in an indoor scenario, the available
mmWave links often include multiple paths reflecting off the
surrounding wall, in addition to the LoS path, as shown in
Fig. 1. Different surrounding walls have different effects on
the information of received signal strength (RSS) and phase of
the mmWave link paths. Then by analyzing these effects, re-
searchers can extract relevant information about the paths,

Mapping a wall

O Transmitter

O Receiver

—> Reflection path  —> LoS path

O Reflection point

LoS: line of sight

A Figure 1. Indoor environment is inferred by concatenating the reflec-
tion points

such as the time of flight, transmission length, or reflection an-
gle. Using such information of paths, researchers construct the
surrounding environment. Otherwise, researchers have fo-
cused on how to perceive the indoor environment to improve
the efficiency and stability of 5G mmWave indoor networking.

The radar system, using frequency modulated continuous
wave (FMCW) mmWave signals, is easy to identify the sur-
rounding environment because it has the advantages of ro-
bustness, low computational complexity, strong penetration,
etc. However, the current work is often done by reusing low-
cost and ubiquitous 5G mmWave communication devices.
Compared with radar devices, this device is difficult to iden-
tify the surrounding environment and thus is unable to han-
dle complex environments. Therefore, how to reuse 5G sig-
nals to obtain the surrounding environment has become the
key to the problem. According to the limitations of different
devices and the way they use signals, we categorize the relat-
ed works into threefold implemental technologies (catego-
rized in Table 1).

2.1 Utilizing Both Phase and RSS

During the process of device localization for mmWave, we
normally have the problem of knowing nothing about the ini-
tial surrounding environment. To solve this, PALACIOS et al.
design JADE, which can estimate the location of a mobile us-
er in indoor space without any prior knowledge. The JADE al-
gorithm can be directly combined with a commercial device to
extract information using the angle of arrival (AoA) of signals,
so as to obtain the location of users. Then, they propose
CLAMY to localize the mobile user, estimate the position of
access points, and finally form a map of the environment. Us-
ing these two algorithms, they realize the localization and map-
ping of the mmWave network without knowledge of the initial
environment.
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VTable 1. Comparison of the state-of-the-art works on sensing static indoor environment

Citation Usage Technology Method
JADE Position the client An iterative algorithm Both phase and RSS
CLAM Map the environment A distributed localization algorithm Both phase and RSS

E-Mi Boost the indoor network A multi-path analysis framework Both phase and RSS

Beam-Forcast Improve the mobile links

Reverse engineering of E-Mi

Both phase and RSS

RSA Position object & identify materials Move Rx along trajectory while collecting Only RSS

Ulysses Image environment Bind Tx & Rx together to collect reflection signals Only RSS

RadarCat Identify plenty of materials Classification by learning on the radar signals Only RSS
mmRanger Sense environment Automatically collect signals RSS with a robot
miDroid Improve mobile links Set a network relay piggybacked on the robot RSS with a robot

RSS: received signal strength ~ Rx: receiver  Tx: transmitter

CLAM combines experiments with simulation because
JADE is entirely dependent on simulation results. Thus, the
above two works are too dependent on the simulation experi-
ments, which theoretically discuss the possibility of indoor en-
vironment perception. E-Mi® achieves the same function ex-
perimentally. Specifically, E-Mi proposes a multi-path analy-
sis framework, using a customized 360 omnidirectional anten-
na to obtain the information of the <angle, length> of all reflec-
tion links through the RSS and phase information of the sig-
nal, so as to infer the surrounding environment according to
the geometric relationship. Based on E-Mi’ s equipment and
method, Beam-Forcast” makes a reverse engineering, i. e.,
how to accelerate the alignment of network link for a mobile
client through the angle change of the client in a given envi-
ronment.

2.2 Utilizing Only RSS

The above methods can acquire the AoA information direct-
ly, but commercial off-the-shelf (COTS) mmWave nodes in dai-
ly life cannot accurately extract phase information. This is be-
cause the daily mmWave nodes use ideal laser-like beams,
which are generated by horn antennas. Due to its lack of ability
to maintain the phase offset between the transmitter (Tx) and
the receiver (Rx), a lot of small phase jitters may cause a large
error in practical applications. To solve this question, research-
ers try to determine the AoAs of the link by adjusting the Rx’s
orientation (i.e., the receiving direction with the largest RSS).

ZHU et al. design RSA™Mwhich moves radio antennas while
collecting reflection signals to create a synthetic aperture ra-
dar (SAR) to infer the object’s boundaries, curvature, and sur-
face material. Specifically, RSA fixes the Tx, a commodity
HXIT Gigalink 6 541 board, and moves the Rx with a deliber-
ately designed path collecting reflection signals. In this pro-
cess, RSA can extract the detected object’ s status including
both its curve direction (by aligning its receiver orientation to-
wards the strongest one) and its material according to the sig-
nal strength. Furthermore, Ulysses'” binds Tx and Rx (the
same as that used by RSA) together and moves them at the
same time. According to this, the system can prevent collision
in motion, which can be used in future scenarios, e.g., the un-
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manned driving and robot movement.

Uniquely, utilizing RSS of the reflected signals, RadarCat!""
can identify different materials of plenty of static objects, such
as glasses, water, metals, and mobile phones. Specifically, Ra-
darCat is based on a principle that the signals reflected from
different materials are highly characteristic because the thick-
ness and geometry of the object will scatter, refract and reflect
the radar signals differently. Therefore, RadarCat feeds the 8-
channel radar signal RSS and their statistics into a well-
trained classifier to distinguish the different objects.

2.3 Utilizing RSS with a Programmable Robot

All of the above indoor environment mapping works (except
RadarCat) need to manually adjust the position and orienta-
tion of the devices, so researchers try to automate the task of
collecting signals with the help of a programmable sweeping
robot as shown in Fig. 2, which is precise to position, steer
and track. With the help of this robot, mmRanger!"” can use
the commercial mmWave network cards to achieve the con-
struction of and indoor environment by only utilizing the corre-
lation between AoA and RSS. Specifically, mmRanger carries
two mmWave cards on a commercial cleaning robot to make
all of them as a whole, i.e., a smart mobile environment sen-

Reflector a

Reflector b

miDroid

Tx: transmitter

Rx: receiver

A Figure 2. A programmable sweeping robot that works precisely to po-
sition, steer, and track
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sor. The robot can sense the environment by exchanging
mmWave signals between the two cards when it moves and ro-
tates freely inside the target room. Upon this process, the ge-
ometry of the multiple reflection paths can be extracted by
mmRanger from their RSS sequence, and then the environ-
ment layout can be reconstructed.

Actually, smart robots will eventually become a part of the
home and enterprise environment to help automate our daily
lives and improve productivity. Based on this vision,
miDroid!" binds the same network card node to the same ro-
bot, turning the robot into an indoor mmWave Wi-Fi relay and
thereby achieving faster mobile client network optimization.
More specifically, miDroid firstly analyzes the series of access
point (AP) beacons to extract spatial factors and then finds out
the AoA/angle of departure (AoD) of signal transmission
paths, so as to map the environment. Then, miDroid proposes
a real-time and adaptive path planning algorithm to instruct
the navigation of the robot relay, thus improving the perfor-
mance during the client’s blockage when he changes orienta-

tion rapidly.

3 Sensing Human

Different from the last section, human movements simulta-
neously generate multiple reflection points each with different
position, velocity, reflection intensity, etc. Therefore, two re-
search methods are adopted according to the complex degree
of the sensing movements (categorized in Table 2).

3.1 Human Movement Tracking

Several works are aimed only at small, uniform movements
on a certain part of the human body, such as vertical finger
tracking, regular breathing, and heartbeat. Specifically, re-
searchers utilize horn antennas to focus on the detected target,

thereby eliminating the interference of unrelated motions
around, as shown in Fig. 3. In this way, any variation in the re-
flection signal represents the change of the target to sense
changes in the target part of the human body.

To focus on a periodic movement, e.g., human chest varia-
tion caused by the breath and heartbeats, YANG et al.!"¥ pro-
pose mmVital, a system using 60 GHz mmWave signals for vi-
tal sign monitoring. In this system, they utilize two horn anten-
nas fixing their orientation to continuously capture the subtle
variation of the skin on one’ s chest by analyzing the signal
modulation caused by the skin fluctuation. Specifically, they
extract the periodic changes within the signal RSS to acquire
the frequency of breath and heartbeat and filter the raw sig-
nals through the suited band-pass filter to achieve better accu-
racy. As a result, mmVital provides a mean estimation error of
0.43 breaths and 2.15 breaths per minute within 100 ms of
dwell time on reflection.

On the other hand, for the non-periodic movement, e. g.,
tracking a finger, the horn antenna needs to determine the di-
rection of the finger movement by analyzing the signal chang-
es to realize finger tracking. WEI et al.”” trace a rectangle area
as the tracking region in their proposed tracking system
Then, they
(180° beamwidth) transmitter on one of the rectangle vertexes

mTrack. place a  quasi-omni-directional
and two horn-antenna receivers on the adjacent sides facing
the region respectively. In this region, finger movements in
any direction will be transformed into two relative movements:
approaching or moving away from the two receivers. Fortunate-
ly, these two movements can be detected by the phase changes
of the signal thank to the small wavelength of 60 GHz
mmWave. As a result, mTrack can track a vertical finger with
a 90th percentile error below 8 mm which is sufficient for a vir-
tual trackpad.

In addition to the above work on sensing a certain part of

VTable 2. Comparison of the state-of-the-art works on sensing dynamic human movements

Citation Usage Equipment Technology Whether Al
Deep-soli Gesture recognition Soli Range-Doppler images Customized CNN
Ubi-soli Gesture recognition Soli Multiple abstract representations Random forest
HCI Vehicular gesture recognition Soli Several physical features Random forest
MengZhenGait Identify different users TI-IWR1443&6843 Three spatial features MmGaitNet
MmVital Monitor vital signs Horn antennas Extract periodic changes No
MTrack Track a vertical finger Horn antennas Combine target’s angle and phase change No
MmSense Multi-human detection Free Features of 60 GHz signal No
MID Gesture recognition Free MmWave sensing No
LowCostGes Detect gesture RIC60a Extract power profile and AoA No
MmASL Home-assistant system Free Features of 60 GHz signal No
MHomeGes Smart home-usage TI-IWR1443 MmWave sensing No
MTranseSee User recognition Free MmWave radar No
Pantomime Gesture recognition Pantomime MmWave sensing No
MmMesh Human mesh construction Free Deep learning framework No
Al artificial intelligence ~ AoA: angle of arrival ~ CNN: convolutional neural network ~ HCI: human computer interface
ZTE COMMUNICATIONS

| 25

September 2021 Vol. 19 No. 3



Special Topic

Indoor Environment and Human Sensing via Millimeter Wave Radio: A Review

LIU Haipeng, ZHANG Xingyue, ZHOU Anfu, LIU Liang, MA Huadong

the human body, there are also some work on human detec-
tion. For example, GU et al.!"”! propose mmSense, a device-
free multi-person detection framework. During this work,
they use the properties of 60 GHz signal for human bodies
and objects to fingerprint the environments including and
excluding humans. Then based on the monitored 60 GHz
signals and generated fingerprints of environments,
mmSense can simultaneously detect the presence and loca-
tions of multiple persons. Furthermore, by correlating the
60 GHz RSS series with the measurement of different peo-
ple’s outlines and vital signs, they propose a new method to
identify multi-person. Finally, they demonstrate the effec-
tiveness and low cost of this method through experiments.

Besides, in the domain of user recognition, LIU et al.l'”

pro-
pose mID, the first user identification approaches that uti-

lize mmWave signals.

3.2 Complicated Behavior Sensing

As aforementioned, the movement of the human body cre-
ates a large number of reflection points with different spatial
features, as shown in Fig. 4. So we have to treat the human
body as a soft body instead of a rigid body (e.g., a wall). In or-
der to obtain the position-scattering points, all of the work uti-
lizes FMCW, which can separate the reflection points with
their spatial features, i.e., distance, velocity, and angle. With
the different features of the points on a human body, his/her
movements can be recorded in detail. However, it is too com-

Breath testing Finger tracking

A Figure 3. Detecting simple human movements

Gait recognition

Gesture recognition

A Figure 4. Detecting compound human movements
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plex to recognize human movements by analyzing different
changing features with simple geometrical relationships.
Therefore, the Al tool acting as a black box is utilized to help
the system sense human movements.

To recognize gestures, WANG et al.™ directly utilize a ma-
ture method, Range Doppler (RD), in the FMCW signal pro-
cessing field for each fleeting period slice of a gesture. Then,
to classify these RD sequences, they input the RD image of
each slice into a customized convolutional neural network
(CNN) and put the discrete recognition results from each slice
into a recurrent neural network (RNN). As a result, this work
achieved 87% accuracy on 11 gestures. Crucially, the hard-
ware in this work is the first small-size mmWave radar called
“soli” ¥, which transmits omni-directional FMCW signals to
sense the gesture of the nearby environment. To verify its ges-
ture sensing ability, the researchers, in addition to the above
RD metrics, also introduce two series of features, i.e., in-
phase/quadrature (1/Q) statistics, and some tracking informa-
tion. In particular, the former is useful for detecting micro mo-
tions and the latter is beneficial for recording the moving
trend of the gesturing hand. Then, these features are fed into a
random forest (RF) classifier due to its computational speed,
low memory consumption, and generalization ability.

Totally, this work is sufficient to recognize four gestures
with 92.10% accuracy. Furthermore, using the same chip,
SMITH et al.'" implement the gesture recognition into a hu-
man-car interface with also an RF classifier. Based on the
above solutions, PATRA et al." present a low-cost mmwave
radar-based system to save the computation resource. They de-
tect gestures only by the AoA and the power profile extracted
from the measured signal. Specifically, they use two low-com-
plexity classification algorithms: unsupervised self-organiza-
tion mapping (SOM) and supervised learning vector quantiza-
tion (LVQ). With these methods, gesture recognition can reach
87% accuracy for some gestures.

Gesture recognition can be applied to home assistants. For
example, the user can wave one’ s hand at a distance to turn
on a TV. To achieve gesture recognition in such home scenari-
os, there are several vital challenges: 1) With the increase of
the detection range, the details of gestures will become diffi-
cult to be captured due to the severe attenuation of the
mmWave transmission in the air. In this case, the reflection
points will be sparser when the user is standing at a distance.
2) There are also plenty of non-target movements, i.e., they are
not predefined gestures but are performed in our daily life. In
this case, the points, which are generated by reflection on the
non-target movements or even by the multipath reflection on
the user’ s ambient appliances, will interfere with the original
recognition.

To solve the problem, LIU et al."! propose mHomeGes, a re-
al-time smart home gesture recognition system completely us-
ing mmWave. First, they obtain the position and dynamic vari-
ation of the gesture. Then they recognize fine-grained gestures



Indoor Environment and Human Sensing via Millimeter Wave Radio: A Review = Special Topic
LIU Haipeng, ZHANG Xingyue, ZHOU Anfu, LIU Liang, MA Huadong

by using a lightweight CNN. Next, they propose a user-discov-
ery approach to focus on target human gestures, eliminating
the adverse effects of surrounding interference. Finally, they
realize the continuous gesture recognition in real time. In the
end, mHomeGes achieved more than 95.30% of high-precision
recognition in real-time smart home scenarios, successfully
solving these problems. On the other hand, PALIPANA et al.”™”
use a Pointnet++ and LSTM combination to exiract the spatio-
temporal feature of point clouds. In this case, they build a 4D
point cloud classification architecture that feeds on the point
clouds directly to recognize the gestures. SANTHALINGAM et
al.”" also try to recognize the movements (e.g., American sign
language recognition for the deaf and hard-of-hearing people) at
a distance, but they highly rely on cumbersome devices. Based
on the home-scenario gesture recognition, LIU et al. further pro-
pose mTranSee™ to largely reduce the adaptation effort in a
smart home scenario via transfer learning, which promotes the
practicability of mmWave gesture sensing.

Based on the similar inspiration of the point cloud, MENG et
al.”! utilize FMCW mmWave signals to realize the gait identifi-
cation by three spatial features, i.e., three-dimensional (3D) co-
ordinates in space, speed relative to the radar, and the energy
intensity of each reflection point on a human body, respectively.
In order to adapt these three features, they also design a novel
Al algorithm, i.e., GaitNet, which concatenates five separated
attribute networks (the first three are for the 3D coordinates)
and feeds them into a fusion network. As a result, mmGaitNet
achieves 90% and 88% accuracy for single person and five co-
existing person scenarios, respectively.

Since point clouds reflect the movement of the human body,
and millimeter waves can detect tiny movements, can we con-
struct the human body through millimeter wave signals? For
this, XUE et al.™ propose mmMesh, a real-time 3D human
mesh estimation system. This system can accurately align the
3D points with the corresponding body segments. With this ap-
proach, the lost part due to the sparsity of mmWave point
cloud is introduced from the information of the previous frame
so that a dynamic human mesh is completed.

4 Discussion

According to different sensing tasks (environment/human
body) and core methods (Al/non-Al), we cross-classify the ex-
isting methods across application scenarios (categorized in Ta-
ble 3). Next, we will discuss the deficiency of mmWave sens-
ing-related work and look forward to the other perception ap-
plications.

VTable 3. Existing work and prospect for the future
Al Non-Al
1,7,16,20,21,22,23
9,11,12,13,14,15,17,18,19

Human dynamics 2.3.5,6

Indoor environment 8

Al: artificial intelligence

4.1 Deficiencies of State-of-the-Art Work

Deficiencies of the state-of-the-art work are introduced in
the following scenes.

1) Sensing the indoor environment

For environment construction, the current work lacks the
ability of complex environment construction, i.e., it is limit-
ed to smaller indoor environments. Moreover, the current
work can only identify simple construction, i.e., it is difficult
to distinguish the details of the surroundings (e.g., a safe in
the corner), so the challenge is to study how to accurately
sense the details. None of the methods have ever tried to
combine efficient Al tools with indoor environment construc-
tion. There is only one work!!! that uses the AT method to
perceive the materials. For material reflected, though
mmWave-based material recognition is currently used in se-
curity inspections, there are still problems like the bulky
and inefficient machines.

2) Sensing human dynamics

Gestures are currently sensed only in an ideal environ-
ment, i.e., the researchers only allow the user to perform the
gestures in several fixed positions. For monitoring vital
signs, current work only extracts the frequency of a person’s
breath rate and heartbeat in calm status. Therefore, when the
solution is applied at home, it is difficult to track a moving
human body. Moreover, the current work only determines the
breath and heartbeat rates approximately through the period-
icity of the signal. However, compared with more accurate
medical devices upon bioelectric signals, it greatly lacks ac-
curacy and credibility.

4.2 Future Outlook on Novel Applications

We also look into the future of novel applications as follows.

1) Sensing indoor environment

For environment sensing, since the current work has
achieved the ability of simple indoor environment construc-
tion, in the future the same method will meet new challenges
when applied to a wider space (e.g., larger office space). Fur-
thermore, to improve the accuracy of recognition of the sur-
rounding environment, smaller FMCW radars can be used to
achieve the same ability. However, FMCW radars are sensi-
tive to minor moving variations which may affect the detection
ability of small metal objects. Moreover, since mmWave can-
not finely image the sensing objects, it may provide important
assistance for the vision of some certain unmanned systems
like domestic robots which need to protect user’s privacy se-
curity.

2) Sensing human dynamics

For human dynamics sensing, everyone making the same
gesture will have slight differences in the motion habits, so we
can also use the same gesture to authenticate different users.
But it is important to extract the unique information differenti-
ating host gestures from others. For monitoring vital signs,
since the current work of measuring heartbeat or breath re-
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quires the person to be still, one can explore how to measure
these vital signs in a dynamic process. In the future, once im-
plementing the mobile tracking monitoring method, we can al-
so track the user’ s living habits and real-time health condi-
tions, so as to better help people improve their living quality.
Moreover, the data collected by medical devices can supervise
the mmWave signal training on the Al algorithm, thereby judg-
ing the breath and heart rates more precisely, reliably and au-
tomatically.

As can be seen from Table 3, only Ref. [11] is based on the
AT method and explores the indoor environment. Based on Ra-
darCat’ s inspiration, we can also learn about changes in sig-
nal strength to detect changes in the body’ s blood sugar con-
centration “in air”, therefore reducing the pain of patients.
Similarly, this approach could be applied to screening passen-
gers for sensitive metal objects at security checkpoints, reduc-
ing the work of staff. Furthermore, researchers can further ex-
plore this direction, e.g., Al algorithm can learn the changes
in a signal state to judge the tendency of users to move in dif-
ferent positions in the room, so as to improve the performance
of the mmWave network more quickly instead of the tradition-
al iterative algorithms.

Besides, there are only two existing tasks based on non-Al
and human dynamics, so researchers can design more target-
ed and simple algorithms, e.g., tracking the angle of the swip-
ing hand to determine its direction and speed. Furthermore,
the hand location in space can be obtained by using the
range and angle information of its reflection point cloud to re-
alize hand tracking. Based on this, researchers can also real-
ize a low-power virtual reality (VR) game sensor based on
mmWave.

5 Conclusions

The state-of-the-art mmWave sensing solutions have per-
formed basic functions: constructing the general indoor envi-
ronment and recognizing the dynamics of the human body. We
classify the existing work according to their sensing tasks, i.e.,
static indoor environment and dynamic human movements,
and then introduce the characteristics and advantages sepa-
rately. Finally, we use a table to further classify the work and
present a forward look at future work in this field.
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Abstract: Mobile edge users (MEUs) collect data from sensor devices and report to cloud
systems, which can facilitate numerous applications in sensor-cloud systems (SCS). Howev-
er, because there is no effective way to access the ground truth to verify the quality of sens-
ing devices’ data or MEUs reports, malicious sensing devices or MEUs may report false da-
ta and cause damage to the platform. It is critical for selecting sensing devices and MEUs to
report truthful data. To tackle this challenge, a novel scheme that uses unmanned aerial ve-
hicles (UAV) to detect the truth of sensing devices and MEUs (UAV-DT) is proposed to con-
struct a clean data collection platform for SCS. In the UAV-DT scheme, the UAV delivers
check codes to sensor devices and requires them to provide routes to the specified destina-
tion node. Then, the UAV flies along the path that enables maximal truth detection and col- DOI: 10.12142/ZTECOM. 202103005
lects the information of the sensing devices forwarding data packets to the cloud during this https://kns.cnki.net/kems/detail/34.1294.
period. The information collected by the UAV will be checked in two aspects to verify the TN.20210818.1538.005.html, published
credibility of the sensor devices. The first is to check whether there is an abnormality in the online August 18, 2021

received and sent data packets of the sensing devices and an evaluation of the degree of Manuscript received: 2021-06-08
trust is given; the second is to compare the data packets submitted by the sensing devices to
MEUs with the data packets submitted by the MEUs to the platform to verify the credibility
of MEUs. Then, based on the verified trust value, an incentive mechanism is proposed to se-
lect credible MEUs for data collection, so as to create a clean data collection sensor-cloud
network. The simulation results show that the proposed UAV-DT scheme can identify the
trust of sensing devices and MEUs well. As a result, the proportion of clean data collected is
greatly improved.

Keywords: sensor-cloud system; truth detection; trust reasoning and evolution; mobile edge
user; unmanned aerial vehicle

Citation (IEEE Format): X. X. Li, Z. T. Li, Y. Ouyang, et al., “Using UAV to detect truth for clean data collection in sensor-cloud sys-
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1 Introduction technologies are widely deployed in areas with on-demand
ith the development of techniques on microproces- monitoring processes. According to a survey, there were more
sor industry, sensing-based devices are becoming than 20 billion devices connected to the Internet of Thing
smaller while their computation and capacities are (IoT) in 2020 and the number is growing at a faster rate™ %,

strengthened gradually" "*.  Therefore, sensing These ToT devices are equipped with numerous sensing devic-

es to realize the perception of the surroundings” '". Thus, the

This work was supported in part by National Natural Science Foundation sensor-cloud systems (SCS), within which the loT devices and
of Chma_under Grant No. 62032020, Hunan Science an_d Technology Plan- cloud services are well combined, can be more productive and
ning Project under Grant No.2019RS3019, and the National Key Research . . . .

and Development Program of China under Grant 2018YFB1003702. effective on its functionality and solve such problems as the
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sharing of sensor nodes and large amounts of data analysis
due to memory and energy limitations”. In an SCS, a huge
number of sensing devices are deployed at the edge of the net-
work to sense the surrounding environment"' " "*, and then up-
load the sensed data to the cloud. Due to the excellent com-
puting power, cloud services can perform sophisticated compu-
tation and analytics, as well as orchestrate various applica-
tions. For example, the supervisory control and data acquisi-
tion (SCADA) system is one of the SCS and composes of smart
sensing devices spreading over a wide area in order to remote-
ly monitor physical phenomena*. These smart sensing devic-
es can be deployed on demand in the areas that require tempo-
rary testing, and then collect data into the cloud in various
ways to initiate and build up various applications'” '°. The
method of data collection has also changed a lot from the tradi-
tional methods in the past. In traditional wireless sensor net-
works (WSNs), many nodes are deployed in specific areas and
self-organize into a network. The sensed data is routed to a

" and

specific node called sink through multi-hop routing'’
the sink is connected to the Internet by a wired network; in
this way, the data are reported to the cloud. However, the
time and economic cost of deploying the network to establish
the connection with the sink will be relatively high, so this sys-
tem is hardly used on some scenarios such as urgent events
and scenarios without complete infrastructure. Thus, many re-
searchers have proposed more flexible and convenient data
collection schemes. For example, BONOLA et al. " proposed
a method of data collection using opportunistic routing
through mobile vehicles (MVs), and in this way, the roadside
is deployed with sensing devices to monitor the status of street
lights, smart trash cans, and roads and bridges on demand.
With this solution, the sensing hardware will be simple, only a
short-distance wireless communication capability be required,
and installing expensive 5G communication hardware be not

1% The reason is that, in a smart city, there are a

necessary
large number of MVs moving on the roads of the city, and
when the MVs pass through the communication range of sens-
ing devices, they can collect data and transmit the data to the
cloud through 5G communications. In the research of
HUANG et al. ®, numerous deployed sensor nodes can also
self-organize into a network; the nodes on both sides of a road
act as gateways, which are responsible for converging the en-
tire network, and pass data to the cloud through MVsP'l,
Therefore, this method may be widely used in smart cities.

2272 1n fact, ex-

More related studies have been conducted
cept MVs™ ", smartphones, tablets and smart watches can al-
so act as data collectors”™. They are called mobile edge users
(MEUs) in the research of WANG et al. ™. Because these
MEUs have 5G communication capabilities, they can commu-
nicate directly with the cloud. The MVs are only on the road,

¥ with a

but there are multiple types of MEUs in the marke
wider moving range. When these MEUs pass through sensing

devices with weak communication capabilities, they can col-

lect data from sensing devices within their communication
range and relay the data to the cloud. The use of MVs for data
collection'” is also a form of data collection approaches using
MEUs. Therefore, in this paper, MEU is the general term for
the devices that have 5G communication capabilities to per-
form data collection in a relay mode, and sensing devices or
sensing nodes refer to a type of simple hardware that can only
communicate over a short distance and needs to rely on MEUs
to relay data to the cloud.

In order to incentivize MEUs to collect data, the incentive

)
mechanism™”

is widely used, which enables cloud to initiate
data collection tasks, grant a reward for collecting data, and in-
centivize MEUs to collect data™'. This mechanism simplifies
the deployment requirements of sensing devices and many
sensor devices can be deployed on demand without 5G com-
munication capabilities. Therefore, it facilitates a dramatic
cost reduction of numerous sensor devices™. Moreover, the
data collected by these sensing devices will be reported to the
cloud through a huge number of MEUs, rather than specifical-
ly deploying a network for device connection. Such a system
based on the incentive mechanism has strong adaptability and
has been widely studied and used.

However, in such applications, the pivotal point is how to
ensure the security of data collection. The factors affecting the
security of data collection mainly come from MEUs and sens-
ing devices™ *. The impact of MEUs on the security of data
collection is mainly manifested in some MVs reporting false
data in order to obtain rewards, and there are even some mali-
cious MVs that deliberately report offensive data, making

20-22 : .
[ I, For sensing devices,

data-based applications unusable
due to their simple hardware design, they are vulnerable to
face attacks. Once these sensing devices are attacked, various
problems will occur. For example, a black hole drops the data
packets that are passing through it, so that the cloud platform
cannot receive data””. According to statistics, there are more
than 30 types of attacks on the sensing network, and these at-
tacks will generate false data, tamper with data, or block the
collection of data to damage the network™. Therefore, how to
create a safe and clean environment of data collection as well
as collecting authentic and credible data is a challenge de-
served to concern with.

Although the use of MEUs is a cost-effective method™, it is
more challenging to ensure the security of data collection in
such a data collection mode. In addition to the inherent unsafe
factors in sensing devices, the use of MEUs for data collection
may bring more threatening factors"”. In particular, MEUs
participate in data collection voluntarily with no identifica-
tion, so it is difficult to ensure that MEUs are trustworthy in
such an open-ended network environment™!. What is more se-
rious is that it is incredibly hard to verify whether the data re-
ported by MEUs are true, which is known as an information
elicitation without verification (IEWV) problem®™. Due to the
IEWYV problem, even if the MV report reports false data in or-
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der to obtain rewards, it is difficult to verify the data.

Using a credibility mechanism to choose trustable MVs for
data collection is a feasible method. Because credible MVs
will truthfully report the collected data, selecting credible
MVs for data collection can improve the authenticity of the da-

P11 However, as mentioned earlier, it is difficult to verify

ta
the authenticity of data reported by MVs™; similarly, it is also
difficult to identify the trustworthiness of MVs. In addition, for
the sensing network, it is a major challenge to identify the

22,24 :
224 For a sensing network

credibility of these sensing devices
far from the edge of the network, it is very difficult to detect
data attack™. Thus, we make the first attempt to deal with this
challenge. In this paper, we propose a novel scheme that uses
unmanned aerial vehicles (UAV) to detect the trust of sensing
devices and MEUs (UAV-DT) to construct a clean data collec-
tion platform for SCS. The main contributions of this article
are as follows:

1) We propose a framework using UAV to detect the trust of
sensing devices and MEUs. In the proposed framework, the
UAV is sent to the sensing network, deliver check codes to
some selected sensing devices, and is required to route the
code to the designated destination node. At the same time, the
UAV collects information about data packets sent from sens-
ing devices within a time span when passing through the sens-
ing network. In this scheme, the checking code can act as a
base truth indicator. If the UAV or cloud does not receive the
verification code on the time that it should receive it, it can in-
dicate that the verification code has been attacked during the
data collection process. In this way, the IEWV problem that
exists in this type of network can be effectively solved.

2) We propose an effective approach to sensing devices and
MVs credibility computation. This method can construct a
trusted data collection network environment. The information
collected by the UAV will be checked by the cloud platform in
two aspects to verify the credibility of sensor devices. On the
one hand, the platform will check whether there is an anomaly
in the data packet routing process for trust evaluation. It main-
ly checks whether the upstream and downstream nodes of the
sensing devices receive and send data packets abnormally and
therefore provide a performance evaluation about the trustwor-
thiness. Besides, the data packets submitted by the sensing
devices to the MEUs and those submitted by the MEUs to the
platform will be checked and compared to verify the trustwor-
thiness of the MEUs. On the other hand, according to the de-
signed routing path of the verification code, it checks whether
the verification code is successfully routed from the originated
nodes to the MVs, and then submits the message to the cloud,
which improves the trust of these sensing devices and MVs.
The credibility computation method proposed in this paper en-
ables accurate verification.

3) Based on the proposed framework, we propose a data col-
lection strategy based on credibility magnitude and incentiva-
tion mechanism. The simulation results show that the pro-
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posed UAV-DT scheme can identify the credibility magnitude
of sensing devices and MEUs, and the amount of clean data
collected has been proportionally incremented. The classifica-
tion rate for trusted sensing devices is as high as 98.9%.
Meanwhile, a data collection rate of 89.9% on average can be
achieved.

2 Related Work

To protect the security of networks in smart cities, various
safety mechanisms, e. g., cryptographic schemes, authentica-
tion mechanisms and secure storage, were proposed in the
past. However, using a trust-based model, the trust evaluation
mechanism has the advantages of efficiency, lightweight and
low overheads. The trust models that have been proposed pro-
vide a better choice in terms of network security and safety.

In general, the trust-based evaluation mechanisms for net-
work security can be classified into two categories: the central-
ized and distributed. For the former, the trust value of nodes
can be calculated by themselves. KIM and SEO”" have pro-
posed a trust computation method using fuzzy logic (TCFL) for
WSN. They suggest a trust model using fuzzy logic in sensor
network, in which trust is an aggregation of consensus given a
set of past interaction among sensors. They calculate the trust
value of the path through the trust of the nodes, then the path
with the highest trust value is selected to transmit data pack-
ets™. However, in the great majority of applications, smart
network system is distributed with a large number of nodes
and a node in the system only focuses on the trustworthiness
of its neighbor nodes. Besides, centralized approaches always
make high energy consumption.

A distributed mechanism, the beta-based trust and reputa-
tion evaluation system for wireless sensor networks (BTRES),
is proposed in Ref. [34]. BTRES is based on monitoring
nodes’ behavior and beta distribution is used to describe the
distribution of nodes’ credibility. Another distributed trust
computation scheme, the parameterized and localized trust
management scheme (PLUS), is proposed by YAO et al.”. In
PLUS, each sensor node maintains highly abstracted parame-
ters, and rates the trustworthiness of its interested neighbors
to adopt appropriate cryptographic methods, identifing the ma-
licious nodes and sharing the opinion locally. Distributed
mechanisms have obvious disadvantages as well, which in-
clude the excess energy node and time costs due to the cooper-
ation and communication with neighbors and increasing mem-
ory costs with the increase of network density caused by the
lack of centralized management.

To overcome the defects above, WANG et al.”™ propose a
crowdsourcing mechanism for trust evaluation based on mo-
bile edge computing. In this mechanism, through close access
to end nodes, mobile edge users can obtain various types of in-
formation of the end nodes and determine whether the node is
trustworthy. HUANG et al.”™ propose a novel baseline data
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based verifiable trust evaluation scheme, called BD-VTE, sim-
ilar to the scheme in Ref. [28]. In BD-VTE, the trust of MVs is
evaluated by sending UAVs to perceive loT devices data as
baseline data.

3 System Model and Problem Statement

3.1 System Model

Fig. 1 shows the SCS network model used in this paper. Our
model includes sensing devices, MEUs and UAVs. The follow-
ing is the description and symbol definition of each role.

1) Sensing devices

As shown in Fig. 1, the SCS, the loT devices are treated as
sensor nodes and constitute the sensor network. There are N
sensor nodes deployed in the network. The set of nodes is rep-
resented by V' ={1,2,...,N }, and the sensor nodes perceive the
environment in the city, output data and transmit them to the
outside. A small number of nodes may be attacked and be-
come malicious nodes, which is manifested as deliberate pack-
et loss during data transmission. Suppose the number of mali-
cious nodes is K and the set of malicious nodes is represented
by M ={1,2,...K }.

2) Unmanned aerial vehicles

The role of the UAVs is a bridge between the sensor net-
work and the external network and they can communicate di-
rectly with the data center in the cloud. The UAVs can distrib-
ute the verification packets generated by the data center to the
sensor nodes for transmission and directly check the transmis-
sion status of the nodes. In the scenario shown in Fig. 1, the
UAVs pass the verification packet with a check code to a start-
ing node, and then the node transmits it according to a certain
routing rule.

3) Mobile edge users

x Upload data

X

& vav

Collect data‘
‘ ‘ +™ Sensing device

y Send check g
= code ﬁ b MEU
- _ @ Wy = Data cloud

l zl

MEU: mobile edge user ~ UAV: unmanned aerial vehicle

AFigure 1. Sensor-cloud system model

The number of MEUs with strong communication and stor-
age capabilities distributed in the city far exceeds sensing de-
vices. The MEU acts as a data collector in the system model
and can directly communicate with the sensor node to obtain
the data packet transmitted to the node. There is a total of L
MEUs in the system, and their set is represented by U =
{1,2,....L}. Each MEU has its own active range, which is ab-
stracted as a circle whose radius is r,, and the abstract model
of MEU is widely used by many researchers™ ). Within a
certain period of time, the MEU can collect the data of all
nodes covered in its active range, which means that the active
range of the MEU indirectly refers to its ability to perform data
collection tasks.

4) Transmission model

Considering communications between sender node n, and
receiver node n,, let p, denote the transmitting power of n,,

and h, , denote the channel gain between n, and n,. The

channel gain follows the Rayleigh distribution. The distance
between n, and n, is denoted by d, , , and the channel attenu-

ation factor and Gaussian channel coefficient are donated by
¥ and h,, respectively. Therefore, the channel gain holds as:

h = hodiﬁn,,nz ) (1)

nyn,

And the transmission rate between the sender node n, and re-
ceiver node n, can be denoted according to Shannon equation:

Pa, X Ty

r, .. = Blogs,(1+
: ’ pot+ Ny 7, 2)

nyn

where B denotes the bandwidth, V; denotes the power spectral
density of additive Gaussian white noise, and p, denotes the

interference caused by reusing identical spectrum resources.

3.2 Problem Statement and Relevant Definition

The previous study has shown that using MEU can infer the
trust value of the node according to its various states, e.g., the
communication behavior, remaining battery, data content of

P8 In practice, it is difficult to obtain

target node, and so on
such information directly through the MEU, while obtaining
data indirectly by monitoring neighbor nodes will add addi-
tional communication burden to each node, which will greatly
reduce the life of the entire network. Due to the above limita-
tions, it is unrealistic to directly or indirectly obtain the status
of a node. Another problem that needs to be solved is the lack
of an effective mechanism to ensure the authenticity of the da-
ta uploaded by MEUs. Therefore, we need to distinguish trust-
ed nodes from malicious nodes in the network in an effective
and realistic way. In general, when the nodes in the sensor net-
work transmit data packets, trusted nodes can complete the da-
ta transmission task well. Occasionally, packet loss will occur
when the network fluctuates greatly and the integrity of the da-
ta will not change significantly. However, malicious nodes will
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frequently drop packets or tamper with data, which will com-
promise the validity of the data. Meanwhile, as the third-party
data collector, the credibility of MEU also needs investigating.
It is also necessary to distinguish between trusted and mali-
cious MEUs and hire trusted users to complete data collection
tasks, thereby ensuring the quality of the collected data by
MEUs. Thus, in this paper, the MEU that plays the role of data
collector is regarded as a mobile node and it is referred to as a
node with sensing devices when there is no special distinc-
tion. We also need to minimize the cost of evaluating and clas-
sifying nodes. Hiring MEUs for data collection is the main
cost of the system. Therefore, the data center should adopt an
efficient MEU incentive mechanism to hire a set of trusted
MEUs to complete data collection tasks with high quality.
This paper reflects the performance of system through the fol-
lowing trust indicators and overall costs:

1) Difference of trust values between normal and malicious
nodes D, which is defined as

D=0, -0, 3)

where o, is the average trust value of normal nodes and o

nor mal
is the average trust value of malicious nodes. The difference D
between the two averages can show the difference of benefits
to the network. When D is large, it means that the distinction
between the two is obvious. Therefore, one of the goals of our

wor = O -

2) The discrimination rate of trusted nodes R, and discrimina-

strategy is Max (D) = max (o

tion rate of malicious nodes R, are defined as

_ num;
" num, (4)

Rm _ num ; .
num,, (5)

These two indicators refer to the ratio of the correct number
of nodes judged to be trusted num; and the total number of
trusted nodes num,, and the ratio of the correct number of
. and the total number of

Both R, and R

ability to classify nodes. Then, the goals of our strategy in-
num; num,

clude MaX(R,) = max ( ) and Max(Rm) = max ( )
num,

num

m

nodes judged to be malicious num

. )
malicious nodes num,,. .. reflect the system’ s

as well.
3) Total cost of system P is defined as

P= 3 X X bt 2 L X, 6)

where f,; indicates whether the user labeled j in the data col-
lector set U in the ith round participates in the data collection
task; f;; = 1 indicates that the user participated in the data col-
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lection task, otherwise f;; = 0 means not; p,; represents the re-
muneration received by the user labeled as j in the data collec-
tor set U in the ith round; £, represents the number of nodes
that need UAVs to inspect in the ith round and v represents the
cost of UAV verification of one node. Therefore, one of the pur-

poses of our strategy is Min(P) = min(zlilz;: [ X pyt

Zle[’f X v).

In summary, all objectives in this paper are shown in Egs.

(7) - (10).

Max (D) = max (a7, - 7,0)), ()

nor

num,

Max (’Rt) = max ( num;) s

num,
Max (’Rm) = max ,
num,,

©)

Min (P) = min(Zi IZ‘;: 1ff./*Pu + Zi 1£i*v . (]0)

The notation of parameters in the model and for problem
statement is shown in Table 1.

4 Proposed UAV-DT System

In this part, we present our UAV-DT scheme. The proposed
scheme is divided into three parts: the UAV-assisted trust ver-
ification mechanism, trust reasoning mechanism based on
communication behavior, and incentive mechanism based on
cost performance and trust.

4.1 UAV-Assisted Trust Verification Mechanism

The most critical part of our scheme is to evaluate the trust
value of nodes in the SCS, thereby distinguishing between
trusted and malicious nodes. We propose a UAV-assisted trust
verification mechanism to determine whether the communica-
tion behavior of the node is normal.

The mechanism is divided into four stages: generation and
distribution of verification packets, result gathering of the tail
node, review of data collection tasks, and verification of a sus-
pect path. In each stage, UAVs play an important role.

At the beginning, the sensor network shown in Fig. 2(a) is
untested. The following is an introduction to the four steps:

1) Generation and distribution of detection packets

At this stage, the UAV selects a certain number of source
nodes in the network as the start of data packet delivery. Our
trust evaluation is conducted in multiple rounds, so the trust
value of a node will change after each round of calculation. In
this process, when the trust value of the node is higher than
0 ... the node is judged to be trusted. On the contrary, when
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VTable 1. Parameters in System Model and Problem Statement

Parameter Meaning
14 Collection of sensor nodes
U Collection of mobile edge users
M Collection of malicious nodes
T Number of verification tasks per round
R Number of rounds of a verification task
D Difference of trust values between normal and malicious nodes
P Total cost of system
T o Average trust of normal nodes
m Average trust of malicious nodes
7, Discrimination rate of trusted nodes
r., Discrimination rate of malicious nodes
num; Number of nodes judged to be trusted
num, Total number of trusted nodes
num,; Number of nodes judged to be malicious
num,, Total number of malicious nodes
fij Participation flag for user labelled as j in the ith round
B, Result flag for node labelled as j in the ith task
Py Payment for user labelled as j in the ith round
L, Number of nodes that need UAVs to inspect in the ith round
v Cost of UAV verification of one node
N Number of sensor nodes
K Number of malicious nodes
L Number of mobile edge users
o, Initial trust value
T T in Trust value threshold
T com, Communication trust value
o, (i,)) Cooperative recommendation coefficient between nodes labeled as i and j
T e, Cooperative recommendation trust value
T, Comprehensive trust value
bid, Bid of mobile edge user
b, Expected reward of mobile edge user
Pol, Number of task nodes in the active range
a0, Weight coefficient of winning bids set selection algorithm
w0, Weight coefficient of comprehensive trust

UAV: unmanned aerial vehicle

the trust value of the node is lower than o, , the node is con-

sidered untrusted. Therefore, our criterion for selecting a
source node is the node whose trust value is between o, and
0 ,.. in the suspicious state.

As Fig. 2(b) shows, after a source node is selected, it is nec-
essary to determine the route of the detection data packet
transmission. We use the low-trust node diffusion strategy
shown in Fig. 3 to generate the transmission path of the data
packet. Starting from the source node, when determining the
next hop node, the current trust value of each neighboring
node is considered; the node that is closest to the initial trust
value 0 is selected and the task is refused to repeat. It will be

ensured that each node in the network receives a certain num-

«~ Source node >

/ Vo

Untested nodes End node

(b) UAVs release detection packages

Nodes covered by pack-
et routing path

(a) Preparation
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(c) MEUs collect detection packages (d) UAVs check for suspicious route

from end node

@ Untested node @ Node covered by task @ Source node End node
MEU: mobile edge user

UAV: unmanned aerial vehicle

A Figure 2. Using UAYV to detect the trust of sensing devices and MEUs
(UAV-DT)
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A Figure 3. Route generation strategy

ber of inspections.
The generation and distribution process of the verification
data packet can be summarized in Algorithm 1.

Algorithm 1. Generation of detection packet algorithm

Input: R, T, 0., 00 00, V

Output: S

1: Initialize iter,, = 0,S = &

2: While iter,, < R Do

3: p=0

4: Randomly choose source node n in V and

o, <o, ando, >0

5: p=pUn

6: node ,, = n

7: node,,, . =n

8: iter,, =0

9: While iter,, < T Do
10: Choose nxt in neb (nodem)

minlo,, — o, and nxt & p

11: p=pUnat
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12: node,,, = nxt

13: iter,, = iter, + 1

14: End While

15: node,,, = node,,

16: Generate check packet p = (node,,,,.,node,,,,p)
17: S=SUp

18: iter,, = iter,, + 1

19: End While

20: Return S

Algorithm 1 shows the process of multiple rounds of verifica-
tion data packet generation and routing distribution. The input
of the algorithm includes the number of verification task rounds
R, the number of verification data packets in each round 7,
three constants related to trust value and node sets V. The outer
loop (Lines 2 = 19) represents each round of verification tasks,
and at the beginning of each mission, the system randomly
chooses source node n in V. Then, the system generates a route
for each verification task in the inner loop (Lines 9 - 14). Final-
ly, the verification task set S is output.

2) Result gathering of the tail node

When the route of the verification packets is determined,
the UAV distributes the data packets to the source node, and
the packets are transmitted to the tail node in turn according
to the routing path.

Then, we only need to collect the delivered data packets at
the tail node to confirm whether there is any node loss behavior
on the delivery path of the data packets. As shown in Fig. 2(c),
MEUs are hired as data collectors to perform data collection
tasks at the end nodes and hand data over to the data center in
the cloud for further processing.

3) Review of data collection tasks

Since the data collector is not necessarily credible, we still
need to further verify the validity and completeness of the data
collector’s collection results.

Obviously, not all collected results need to be verified.
When issuing data collection tasks, the system clarifies which
data packets at the sensing devices need to be collected, and
the data collector does not know the

the UAV to recollect the data at the tail node to make a judg-
ment on the communication behavior between the data collec-
tor and the sensing devices on the routing path. The UAV com-
pares the original verification packet with the data collected
by itself to determine whether the data collector has performed
the data collection task honestly, or the verification packet has
been modified by one or more malicious nodes during the
transmission process.

4) Verification of a suspect path

Through the previous stage, the system knows which verifi-
cation packets have been modified during the transmission
process, and defines such a routing path as a suspected path;
that is, malicious nodes may appear on this path. In our sys-
tem, the UAV checks the communication records of each node
along the path, and judges the node(s) where the packet loss
has occurred in the transmission process based on these re-
cords.

Then, we specifically describe the processing of nodes on
the successful transmission path and the verification of sus-
pected path (Fig. 4).

As shown in Fig. 4, in route path A, the verification packet
is successfully transmitted to the tail node, and then collected
by the MEUs faithfully, which means a successful transmis-
sion path. In this case, all the nodes on the transmission path
honestly transmit the verification data packet to the next hop
node. The system records the successful communication be-
havior once for Nodes a, b, ¢, and d. Since Node e is the tail
node, it does not participate in the transmission process, so
this verification task cannot perform trust evaluation on it.

On the contrary, after system verification in route path B,
the verification data packet collected at the tail node has
changed compared with the original data packet, which indi-
cates that there is packet loss behavior by one or more nodes.
In the figure, the node marked in orange is the node that has
lost packets during transmission. Considering that there are
network fluctuations, trusted nodes may also lose packets due
to poor network communications, so the system cannot directly

content of the data packet and its
check code in advance. Therefore,
in the case that the verification pack- a b ¢
et is normally delivered to the tail
node, we can consider that the result
of this collection must be credible
and no further confirmation is re-
quired if the submitted by the data
collector is consistent with the origi-
nal packet and is accompanied by a
true verification code.

If a data package uploaded by the

@ Source node

data collector is inconsistent with

the original package distributed by

fiba.u —z

d e

Packet transmission route path A

&—0——0—6 =&
a b c d e
Packet transmission route path B

End node

. Node covered by task

Suspect node

the UAV, it is necessary to rely on

36 | ZTE COMMUNICATIONS
September 2021 Vol. 19 No. 3

A Figure 4. Successful transmission and suspect paths



Using UAV to Detect Truth for Clean Data Collection in Sensor-Cloud Systems

Special Topic

LI Xiuxian, LI Zhetao, OUYANG Yan, DUAN Haohua, XIANG Liyao

determine whether the node that has lost the packet during the
data packet transmission is a malicious node, but can only de-
fine its communication behavior this time is malicious. Ac-
cording to the transmission result of the data packet, the sys-
tem records the successful communication behavior for Nodes
a, b, and d once, and correspondingly, it records the malicious
communication behavior for Node ¢ once. As mentioned
above, Node e is the tail node and does not participate in the
transmission of data packets.

When the MEU collects data packets at the tail node and
uploads them to the data center in the cloud, it may also mis-
represent the data. The system will also check the communica-
tion behavior of its uploaded data, and record the number of
honest uploads and false uploads. As shown in Fig. 5, the real
active range of an MEU is a light area with a radius of R,, but
it lies to the cloud data center that its active range is the dark
area with a radius of R,. Then the system assigns data collec-
tion tasks at four tail nodes, but the MEU only completes three
collection tasks. The data at the node at the bottom right is not
collected by the MEU because it exceeds its active range and
at the same time it lies about a false result. Based on the
above, the system will record the honest upload and false up-
load of the MEU.

After the above four steps finish, one round of a verification
task is completed. With the obtained communication behav-
iors of the nodes and data collector, we can use various trust
The next
section will focus on describing the trust reasoning mecha-

evaluation methods to calculate their trust values.

nism used in our scheme.

4.2 Trust Reasoning Mechanism Based on Communica-
tion Behavior
The proposed trust reasoning mechanism in this paper is di-
vided into three parts: the trust value initialization, trust evalu-
ation, and trust state determination (Fig. 6).

for judging whether the nodes and MEUs are malicious or not
in our scheme. In our trust reasoning mechanism, two calcula-
tion methods are mainly used for trust value evaluation: com-
munication behavior trust and collaborative recommendation
trust.

1) Communication behavior trust

In each round of a trust verification task, the transmission
of the verification data packet by the participating nodes is a
communication behavior, and we can obtain the number of
successful and malicious communication behaviors respective-
ly. Similarly, we can also acquire two types of behaviors (hon-
est upload behavior and false upload behavior) of MEUs par-
ticipating in the data collection task. We can accordingly cal-
culate the communication trust between the sensor nodes par-
ticipating in the transmission task and the MEUs participating
)*" and (o, )"
respectively, in which i refers to the label of a sensor node in
the node set V and and j refers to the label of an MEU in the

user set U.

in the collection task, and mark them as (o

com;

Mobile edge user
Sensing device

Real active area
)

Active area of false

reports

A Figure 5. Mobile edge user (MEU) collects data package

4.2.1 Trust Value Initialization

At the beginning, when all nodes
and MEUs have not been fully
checked, we cannot judge whether
they are malicious or not, so we give Trust value
each node the same initial trust val-
ue o, and record it as a suspect
state. After multiple rounds of trust
inspection, the trust value of the
nodes or MEUs participating in the
transmission and collection of verifi-
cation data packets will change
through the trust reasoning mecha-
nism and their status will increase

or decrease accordingly.

4.2.2 Trust Evaluation

initialization

Trust evaluation

Communication
trust

Trust state determination

Data
collection

Suspicious state

A. Generate and distribute
detection dala package

Untrustworthy state

B. Collect tail node data

Classification

C. Review lhe results of the }
completed

data mllot tion task

|
|
|
|

D. Check the nodes on the
suspected path

The trust value is the direct basis

A Figure 6. Trust reasoning mechanism based on communication behavior
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We then record successful communication behaviors of the
sensor node and honest upload behaviors of the MEU as posi-
tive communication behaviors, and the malicious communica-
tion behaviors of the sensor node and the false reports upload-
ed by the MEU as negative communication behaviors. We use
a subjective logic framework (SLF)® to describe communica-
tion behavior trust and the formula for calculating the trust val-
ue is as follows:

_2A+B
T =T, (1)
whereA=p/(p+n+1), B=1/(p+n+1), pis the num-
ber of positive communication behaviors of node i, and n is
the number of negative communication behaviors of node i.

2) Collaborative recommendation trust

As shown in Fig. 7, the transmission and collection of a verifi-
cation data packet involves multiple sensor nodes and multiple
MEUs (MEU is regarded as mobile nodes), and these nodes coor-
dinate to complete this verification task. With the packet as an
intermediary, a virtual connection is created between the nodes,
which is called collaborative recommendation in our scheme.

In our example, the nodes labeled a, b, e and f and the MEUs
labeled B and C perform their task honestly, and then there is a
positive virtual connection between them. However, the nodes
labeled ¢, d and the MEU labeled A do not complete the task
faithfully, so there is a negative virtual connection between
them. Similar to the communication behavior trust, the subjec-
tive logic framework is used in the collaborative recommenda-
tion value calculation, and the formula is as follows:

2A+ B

a-rec (17]) = 2 2

(12)

where A=p/(p+n+1),B=1/(p+n+1), p is the num-

ber of positive virtual connections established by nodes i and j

in multiple rounds of verification and connection tasks, and n
is the number of negative virtual connections.

The collaborative recommendation trust coefficient between
nodes i and j is o, (i), but if we want to calculate the recom-
mendation trust value of node i, we need to synthesize the col-
laborative recommendation trust coefficients of all the nodes
that have virtual connections with it. What’ s more, in order to
ensure the reliability of recommendation, it is essential to con-
sider the trust of the recommender’ s own communication be-
havior trust. In summary, the calculation formula of the node’
s collaborative recommendation trust is as follows:

D ACATEIN
‘ Zli,jo-rec(j7i)
J

g

rec, ”

(13)

where [, is a status indicating whether there is a connection
between nodes i and j. When [;; = 1, there is a connection be-

tween the two nodes, otherwise not; o, represents the com-
]

com
munication behavior trust of node j and takes its own commu-
nication behavior trust as the weighting coefficient when node
Jj recommends node i.

Algorithm 2. Algorithm of trust value evaluation (AoTVE)
based on communication behavior

Input:p,, V, U, T

Output: V,U

1: Initialize V = V,U = U
2: For eachp, ; € p; Do

3: Detection packets are transmitted on the routerp, ;

4: End For

5: For each node, € (V™" U U™") Do

6:  Calculate h, m of node, by using the data collector and UAV
7. Calculate o, usingh,minEq.(11)

8:  Letx; be a collection which node all in router path p,

The connection between the node
and the data packet

‘ Normal node

—#2- Data collection behavior
— = Honest virtual connection

— ~False virtual connection

2:0=0

10: For eachj, i.e.,node; € x, Do

1: o, #o,and), 1B, +
B, =2Do

12:  Calculate p, n between no-

de, and nodej

Packet loss node .. .
13:  Calculate (i, j) using p,
:EI Normal mobile edge user (MEU) nin Eq (12)
Malicious MEU _ ..
14: Q=0Ulo,(i))}
Detection data packet
15: EndIf
—> Transmission path of data packet 16: End For

17: Calculate o, using () in Eq. (13)
18: Calculate o,

mnt; g
in Eq. (14)

rec;s Y com;

using o

AFigure 7. Trust reasoning mechanism based on communication behavior
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20: I}(L) = node,

21:  ElseIf node; in U Do
22: U(L) = node,

23: EndIf

24: End For

25: Return V, U

Algorithm 2 is the algorithm of trust value evaluation
(AoTV) based on communication behavior for two trust val-

int

and Z::olBki + B2 2 Do) restricts the conditions for

ues in the trust reasoning mechanism. Line 11 (If o, # o,

node j to recommend node i. The restriction conditions re-
quire that node j has participated in the verification task be-
fore, that is, the comprehensive trust value is not the initial

value (o,, # 0,), and nodej has a virtual connection with

node i. For example, suppose that node i and node j perform
the task labeled 1 in this round and complete honestly, then
B,; = B,; = 1. If they do not complete the task honestly,

then B, = B,; = —1. In both cases, ZZ:U'BM +B,1>2is
established, then node i and node j form a recommendation
relationship with each other. After calculating the communi-
cation behavior trust and collaborative recommendation
trust, the comprehensive trust of the node is obtained by the
following formula:

a .

— 3k k
i, = W0 T 070, (14)

where w, and w, are aggregation constants and the best combi-
nation is found by subsequent experiments.

4.2.3 Trust State Determination

After each round of trust evaluation, the nodes participating
in the task will update the trust value once. We take the com-
prehensive trust value of the node as the basis for its state judg-

and o_. to divide the node into

three states. When the comprehensive trust value of the node is
the node is judged to be trusted. When the

comprehensive trust value of the

ment and use two constants o

greater than o

max?

4.3 Incentive Mechanism Based on Cost Performance
and Trust

In our scheme, the final result of the data packet transmit-
ted via the sensor node is to be collected by third-party users
to reduce the flying distance of the UAV and improve the effi-
ciency of the system. We use mobile
(MCS)-based data collection scheme and complete the task of
data collection by hiring a large number of MEUs distributed

crowdsourcing

in the city. The MEUs have strong data storage capacity, com-
puting power and high mobility. They can complete multiple
data collection tasks in a short time and make full use of the
idle computing power of the equipment.

However, hiring MEUs needs to consider two aspects. On
the one hand, it is impossible for MEUs to unconditionally par-
ticipate in data collection tasks. Participants hope to get actu-
al rewards from providing data, rather than volunteering to pro-
vide data for free. Because the perception of data needs to con-
sume resources such as battery power, computing resources
and data flow of participants’ mobile devices, the participants
in this process also need to pay time and labor. Without prop-
er return, participants are not interested in staying active in
the MCS-based network for a long time. On the other hand, we
need to select MEUs to participate in the task reasonably and
give them appropriate remuneration to make full use of the re-
muneration budget. In other words, we need to focus on the se-
lection criteria of participants.

Therefore, we propose an incentive mechanism based on
cost performance and trust. Our incentive mechanism uses a
reverse auction framework to describe the relationship be-
tween data centers and MEUs. Our mechanism is divided into
five steps (Fig. 8). At first, the system selects all tail nodes,
and sends data collection tasks to idle MEUs according to
each round of verification data packets. Then, the MEUs
whose active scopes cover the target node give their own
quotes and, after the system receives the quotation from the
MEUs, it uses Algorithm 3 to select a set of suitable bids,
which is recorded as the winning bids set, and determines the

node is less than o, the node is
judged to be malicious state, and the
node is classified as suspicious when

and o

max min*

it is in between @

When a node is classified as a
trusted state and a malicious state,
for the sensor node, it no longer
needs to be verified, but for the
MEU, we should continuously verify
its credibility because of its strong
subjectivity. Besides, the higher the
MEU’ s comprehensive trust, the Cloud

higher the probability and rewards

?— Allocate tasks =—————pp

—_— —

:1 Bids

|
@— Select winning bids set —D'I

' |
:4— Perform task =————Q

|
é— Payment _D]

MEU: mobile edge user

that it will be selected for the task.

A Figure 8. Reverse auction framework
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reward based on its performance. Subsequently, the selected
MEUs perform data collection tasks within the scope of their
activities and upload the collected results to the data center.
When we design the winning bids set selection algorithm, we
consider two selection criteria:

1) The ratio of an MEU’ s expected revenue to its data col-
lection capacity. The quotes of an MEU can be expressed as a
two-tuple bid; = (bi,Poli), in which b, is the expected reward

of the MEU labeled as i, while Pol, represents the number of
task nodes covered in the active range of the MEU labeled as
i. This ratio can directly reflect the cost-effectiveness of the
data benefits we can obtain by providing remuneration to us-
ers.

2) The comprehensive trust value of an MEU. Not all MEUs
are authentic and the data they submit may be biased. We can
divide untrusted MEUs into two categories: “Greedy Users”
who may report falsehood by exaggerating their scope of activi-
ties for their own benefit and “Real Malicious Users” who de-
liberately misrepresent data, thus affecting the true collection
of data packets, and have a certain strategy.

Based on the above two criteria, we designed Algorithm 3.
The input of the algorithm includes the MEU bid set BID and
node set V. The output of the algorithm is the winner set S and
their payment set P. Then the algorithm uses the greedy meth-
od to find the MEU with the
performance-price ratio and their trust value in first loop
(Lines 3 - 11). In second loop (Lines 13 - 26), for each MEU
in the winner set S, the algorithm removes the MEU from S
and continues to select other MEUs in BID to join S until all
the nodes can be accessed. Finally, according to the element

maximum sensing

in S, the algorithm gets the payment of each MEU.

17: I Pol({a}) C Pol(S)Then

18: BID = BID \ @
19: Else

20: S'=S"U{u)
21: BID = BID\ &
22: End If

23: End While

24: Calculate p, by using Eq.(16)
25: P=PU{p,}

26: End for

27: Return S,P

Algorithm 3. Winning bids set selection and payment de-

termination

Input: BID,V

Output: S, P

1:S,P=0

2: BID = BID

3: While Pol (S) is not contain all node of V Do

4: Select participant u from BID by using Eq.(15)

5 If Pol ({u}) € Pol(S) Then

6: BID = BID\u

7: Else

8: S=SUu}

9: BID = BID\u

10:  EndIf

11: End While

12:S=0

13: For eachu € S do

14: S=5\u

15:  While Pol (S) is not contain all node of V Do
16: Select participant @ from BID by using Eq.(15)
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Our incentive mechanism uses the following formula to se-
lect the current best participant:

W = max; gy

g1 *
@, Pol +a, a’('mn,)?

i

(15)

where b, / Pol; is the ratio of MEU’ s expected revenue to its

data collection capacity and o, is comprehensive trust value

of the participant labeled as i. We use proportional coeffi-
cients «, and «, to aggregate the participants’ bid scores.

Algorithm 3 uses the ratio of the best data benefit in the al-
ternative set S’ to calculate the participant’ s payment (Lines
12 - 24). The calculation formula is:

py = max; g

?

T *
—*Pol,
T ’

J

(16)

where r, is expected revenue of participant u,, r; is revenue of
participant of u;, and Pol; is the number of task nodes in the
active area of ;.

5 Performance Analysis

5.1 Experiment Setup

We realized the UAV-DT scheme in Python 3.7 and ran a
simulation experiment on IdeaPad Air 14 with 16 GB 2 133
MHz LPDDR4 RAM, whose CPU parameters is 2.10 GHz
AMD Ryzen 5 4600U with Radeon Graphics.

The important parameters used in our experiments are list-
ed in Table 2. Each experiment was carried out in a network

area of 100x100 m* where 1 000 smart devices and 500 ME-

VTable 2. Experimental parameters

Parameter Value
Size of area/m’ 100 X100
Number of sensor nodes 1000
Number of MEUs 500
Active radius of MEU/m [5,10]
Payment of hiring MEU [10,25]

MEU: mobile edge user
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Us were randomly deployed. We randomly created 20 differ-
ent network scenarios in total and ran them once in each ex-
periment. The results were averaged to ensure the robustness
of our strategy in different network scenarios.

For a normal sensor device, there was a small probability of
packet loss in the process of transmitting data packets due to
network fluctuations. However, a malicious sensor device
would deliberately discard a part of the data packet with a
greater probability. We gave 5% and 20% probabilities for
two different packet loss situations, which were reflected in
the form of random functions in the simulation experiments. In
the simulation, the data MEU reported had a 10% - 40% prob-
ability of being false.

In the experiments, 70 rounds of verification tasks were car-
ried out in each scenario, and in each round, we used the
drone to release 30 data packets starting with random sensor
device. The length of the routing path of each packet was fixed
to 10 nodes.

5.2 Discrepancy of Trust Values

In our scheme, the communication behavior trust and col-
laborative recommendation trust are aggregated into integra-
tion trust, then whether a behavior is malicious or not is deter-
mined by setting two thresholds (o, and o), which in-
volves two aggregation coefficients w, and w,.

In the discrepancy experiments, we

set five sets of coefficients to test the

and Figs. 9(b), 9(c) and 9(d) show the discrepancy of communi-
cation behavior trust, collaborative recommendation trust, and
integration trust between normal and malicious nodes. The
three trust values of normal nodes are 0.916, 0.735 and 0.864
after 70 rounds of verification tasks, and the three trust values
of malicious nodes are 0.684, 0.513 and 0.633. Compared
with collaborative recommendation trust, the curve of commu-
nication behavior trust is smoother and the convergence speed
is faster. After 20 rounds, the average of discrepancy in com-
munication behavior trust has reached a high level. In terms of
collaborative recommendation trust, the numerical curve has
fluctuations in 70 rounds. As shown in Fig. 9(c), the average
trust of normal nodes is not high enough so that the distinction
between the two is not obvious.

The following is the conclusions of this group of experi-
ments:

1) It is reasonable to trust a higher aggregation coefficient
for communication behavior trust, and when the classification
thresholds (o

tion behavior trust to distinguish normal nodes from malicious

e and o) are not set, we use the communica-
nodes clearly.

2) The verification effect of communication behavior trust
and collaborative recommendation trust can still be further op-

timized. We set classification thresholds o, and o, and

max

the system excludes the nodes that can be clearly identified as

effect of different coefficients on the 1.0
discrepancy of trust values. We set 06k 0.5916
o, =(0.5,0.5), , =(0.6, 04), ©, = E 7
- - B 0.5672
(0.7, 0.3), @, =(0.4, 0.6), and @, = g z
£ z
— z 0.4f =
(0.3, 0.7), and guaranteed w, + w, = S E m—o—
1. Besides, since the optimal classifi- E ! * Malicious
. 5] ©=05.9-05 E - Discrepancy
cation threshold has not been deter- 2., +w]—06 @0 : \\‘\M*_.__,_.
. . . £ 02F = 0,206, 0,0 E
mined, so our experiments did not 2 ©,=0.7. 0,203 S 02f
1 f d § —v— =04, 0,=0.6
classify nodes. z 03, 007
Fig. 9(a) shows that after 70 rounds oollici v i i e o T oM oe vy pn vy oo cs vay cu s en g
. . 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
of verification tasks are completed, Cyele Cyele
the values of discrepancy between (a) Polymerization parameters (b) Average of communication behavior trust
normal and malicious nodes in each 0.8
set of experiments are in the interval 7 09l
. £
between 0.5672 and 0.5916. Obvious- S 06
S 0.6F
ly, when we set ® = @, = (0.7, 0.3), k| -
. z 0.5 Z
the discrepancy reaches a peak, equal £ 2
=
0.4 2
to 0.5916. The result shows that our s g 04l
= 0
SCheme haS a hlgh degree Of dlSCrlml- »g ] M % 030 \\’\‘_‘M
. .. = -
nation between normal and malicious o2t sl
. = —=— Normal ) —=— Normal
nodes and the discrepancy between = ol e Malicious ok o Malicious
the two reaches a high value. Thus, Discrepancy . .., , [ Discrepangy |
' ) ] ookdlivi §oi gy T T, Taied 0.0l y
we still use this set of aggregation co- 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
efficients in subsequent experiments. Cycle Cycle
W ti t d the di (¢) Average of collaborative recommendation trust (d) Average of integration trust
e continue to advance the dis-

crepancy experiment subsequently

AFigure 9. Influence of different parameters on the average trust between normal and malicious nodes
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the trustworthy or malicious from subsequent tasks, so that the

left nodes with doubtful status (that is o, <0, <o) can
get a chance to be verified.

From Fig. 9(d), we can clearly see the average integration
trust of normal nodes is 0.864 and has a slight upward trend.
The average integration trust of malicious nodes is 0.231 and
has a downward trend stably. Then we use 0.85 and 0.25 as

the central values to find the best classification thresholds.

5.3 Discriminant Rate of Normal and Malicious Nodes
In this section, we set two groups of thresholds to conduct
classification discrimination rate experiments. We use 0.85

—=0.85,

7, = 0.25), and find the best value in the interval between

min

and 0.25 as the central values of two groups (o

m:

the upper and lower domains is 0.1. Then the interval of o,

is (@ - 0.05,0, + 0.05) (7, -

s s and the interval of o, is
As shown in Fig. 10, in the first three sets of experiments,

min

0.05, o, + 0.05).

the discrimination rates of trusted nodes converge quickly and
the final result is around 0.988, which means the correct dis-
crimination rate of trustworthy results reaches 98.8%. Even if
the result of the last set in more stringent conditions reaches
0.930, the correct discrimination rate can reach up to 93%.
The results of the experiments on the discrimination rate of
malicious nodes are shown in Fig. 11. The discrimination ef-
fect of groups 2 = 5 is better and the final discrimination rate
is between 0.821 and 0.933. Under the most stringent thresh-

old conditions, when o, = 0.20 in the experiment, the dis-

crimination rat is still higher than 65%.

From the experimental results, it can be seen that our
scheme has excellent effect and robustness on the recognition
ability of trusted and malicious nodes, and can obtain a high
recognition rate even after 20 rounds. Then we choose o, =
0.85 and o ,;, = 0.30 as the best thresholds for our system to

classify nodes. The node labeled as i will be treated as a trust-

min

ed node when o, > (o'max = 0.85) and a malicious node when

<(o,, =0.30).

Under the best classification threshold, the classification re-

O i,
sults are shown in Fig. 12. Trusted and malicious nodes are
thoroughly classified after 30 rounds. Finally, the classifica-
tion rate of trusted nodes is as high as 98.9%, while the classi-
fication rate of malicious nodes also reaches 94.2%. In other
words, only 15 nodes are still in doubt status after 70 rounds
in our simulation environment.

After the best classification thresholds (o, = 0.85 and
0, = 0.30) are set, we repeat the experiment in Section 5.2
with @, = 0.7andw, = 0.3. As shown in Figs. 13(a), 13(b)
and 13(c), our scheme has a good improvement on the trust
evaluation
thresholds.

In terms of communication behavior trust, the average trust

ability of nodes after setting the classification

of normal nodes, the average trust of malicious nodes and the
discrepancy between normal and malicious nodes are 0.929,
0.241, 0.688 respectively, which are slightly improved. In
terms of collaborative recommendation trust, the average trust
of normal nodes, the average trust of malicious nodes and the
discrepancy between normal and malicious nodes have
changed from 0.735, 0.222, and 0.513 to 0.890, 0.282 and
0.608, respectively. The discrepancy has increased by 18.5%,
which means that the evaluation effect of collaborative recom-
mendation trust has been improved. Combining the above two
types of trust, the result of discrepancy in integration trust has
increased by 4.8%.

Based on the experiments, we determine the classification
thresholds for node classification in our scheme, and the re-
sults prove that the node classification ability of the system is
very significant.

5.4 Collection Rate

In our network scenario, there are some malicious nodes,
which randomly discard some data packets passing through it
with a certain probability. In this section, we generate the same
number of regular data packets as the verification data packets,
transmit them on the network, and hand them over to the MEU

1.0
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A Figure 12. Discriminative ability under the op-

A Figure 10. Discrimination rate of trusted nodes A Figure 11. Discrimination rate of malicious nodes timal classification threshold
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AFigure 13. Trust evaluation capability under the optimal threshold

for collection. In contrast, we also simulated the collection of
regular data packets in the original network scenario without
our scheme, which is usually called unverified network.

The results are shown in Figs. 14 and 15. In our scheme,
the collection rate curve first rises quickly and stabilizes in a
very high value range, while the collection rate curve fluctu-
ates at a relatively low position in the unverified network. Af-
ter 14 rounds (when the most nodes in the network are classi-
fied), the collection rate of our scheme stays within the range
0.88 to 0.92, and the collection rate of unverified network
maintains between 0.78 and 0.82. The average of the former is
0.899, while that of the latter is 0.808, that is, our scheme im-
proves 11.2% compared with the unverified network.

From another perspective, in our network scenario, there
are two main reasons for packet loss: network fluctuations and
the malicious node that deliberately loses packets. We also
conducted two comparative experiments on the causes of pack-

et loss.

As shown in Fig. 15, the proportions of the packet loss ratio
caused by network fluctuations and malicious nodes are rela-
tively stable in multiple rounds of experiments in the unveri-
fied network. The former is 26.6% in average and the latter is
73.4% correspondingly. In our scheme, the proportions of the
two keep changing with the increase of rounds and the propor-
tion of malicious nodes intentionally losing packets is slowly
decreasing from 0.638 to 0.468.

From the above experimental results, it can be seen that our
scheme effectively detects a large number of trusted nodes
and malicious nodes in the network, thereby avoiding mali-
cious nodes during data packet transmission and improving
the collection rate of data packets.

5.5 Cost

In this section, our experiments compare the winning bids

o4 |

Collection rate
S 2 2 9 o 2 2o o 2o o o o 2

78 |

76 |

74 —=— Unverified network
72 F —— UAV-DT
70.III.I.I.I.I.I.I.I.I.I.I.IA

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
Cycle
UAV-DT: UAV to detect the trust of sensing devices and mobile edge users

[ Unverified network: network fluctuation
0.9 -Unverified network: malicious

[ JUAV-DT: network fluctuation

0.8 A JUAV-DT: malicious

Loss rate

UAV-DT: UAV to detect the trust of sensing devices and mobile edge users

A Figure 14. Collection rate

A Figure 15. Rate of packet loss
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set selection algorithm in our scheme with the conventional
greedy algorithm (Fig. 16). The total cost of our system is di-
vided into two parts: the cost of hiring MEUs and additional
costs (the cost of sending drones for additional verification).
We assume that the cost of each additional verification by the
drone is as five times much as the cost of hiring an MEU.

According to the experimental results, the cost of hiring
MEU in each round is much higher than the cost of additional
verification of drones. The reason is: in our network scenario,
there are more normal IoT devices than malicious ones and
the frequency of transmission errors is relatively low com-
pared to the total number of transmissions. Therefore, the cost
of the system is mainly focused on hiring MEUs. In addition, it
is obvious that the cost of our scheme for hiring MEUs is lower
than that of the greedy strategy, with an average reduction of
23.4%. Although the additional costs are slightly higher, our
scheme is still the best in terms of total cost, with an average
reduction of 10.7%. Our UAV-DT scheme spends significant-
ly less on employment than the greedy strategy. The greedy
strategy does not consider the trust value in the selection
range when selecting MEUs to participate in the data collec-
tion, which causes the suspected path shown in Fig. 4. This
will inevitably lead to an increase in the cost of using UAV for
review. On the contrary, UAV-DT uses the trust value of ME-
Us as the selection criterion shown in Algorithm 2.

6 Conclusions

In this paper, we propose a low-cost and efficient UAV-DT
security scheme, including the UAV-assisted trust verification
mechanism, incentive mechanism based on cost performance
and trust, and trust reasoning mechanism based on communi-
cation behavior. By continuously verifying the trust of the
nodes in the network, the trusted and malicious nodes can be
quickly distinguished by comparing their trust values.

Our experimental results show that our security scheme has
high discrimination for malicious nodes, and provides an effec-
tive solution to efficient and safe data collection in the city.

However, we did not use a good path planning scheme in
the UAV broadecast verification packet stage and the UAV sec-
ondary inspection stage. Further studies are needed in future
and we will focus on how to develop an efficient UAV flight
path in the future research.
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Abstract: Degeneration of joint disease is one of the problems that threaten global public
health. Currently, the therapies of the disease are mainly conservative but not very effective.
To solve the problem, we need to find effective, convenient and inexpensive therapies. With
the rapid development of artificial intelligence, we innovatively propose to combine Tradi-
tional Chinese Medicine (TCM) with artificial intelligence to design a rehabilitation assess-
ment system based on TCM Daoyin. Our system consists of four subsystems: the spine move-

ment assessment system, the posture recognition and correction system, the background mu- DOI: 10.12142/ZTECOM.202103006
sic recommendation system, and the physiological signal monitoring system. We incorporate https://kns.cnki.net/kems/detail/34.1294.
several technologies such as keypoint detection, posture estimation, heart rate detection, TN.20210818.1124.002.html, published
and deriving respiration from electrocardiogram (ECG) signals. Finally, we integrate the four online August 18, 2021

subsystems into a portable wireless device so that the rehabilitation equipment is well suited Manuscript received: 2021-06-15

for home and community environment. The system can effectively alleviate the problem of
an inadequate number of physicians and nurses. At the same time, it can promote our TCM
culture as well.

Keywords: rehabilitation; Traditional Chinese Medicine; artificial intelligence; degeneration

of joint disease
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1 Introduction tem to improve the rehabilitation ability and promote the reha-

oday, many policies support the inheritance and devel- bilitation equipment industry of TCM. Degeneration of joint

opment of Traditional Chinese Medicine (TCM). It is disease (DJD)"!is a physiological and pathological degenera-
popular that manufacturing a portable artificial intelli- tion process that occurs in the spine as the human body natu-

gence (Al) rehabilitation evaluation and training sys- rally ages. DJD can cause a variety of spinal-related disease
syndromes and bring pain and stiffness, which will seriously

affect patients’ daily life. Severely, patients’ nervous sys-

tems may be compressed and cause paralysis. Today, DJD

This work was supported by National Key R&D Program of China (No. has become one of the serious public health problems. The
2019YFC1711800, 2020AAA0108300), National Natural Science Founda-
tion of China (No.62072112), Fudan University-CIOMP Joint Fund (No. . . . .
FC2019-005). frared hyperthermia, percutaneous electrical stimulation, etc. ,

main clinical rehabilitation methods are traction therapy, in-
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but they are only suitable for some Grade A tertiary hospitals
and specialist rehabilitation hospitals because of expensive
and large equipment. In general, the doctor will advise the pa-
tient to take some conservative treatment unless the invasive
surgical treatment must be taken. Therefore, we need to find
an appropriate therapy as well as manufacture an efficient and
inexpensive device for the therapy of DJD.

At present, there are various clinical treatments for DJD.
HU™ believes that moxibustion can relieve pain, replenish Qi
and thus treat DJD. YANG et al.”’ believe that “Jin Gu Bing
Ju, Chan Xuan Xiang Ji” and advocate the use of LI’ s Tuina
method to treat DJD. The authors in Ref. [4 - 5] demonstrate
that the combination of TCM and electromagnetic wave irradi-
ation for the treatment of DJD has more prominent efficacy.
The authors in Ref. [6 = 7] demonstrate that the combination
of laser irradiation and physical traction therapy also performs
better on the treatment of DJD, but it is only suitable for some
Grade A tertiary hospitals and specialist rehabilitation hospi-
tals because of expensive and large equipment.

Among all kinds of conservative therapies, TCM has a 5 000-
year history of development for health care. TCM Daoyin™ is
guided by TCM theories such as Yin and Yang, five elements,
meridians, and internal organs. It promotes functional recovery
through breathing and exhalation, physical activities, and psy-
chological regulation. It also has obvious therapeutic effects on
the rehabilitation and prevention of soft tissue and bone and
joint diseases. It is increasingly used in clinical treatment.
Therefore, we choose to establish an artificial intelligence reha-
bilitation system based on TCM Daoyin for the therapy of DJD.

At the same time, we construct a background music data-
base based on the five-tone theory of TCM". It provides suit-
able background music for patients as an aid to therapy when
practicing TCM Daoyin. TCM’ s five tones are “Gong Shang
Jue Zhi Yu”, the ancient way to recognize the sound, which
originally belongs to the category of temperament. Huangdi
Neijing (the Medical Classic of the Yellow Emperor) introduc-
es five tones into TCM theory and forms a certain system. Five-
tone therapy is based on the theory that the five tones corre-
spond to the five organs in Huangdi Neijing. Studies” """ have
shown that the five-tone therapy has a significant effect. There-
fore, we embed the background music database into our sys-
tem for the therapy of DJD.

In this paper, we propose a portable wireless system device
that innovatively combines artificial intelligence and TCM for
the rehabilitation of DJD. It replaces part of repetitive heavy
physical labor in traditional rehabilitation. Furthermore, it re-
alizes automatic, accurate, and intelligent rehabilitation and is
very suitable for family and community clinics because of its
small size, wireless, and portability. What’ s more, it could re-
duce the stress of physicians and rehabilitation trainers and in-
crease the flexibility and effectiveness of patient rehabilitation
training. Therefore, our system has strong innovation and prac-
ticability.

The remaining structure of this paper is as follows. Section
2 presents an overall overview of our system and describes the
functions implemented in each subsystem separately. Section
3 elaborates the implementation principles, calculation formu-
las, and algorithm details for each of our subsystems. Section
4 describes the overall system integration application and the
overall system workflow.

2 Functions

In this paper, we innovatively propose to develop a small-
scale rehabilitation assessment and training system by combin-
ing the popular technologies in the field of artificial intelli-
gence with TCM Daoyin. The system can provide comprehen-
sive automatic assessment and assisted exercises for patients
with DJD during their rehabilitation training. We will inte-
grate all the modules of the system into a Mini-PC and trans-
mitted the data via 5G signals to facilitate real-time rehabilita-
tion training for patients and remote monitoring and guidance
for doctors. As shown in Fig. 1, the system includes the follow-
ing four subsystems:

1) SMA: spine movement assessment system. It automatical-
ly evaluates the range of motion of human cervical and lumbar
vertebrae joints.

2) PRC: posture recognition and correction system. It can
automatically compare and correct errors between patient ac-
tions and standard expert actions.

3) BMR: background music recommendation system. It fil-
ters and builds a library of TCM five-tone background music.

4) PSM: physiological signal monitoring system. It monitors
and alerts the patient s respiratory rate and heart rate stability.

2.1 SMA: Spine Movement Assessment System

The spine movement assessment system is designed by com-
bining popular techniques in computer vision. It can automati-
cally measure the maximum joint mobility of the patient’s cer-
vical and lumbar vertebrae before the start and after the end of
the patient’ s TCM Daoyin rehabilitation training. The joint
mobility includes 6 types of subscales: cervical extension,
lumbar extension, cervical lateral bending, lumbar lateral
bending, cervical rotation, and lumbar rotation. Therefore, this
subsystem can visually and quantitatively assess the effect of
the patient’s rehabilitation training.

First, the system takes an image of the patient in a specific
computational scenario and uses maximum force to stretch the
cervical or lumbar vertebrae. Then, the system performs image
processing operations and inputs the results into a neural net-
work model for posture estimation and inference. As a result,
we can obtain information about the 2D skeletal coordinates
corresponding to the patient image. We use different calcula-
tion or estimation formulas for three different types of joint mo-
bility. Finally, we combine the three metric perspectives to
give the patient’s rehabilitation evaluation score.
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2.2 PRC: Posture Recognition and Correction System

The function of the posture recognition and correction sys-
tem is to identify and classify the movements of patients in re-
al time, while they are practicing the TCM Daoyin. The system
will compare and score each Daoyin movement with the stan-
dard movements of the expert group and provide real-time
feedback. Finally, the patient’ s overall movements are ana-
lyzed when the patient has completed the entire Daoyin set.
The system will give a score for each segment of different
movements and an overall score for the entire set.

The system uses a neural network model to identify and
classify the current rehabilitation Daoyin movements being
practiced by the patient based on a feature learning approach.
It will get the patient’ s historical posture sequence by track-
ing the key points of the patient’ s body at the same time.
What’ s more, we collect and construct a small sample dataset
to train the network models. Then, the system automatically
segments the patient’ s historical pose sequence based on the
patient’s action category by the method of sequence similarity
estimation. Finally, we obtain the similarity score of the pa-
tients’ Daoyin segments by comparing each segment of the pa-
tient’ s posture sequence with the standard posture sequence
of the expert.

2.3 BMR: Background Music Recommendation System
Many clinical studies show that TCM’ s five-tone therapy
can effectively assist or even directly contribute to the rehabil-
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itation process of patients. The overall rehabilitation efficien-
cy of patients treated with the TCM five-tone therapy has been
significantly improved.

Most scholars think that “Gong Shang Jue Zhi Yu” corre-
sponds to “Do, Re, Mi, So, La” in the modern numbered musi-
cal notation from a musical point of view.However, traditional
music has indistinct tuning and frequent modulation. There
are many different versions of the same piece and the tuning is
inconsistent with each other. The current research application
of five-tone therapy is too limited and lacks a holistic ap-
proach. Moreover, there is no systematic and standardized
five-tone music dataset. The manual-based five-tone classifica-
tion is laborious and inefficient because there is a huge
amount of online music. Therefore, our background music rec-
ommendation system aims at addressing the shortcomings of
the current clinical application of five-tone therapy. It uses
computer audition technology to automatically filter and classi-
fy music from a large library of music online. Eventually, a
five-tone database of background music for patients to perform
TCM Daoyin exercises is constructed to assist patients’ reha-
bilitation training.

2.4 PSM: Physiological Signal Monitoring System

Doctors often monitor patients’ health based on some of
their physiological signatures such as the heart rate and respi-
ratory rate. We need to monitor the heart rate and respiratory
rate in real time while the patient is practicing TCM Daoyin
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training, ensure the patient’ s safety when practicing alone,
and alerts the patient’s family and doctor in case of abnormal
conditions. The physiological signal monitoring system is
based on a biosensor that uses a single-lead approach to ac-
quire the patient’ s ECG signal. Then, the collected ECG sig-
nal data is further processed to achieve accurate and reliable
heart rate detection.

For the respiratory rate, there is no non-invasive respiratory
rate monitoring device available in the market. Traditional
methods use large instruments with low accuracy, which are
difficult to extend to home rehabilitation equipment. The re-
spiratory rate is also an important physiological signal for the
patient, so we have to find a method for detecting respiratory
rate that would work with our mobile rehabilitation system.
The physiological signal monitoring system captures the pa-
tient’ s respiratory rate using an algorithm, named ECG de-
rived respiration (EDR), which extracts the derived respiratory
signal from the ECG signal in real time. The system thus en-
ables real-time monitoring of the heart rate and respiratory
rate of patients during TCM Daoyin training.

3 Algorithms
3.1 Algorithms of SMA System

3.1.1 Human Posture Estimation

Human posture estimation is to estimate the human pose by
calculating the relative position of the human key points in 3D
space and correctly linking the human key points that have
been detected in the picture. The key points of the human
body usually correspond to the joints with degrees of freedom
of the human body, for example, neck, shoulder, elbow, wrist,
knee, ankle, etc., as shown in Fig. 2.

CAO et al."" proposed the OpenPose multi-person pose esti-
mation framework. It is a real-time approach to detect the 2D
pose of multiple people in an image. We use this model to im-
plement the estimation and scoring of the patient’s spinal mo-
tion status. The model can automatically identify and match
the key points of the patient’ s body in each frame of the re-
ceived image. It consists of four main components: feature ex-
traction, partial affinity fields (PAFs) prediction, key point lo-
cation confidence map prediction, and pose graph matching.
First, we input an image and extract features by convolutional
neural networks (CNNs) to get a set of feature maps. Then we
use CNNs to extract part confidence maps and part affinity
fields respectively. Second, we use bipartite matching in
graph theory to find the part association, which connects the
joints of the same person. Finally, we merge them into the
overall skeleton of a person. Details of the algorithm can be

found in Ref. [11].

3.1.2 Calculation of Joint Mobility
Because the overall system is designed for simplicity and

15 16
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114244 14
21
3 22 19 20

A Figure 2. Common key points of the human body

lightness, the hardware equipment conditions are somewhat
limited. Under the condition of only one camera, we use dif-
ferent calculation or estimation formulas for different joint
mobility.

As shown in Fig. 3, we use precise positioning to calculate
the angles for the extension and lateral bending by the coordi-
nates of the body s key points. Here we set the coordinate ori-
gin at the Midhip point. As shown in Table 1, we have run ex-
periments and ensured that the error is within 3°, which al-
lows us to score the patient’s posture very well.

1) Cervical and lumbar extension angles

We use different formulas to calculate the extension angles
of the patient’s cervical and lumbar spine.

As for the patient’ s cervical extension angle, we calculate
it from the coordinates of the nose and ear key points in the
lateral view.

lye = v

&« . = lan

&

‘x T X (1)
where o< __is the cervical extension angle, x, is the horizontal
coordinate of key point i, and y; is the vertical coordinate of
key point i.

As for the patient’s lumbar extension angle, we calculate it
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()

A Figure 3. (a) Extension angles; (b) lateral bending angles; (c) rotation
angles

VTable 1. Results of our spine movement assessment (SMA) system

Different Joints True Value/° Measured Value/® Error/°

Cervical anterior extension 20.00 18.48 1.52
Cervical posterior extension 22.50 24.55 2.05
Cervical left bending 14.00 13.85 0.15
Cervical right bending 20.00 20.69 0.69
Cervical left rotation 30.00 28.82 1.18
Cervical Right Rotation 42.00 41.92 0.08
Lumbar Anterior Extension 32.00 31.06 1.64
Lumbar Posterior Extension 25.00 25.53 0.53
Lumbar Left Bending 27.00 22.52 4.48
Lumbar Right Bending 19.00 20.59 1.59
Lumbar Left Rotation 42.00 41.09 091
Lumbar Right Rotation 38.00 36.38 1.62

from the coordinates of the neck and midhip key points in the
lateral view.

1 ‘ Xheck — xmidHip ‘
o« =tan |

‘y neck — Y midHip (2)
where, ¢ | _is the lumbar extension angle, «, is the horizontal
coordinate of key point 7, and v, is the vertical coordinate of
key point 1.

2) Cervical and lumbar lateral bending angles

We capture the patient’s key points from the front and
back of the patient. Accordingly, we calculate the patient’s
cervical and lumbar lateral bending angles.

As for the patient’s cervical lateral bending angle, we cal-
culate it from the coordinates of the nose key points and esti-
mate eye_center key points in the front view.
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The estimated coordinates of the eye_center key point are
shown as follows.

(xl,eye + xr,eye)

xcyc,(‘cntcr = 2 S (3)
(yl,eye + yr,eye)
¥ eye_center — T, (4)

where, x, is the horizontal coordinate of key point i, and y;, is
the vertical coordinate of key point i.

Calculation of the patient’s cervical lateral bending angle
is shown as follows.

1 ‘y = Yooe

o | = tan

‘xeyeiemet  Xose (5)
where o | is the cervical lateral bending angle, «, is the hori-
zontal coordinate of key point i, and y, is the vertical coordi-
nate of key point i.

As for the patient’s lumbar lateral bending angle, we calcu-
late it from the estimated coordinates of the 7th cervical spi-
nous process and the 5th lumbar spinous process key points in
the back view.

We use the neck key point and the estimated mid_ear key
point, where the mid_ear key point’s calculation method is
the same as the eye_center key point, to estimate coordinates
of the 7th cervical spinous process key point.

- X

Xggpey = Xneck E ‘xmid,ear neck | X Us (6)

Ysper = Vneck ‘ymid,ear Ve | X s (7)
where x, is the horizontal coordinate of key point i and y, is the
vertical coordinate of key point i. Here u = 0.5 is used to cal-
culate the 7th cervical spinous process.

We use the neck key point and the midhip key point to esti-
mate coordinates of the Sth lumbar spinous process key point.

Xseply = Xmidhip? )

p 2
Ysoplv = Y didnip ~ \/(xNer‘,k - xMidhip) + (yNerk - yMidhip) X

B

O

where x, is the horizontal coordinate of key point i and y, is the
vertical coordinate of key point i. Here v = 0.2 is used to cal-
culate the 5th lumbar spinous process.

Calculation of the patient’s lumbar lateral bending angle is
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shown as follows.

. ‘x7sp(:v T Xsgply
o<, =tan” |———

‘ Yasper — Yssply (10)
where, o< | is the lumbar lateral bending angle, x; is the hori-
zontal coordinate of key point ¢, and y, is the vertical coordi-
nate of key point i.

3) Cervical and lumbar rotation angles

For the rotation angle, due to the limitation of the number
of cameras condition, we take the estimation approach.

We assume that the patient’s cervical spine is rotated by
90° and the angle between the nose key point in line with the
midpoint of the Lshoulder and Rshoulder key points, and the
Lshoulder key point in line with the Rshoulder key point de-
noted by &, 4, = 45°. Dis
zontal coordinate of the nose key point and the horizontal coor-

s 18 the distance between the hori-
dinate of the Lshoulder and Rshoulder key points’ midpoint.
And Dis,, , is the distance between the horizontal coordinate
of the Lshoulder and Rshoulder key points. It can be calculat-
ed that Dis

n_ms

(xl.s+x15_)
S T (11)

is a quarter of Dis,_ ..

‘x - X

nose ms
& =

RN

s

v =l (12)
where, x, is the horizontal coordinate of key point i.

Estimation of the rotation angle of the cervical spine is
shown as follows.

o« = sin(a X 17) %X 90
' Eo 2 , (13)
where o< is the cervical rotation angle.

As for the lumbar rotation angle, we simply replace the
Lshoulder and Rshoulder key points with the Lhip and Rhip
key points. We give no further explaination to keep the paper
reasonably concise.

3.2 Algorithms of PRC System

The system first applies the same OpenPose multi-person
pose estimation framework!"" as in Section 3.1 to estimate
the patient’ s posture while training the TCM Daoyin. After
that, we use the pose sequence tracking and classification al-
gorithm and the pose sequence segmentation and similarity
calculation algorithm to evaluate the patient’s practice pos-
ture. Meanwhile, to improve the robustness of the overall
network, we add a view adaptive (VA) module"” to the bot-
tom layer of the network. The VA module performs a two-di-

mensional transformation of the input pose utilizing the
learned rotation matrix parameters and translation matrix pa-
rameters.

3.2.1 Pose Sequence Tracking and Classification Algorithm
Almost all existing video action classification algorithms
take the whole video as input and get the classification re-
sult by a trained deep network. However, since the input
must include the whole sequence, even if the inference
speed of the deep network can reach real time, this does not
meet the demand of real-time classification. In the real-time
sign language detection task, Google proposes a lightweight
sign language detection network based on pose recogni-

tion™?

I Tt can classify each frame of the video signal in real
time. We borrow this idea to classify and track the patient
training video in real time by using patient pose information
and inter-frame pose optical flow information for each
frame!". The human pose optical flow information obtained
by computing inter-frame based on pose estimation is input
to the long short-term memory (LSTM)'!. Tt obtains real-
time classification results at each frame based on the cur-
rent inter-frame optical flow characteristics and historical
optical flow characteristics. The structure of our network is
shown in Fig. 4.

3.2.2 Pose Sequence Segmentation and Similarity Calculation

We obtain the category of each frame of the patient’s train-
ing video by the algorithm of Section 3.2.1. Then, we segment
the video subsequences belonging to the same category to ob-
tain the pose sequence of the patient’ s current exercise. By
the method of similarity calculation we can get the similarity
between the patient’s current pose sequence and the standard
pose sequence. Finally, we score and correct the patient’ s
movements in real time.

Because of the difficulty in aligning the patient’ s current
pose sequence with the standard pose sequence, we use a dy-
namic time warping (DTW) algorithm"®!. It finds the best align-
ment path with the lowest total sequence cost by dynamic pro-
gramming.

Cost(i,j) = D(i,j) + min[Cost(i - l,j),Cost(i,j -

1).Cost(i = 1.7 - 1)], (14)

D(i.j) = /(x? =) + (v = ¥f), (15)

where Cost(i,j) is the alignment cost of point ¢ and point j, and
D (i,j) is the distance between point ¢ and point j.

After obtaining the alignment path, we calculate the score
of the segment based on the key points identified during the
patient’ s practice sequence and the corresponding key
points of the standard sequence. Since the movements of
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A Figure 4. Structure of pose sequence classification

each video vary greatly, we choose different key points of at-
tention and different calculation methods for different move-
ments. For example, for the “Niao Shen Niao Fei” move-
ment, the main focus is on the amplitude of the hands up and
the amplitude of the single foot when lifted backward; for the
“Wei Han Tian Zhu” movement, the main focus is on the hor-
izontal coordinates of the nose and arms. The results are
shown in Fig. 5.

3.3 Algorithms of BMR System

Ancient Chinese five-tone music is divided into five keys:
Gong, Shang, Jue, Zhi, and Yu. However, because of the wide
variety of music libraries currently available, it is not practical
to manually classify songs. Therefore, we use LSTM™' as a
backbone and design an algorithm to implement an automatic
judgment of the main key of the song. The algorithm is divided
into three specific steps: the main melody transcription to de-
termine the pitch of the ending, the tonality detection to deter-
mine the key number, and the main tone discrimination ac-
cording to music theory.

Building a five-tone music database is highly complex due
to the different meanings of traditional five-tone Chinese tun-
ing and western music systems. Currently, there is a lack of a
relatively complete dataset on the internet. We invite Dr. XTA
from Sichuan Conservatory of Music to set up a working group
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Wei Han Tian Zhu
0.1

(a) The standard pose (b) The patient’s pose

AFigure 5. Results of posture recognition and correction (PRC) system

to help us annotate traditional five-tone music and build a
small dataset. The dataset we build is used to train the net-
work model to achieve the automatic classification of tradition-
al Chinese music. Finally, a background music library of 500
songs is constructed to assist patients in the practice of TCM
Daoyin.
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3.4 Algorithms of PSM System

The detection of physiological signals is often used as a cri-
terion for the physician’s judgment during the patient’s reha-
bilitation process. Therefore, our system needs to enable real-
time measurement and monitoring during the patient’ s TCM
Daoyin training. Our algorithm is developed to design a porta-
ble and miniaturized physiological signal monitoring device.
ECG signals can be used to represent the electrical signals of
heart activity!'” and are widely used in the detection of ar-
rhythmia. In this paper, the BMD101 chip is selected to ac-
quire and detect the heart rate signal of patients. At the same
time, abnormal respiratory rates are sometimes one of the best
independent predictors of cardiac arrest in clinical practice.
The device also incorporates an algorithm to extract respirato-
ry signals from ECG signals to monitor the patient’s respirato-
ry rates.

3.4.1 Heart Rate Detection and Judgment

The BMD101 chip"is a miniature device developed by
NeuroSky specifically for bio-signal detection and processing.
The device uses a single-lead detection method, which allows
detection of ECG signals at the pV to mV level by simply
placing the electrode pad on the chest. Moreover, it can real-
ize signal pre-processing and calculate indexes such as mean
heart rate and heart rate variability.

The chip’ s built-in algorithm parses the patient’ s current
static heart rate from the data stream and calculates the aver-
age heart rate. When we get the patient’s static heart rate, we
can get the patient’ s current theoretical maximum heart rate
and theoretical minimum heart rate based on the physician’s
clinical studies. And based on this, we can make a judgment
about the patient’s heart rate stability.

HR,, =(220 - Age - HR,,.) X 0.3 + HR (16)
HR,;, = HR ;. — 10; (17)
where HR,___and HR_. indicate the theoretical maximum and

max min

minimum number of heart rates per minute, respectively. And

HR

indicates the number of resting heart rate per minute.

static

3.4.2 Deriving Respiratory Rates from ECG Signals

Previous studies have shown that respiratory rates can be
derived from ECG signals by analyzing either the variability in
R - R intervals during a respiratory cycle or the change in
QRS (the Q, R, and S wave groups) amplitude during breath-
ing. The EDR"® " is obtained using both the heart rate vari-
ability (HRV) method and the peak amplitude variation (PAV)
method, as shown in Fig. 6.

Because the actual measurement to obtain the ECG signal
is influenced by body temperature changes, industrial frequen-
cy interference, and visceral activity, it generates baseline
drift and other noise. We obtain the original ECG signal by re-

moving the baseline drift from the detected R-peaks using the
cubic-spline interpolation method. And due to the low fre-
quency of the respiratory signal (0.1 - 0.7 Hz), we need to
downsample and smoothly filter the obtained signal to finally
obtain the respiratory signal. Table 2 shows the results.

4 Device Integration

We integrate the subsystems into a mini-PC to make the
system portable and operational and to ensure that patients
can practice wireless self-rehabilitation at home and in the
community. And the device is equipped with a Bluetooth mod-
ule as well as a 5G module, which facilitates data transmission

. . b
from sensors and ensures that doctors can monitor patients

ECG

. Derivation Cubic-spline
o ~eSS >
IR of HRV interpolation
R-peak > Baseline Derivation Respiratory rate
detection processing of PAV estimation
RESULT

ECG: electrocardiogram ~ HRYV: heart rate variability
PAV: peak amplitude variation

AFigure 6. ECG derived respiration (EDR) algorithm framework
VTable 2. Results of physiological signal monitoring (PSM) system

Estimated Heart Real Heart Estimated Respiratory Patient Status
Rate/(beat/m) Rate/(beat/m) Rate/(breath/m)
1 89 86 16 Stabilization
2 85 87 16 Stabilization
3 87 85 17 Stabilization
4 84 83 15 Stabilization
5 82 83 16 Stabilization
6 83 85 16 Stabilization
7 87 85 17 Stabilization
8 90 85 18 Stabilization
9 87 86 16 Stabilization
10 82 86 15 Stabilization
11 83 86 16 Stabilization
12 88 85 17 Stabilization
13 94 85 18 Stabilization
14 85 88 16 Stabilization
15 85 89 16 Stabilization
16 90 90 18 Stabilization
17 93 90 18 Stabilization
18 95 90 18 Stabilization
19 87 88 16 Stabilization
20 86 86 17 Stabilization
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rehabilitation training in real time on a remote server.

As shown in Fig. 7, we choose a Core i7-7820HQ proces-
sor and a GTX1650 graphics card with 4 GB of video memo-
ry to support the hardware requirements for our algorithm im-
plementation. It achieves real-time feedback on the scoring
of each index during patients’ TCM Daoyin training. To im-
prove the accuracy rate, we choose a high-definition camera
to satisfy the needs of computer vision. Meanwhile, to collect
the ECG signal from the patient, we embed a Bluetooth mod-
ule in the device to enable remote wireless transmission of
ECG signals. To maintain the overall portability of the de-
vice, we choose a removable power supply. The device also
needs to ensure that the server receives and feeds back
quickly and doctors could monitor and guide patients in
time. Therefore, we embed a 5G communication module in
our device.

When the equipment works, we set up a variety of options to
provide a more comprehensive rehabilitation strategy for users

Biosensor Bluetooth

data flow
=
>
Mobile
ower bank

5G data
—————————

mini-PC  [<=>| 5G

IRAT: intelligent rehabilitation assessment and training system

A Figure 7. System hardware equipment

with different needs. The specific process is shown in Fig. 8.

5 Conclusions

In this paper, we innovatively combine Al and TCM Daoyin
for rehabilitation assessment and training of patients with DJD.
We integrate the system into a mini PC to ensure the portability
of our device. The system is equipped with a Bluetooth module
and a 5G communication module, and therefore fast and wire-
less data transmission between the system and the server is
achieved. Each of our subsystems has its innovative points. The
SMA system detects the patient’ s posture by computer vision
algorithm and gives a skeleton model to assess the patient’ s
spine status by our innovatively proposed scoring formulas. The
PRC system classifies the posture of patients during TCM Daoy-
in training and proposes different scoring methods based on dif-
ferent standard movements. What’ s more, we construct a small
sample dataset. The BMR system is based on the five-tone theo-
ry of TCM to assist in patient therapy. We also build a small
sample dataset to achieve the automatic classification of the
five-tone music. The PSM system calculates the real-time heart
rate of the patient by collecting the ECG signal of the patient.
The real-time respiratory rate of the patient is separated from
the ECG signal by the EDR algorithm, which achieves timely
alerting of abnormal situations.

In all, our system is geared toward patients with DJD who
are in remission. The system combines multiple algorithms
of Al, and more importantly, it is wireless and portable so
that it achieves the rehabilitation treatment of patients at
home and in the community. The device has high practicali-
ty, a wide range of applications, and effective dissemination
of TCM theory.
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A Figure 8. System working process
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1 Introduction
he next generation vehicles are transforming from me-
chanical-centric to software-defined. Since the Grand
Challenge orchestrated by the Defense Advanced Re-
search Projects Agency (DARPA)", autonomous driv-
ing (AD) technologies have been accelerating. Autonomous
driving is considered to be a revolutionary technology that pro-
foundly affects human society and transportation. To catego-
rize these systems, the Society of Automobile Engineers (SAE)
has defined six levels of automation ranging from 0 (no auto-
mation) to 5 (full automation). The deployment of full autono-
my is still expected in years. Automotive manufactures are
more inclined to gradually increase the level of autonomy from
Advanced Driver Assistance Systems (ADAS) to full autono-
mous driving. The ADAS ranges on the spectrum of passive to
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active safety functions, such as forward collision warning
(FCW), lane departure warning (LDW), blind spot monitoring
(BSM), autonomous emergency braking (AEB), lane keeping
assistance (LKA), adaptive cruise control (ACC), forward colli-
sion-avoidance (FCA), traffic jam assist (TJA), and traffic jam
pilot (TJP).

Autonomous driving cars need to understand the surround-
ing environment and then take actions continuously. Autono-
mous vehicles rely on different sensors that work together to
perceive the internal and external car environments. The most
involved sensors in the car are radars, light detection and rang-
ing (LIDAR) systems, cameras, ultrasonic and far-infrared sen-
sors, etc.” These long-range and short-range sensors provide
relevant data to interpret the surrounding scenes near the vehi-
cle with a variety of solutions, such as from 8 Vision 1 Radar
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(8VIR) to 15 Vision 5 Radar 3 LiDAR (15V5R3L). Sensor fu-
sion processing is also deeply integrated into the algorithms of
autonomous driving. Smart sensors combined with the extreme
compute performance deployed in a car make the car more
and more like a robot. This will be continuously increasing the
complexity and bringing challenges for the automotive elec-
tronic architecture.

The goal of this paper is to provide a survey of sensing tech-
nologies on autonomous vehicles. Ref. [2] reviewed the most
popular sensor technologies and their characteristics but did
not analyze how the progress of the algorithms affected the
configuration of vehicle sensors. Here we track some impor-
tant improvements of the neural network and deep learning al-
gorithms linked with perception in autonomous driving. The
well-known mask region based convolutional neural network
(Mask R-CNN) algorithm™ achieves the best instance segmen-
tation accuracy in 2D visual recognition. The popular vision
algorithm You Only Look Once (YOLO)™ is less accurate but
much faster than Mask R-CNN and suitable for autonomous
driving. YOLO is also extended to LiIDAR 3D point clouds".
The fusion of multiple sensors like vision and LiDAR™ has
taken more advantages before Pseudo LiDAR technology”
emerges and the latter is showing the power of pure vision in
3D perception. Unsupervised learning approaches of depth es-
timation'™ have further accelerated the utilization of pure vi-
sion in autonomous driving. Moreover, sensors should not only
perceive the current environment, but also constantly predict
the environmental context in the next few seconds. For exam-
ple, Uber uses a convolutional neural network (CNN) model to
predict possible trajectories of the surrounding actors”.

The structure of this paper is arranged as follows. Section 2
explains the impact of intelligent sensing technology on auto-
motive electronic architecture. Section 3 provides a detailed
overview of the sensing algorithms. Section 4 discusses a deci-
sion-making model. Finally, Section 5
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2.1 Centralized Computing

Traditional cars are composed of one-box one-function mod-
ular electronic control units (ECUs). However, due to the com-
plexity of autonomous vehicles, the approach where ECUs are
tightly coupled with firmware from hardware will encounter
difficulties to meet the requirements of high computation pow-
er and software integration in intelligent perception. Regard-
ing the increasing number of sensors and actuators in autono-
mous vehicles, there are several impacts on the legacy automo-
tive E/E architecture such as complexity, harness, high band-
width, and artificial intelligence (AI) computing.

The distributed modular ECU system needs to upgrade to
an integrated centralized computing system for autonomous
driving. The future trend is combining sensors and ECUs into
the domain controller (Fig. 1). Then all domain controllers will
be further merged into one centralized vehicle computing plat-
form with functional redundancy to achieve functional central-
ization.

Fig. 1 shows the domain architecture and the zonal architec-
ture with a centralized vehicle computing platform to further
optimize the harness layout. The domain architecture consists
of separated domain controllers according to the vehicle func-
tions. The zonal architecture consists of gateways connected
with the redundant computing platform that supports service
oriented architecture (SoA) to process the vehicle functions.
Fig. 1(c) shows a ZTE’ s ADAS/AD domain controller, which
can be used in L2 and L3 autonomous driving scenarios.

2.2 Time-Sensitive Networking

Another impact is the high data rate sensors and actuators,
such as raw data cameras, LiDARs and radars, which will
need high bandwidth and deterministic real-time communica-
tion within the car. As early as 2006, the IEEE802.1 estab-
lished the audio video bridging (AVB) working group and suc-
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cessfully solved real-time synchronous data transmission in the
following years. This immediately attracted the attention of the
automotive industry. In 2012, The AVB working group was re-
named by the TSN working group, focusing on enabling low-la-
tency and high-quality transmission of streaming data. TSN
aims to establish a “universal” time-sensitive mechanism for
the Ethernet protocol to ensure the time determinism of network
data transmission and the delay reaches the microsecond level.
So it will be the ideal candidate communication backbone tech-
nology for the new automotive E/E architecture. As shown in
Fig. 1, in the automotive backbone which requires high band-
width and deterministic real-time communication, the TSN gate-
way is used to ensure that it can transmit between different do-
mains with low latency and small jitters. The TSN node will al-
s0 transmit a redundant frame for the high-performance sensors
(e.g., high-resolution cameras). The Ethernet TSN can reach 1
Gbit/s or more, while the controller area network (CAN) and
FlexRay are 1 Mbit/s and 20 Mbit/s respectively.

3 Sensing Algorithms

At present, most intelligent perception tasks are achieved
by deep neural network models. Here we analyze several basic
algorithms and their development.

3.1 Deep Learning Models

For intelligent sensing, a very basic deep learning model is
well known as illustrated in Fig. 2. A deep neural network
S (x,,W) consists of multiple layers. For example, it could be
combinations of CNN, fully connected (FC) networks, residual
networks (ResNet), long short term memory (LSTM) networks,

n
i=1

even transformer networks, etc. An input data set {(x;,y;)}
is sampled from the collected data which could be historical
driving data or synthesized data constructed from a simulator.
Within the input data set where x; is denoted as the sensor da-
ta that could be images, videos, or LIDAR point clouds and y;,
denoted as the ground truth of the target or labels that are ex-
tracted from the car environment. The target y, can be spatial

information (like drivable area, lanes, roads, etc.), semantic in-

L

Sl W) > L

S (x;,W): a deep neural network ¥;: ground truth L: loss

x;: sensor data W: weights

A Figure 2. Basic deep learning model
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formation (traffic lights, traffic signs, turn indicators, on-road
marking, etc.), or moving objects (pedestrians, cyclists, cars,
etc.). We can manually label them or generate them by a simu-
lator.

The difference between the predicted result of the neural
network f and the ground truth v, is the loss function denoted
as L. The training goal is to optimize L through iterations of
the data set and adjust the weights W.

The weights W could be a very large tensor including all the
weights of each deep network layer. The neural network f can

do the inference once we get the optimal weight W'
. R '
W' = argmin 3 L(f (s W) "

where W = {WO,W®h ).

Reasonably defining the loss function L is the most impor-
tant work for designing deep learning model. For example, for
the classification case, we use the binary cross-entropy to mea-
sure the loss:

L= %ZLH: lyilog(f(x[; W) + (1= y)log(l = f(x,; W))
2)

And for the regression case, we use mean square error (MSE)
to measure the loss:

1
L=—3" (5, ~f(x: W) (3)

n

We can also put extra terms in the loss function to reduce
its generalization error but not its training error. These strate-
gies are as known as regularization.

3.2 Visual Perception Understanding

Computer vision has almost become the foundation of intel-
ligent perception for autonomous driving. Many visual recogni-
tion problems are related to autonomous driving, such as ob-
ject detection, segmentation and instance detection. We has
built a practice Mask R-CNNP! for visual perception, as shown
in Fig. 3.

We use a ResNet50"" to construct the backbone of the
Mask R-CNN. The original images are resized to a fixed size
before entering the backbone network. The feature maps exact-
ed from the backbone are C2, C3, C4, and C5, which construct
the feature pyramid networks (FPN) in order to detect the ob-
jects from different scales. FPN has a bottom-up and top-down
structure to connect the corresponding layer and generate a
new feature map [P2, P3, P4, P5, P6], where P5 corresponds
to C5, P4 corresponds to C4+ UpSampling2D of P5, P3 corre-
sponds to C3+ UpSampling2D of P4, P2 corresponds to C2+
UpSampling2D of P3, and P6 corresponds to MaxPooling2D of
P5. Then this feature map is put into a region proposal net-
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A Figure 3. A practiced mask region based convolutional neural network (Mask R-CNN)

work (RPN) to generate the region of interest (ROI) proposals
and tune the coordinates.

This network completes three tasks simultaneously: 1) tar-
get localization, which directly predicts a target bounding box
on the image. Here it is called Bbox_pred; 2) target classifica-
tion, which is denoted as Class_prob; 3) pixel-level target seg-
mentation, denoted as the Mask_pred for each ROI.

The total loss of the network is:

L=L, +L, +L,4 )

box

where L, is the classification loss, L, is the bounding-box

cls box

loss, and L, is the average binary cross-entropy loss of pixel-
wise mask for each instance.

Although the accuracy of Mask R-CNN is relatively high,
its region proposal pipelines are still time-consuming. For au-
tonomous driving, since the perception task requires real-time
performance, we need to make the inference efficient and
maintain good accuracy. So a single shot detector model like
YOLO™ will be a better choice than Mask-R-CNN. It can pro-

cess videos at real time.

3.3 3D Perception

3D object detection in autonomous driving is a common
task. A direct and reliable approach is employing the LiDAR
sensor to provide the 3D point cloud reconstruction of the sur-
rounding environment. The object detection and classification
of LiDAR point clouds may be conducted in 2D bird-view by
projecting the 3D point clouds into 2D or directly conducted
in 3D space. Unlike visual systems, LiDAR point clouds lack
of rich RGB information, the density of the point cloud is criti-
cal for small object detection.

For high resolution LiDAR, YOLO3D introduced a 3D ob-

V¥ Table 1. YOLO3D network architecture'”

Layer Filter Size Feature Maps
Conv2d 32 (3.3) 608x608x2
Maxpooling (size 2, stride 2)
Conv2d 64 3.3)
Maxpooling (size 2, stride 2)
Conv2d 128 (3.3)
Conv2d 64 (3.3)
Conv2d 128 (3.3)
Maxpooling (size 2, stride 1)
Conv2d 256 (3,3)
Conv2d 128 (3.3)
Conv2d 256 (3,3)
Maxpooling (size 2, stride 2)
Conv2d 512 (3,3)
Conv2d 256 (L1)
Conv2d 512 (3,3)
Conv2d 256 (L1)
Conv2d 512 (3.3)
Maxpooling (size 2, stride 2)
Conv2d 1024 (3.3)
Conv2d 512 (1, 1)
Conv2d 1024 (3.3)
Conv2d 512 (1, 1)
Conv2d 1024 (3.3)
Conv2d 1024 3.,3)
Conv2d 1024 (3.3)
Conv2d 1024 (3.3)
Conv2d 1024 (1.1) 38x38x33
Reshape 38x38x3x11
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ject detection algorithm that direct expands from the 2D algo-
rithm YOLO™. This approach directly projects the LiDAR
point cloud to the bird-view space for real-time classification
and detecting 3D Object Bounding Box. The structure of the
network is shown in Table 1.

The network output prediction is expanded by the YOLO re-
gression to 3D dimensions regression output and target classi-
fication. It will return the object bounding box center (x, y,
and z), the 3D dimensions (length, width, and height), the ori-
entation in the bird-view space, the confidence, and the object
class label. The YOLO3D grid expanding from YOLO is
shown in Fig. 4.

The loss also extends from the YOLO 2D boxes (x, v, [, h) to
3D oriented boxes (x, v, z, w, [, h) and the orientation. The to-
tal loss includes the confidence score and the cross-entropy
loss over the object classes.

The YOLO3D network is trained end to end because it is a
single shot detector that ensures its real-time 3D performance
in the inference path.

(Cx+o(ix), Cy+o(ty), (Cz+o(tz)

AFigure 4. YOLO3D grid cells, assuming one layer high''

A Survey of Intelligent Sensing Technologies in Autonomous Driving

3.4 Sensor Fusion

If the density of the LiDAR point cloud is sparse, small ob-
jects like pedestrians and cyclists will be hard to recognize.
The LiDAR needs to do a sensor fusion with the camera. The
sensor fusion can take advantage of both LiDAR point clouds
and camera images, which can preserve more semantic infor-
mation to achieve higher object detection accuracy. Therefore,
the autonomous driving cars are commonly equipped with mul-
tiple kinds of sensors like both LIDAR and camera.

The multi-view 3D (MV3D) network™ gives an example of
sensor fusion framework that takes 3D LiDAR point clouds
and RGB images as input to predict 3D objects (Fig. 5).

The MV3D network consists of two sub-nets: a 3D proposal
network and a region-based fusion network. The 3D proposal
network generates highly accurate 3D candidate boxes from
the bird’ s eye view of a point cloud. The region-based fusion
network deeply fuses multi-view features to predict the posi-
tion, size, and orientations of the 3D target.

A multiple layer feature fusion is adopted to increase the se-
lected ROI from the fusion between different view features.
The fusion network can significantly improve the position ac-
curacy and recognition accuracy of 3D perception.

3.5 Pure Vision vs. LIDAR

In autonomous driving cars, LiDAR or pure vision based so-
lution has become a controversial topic. We mainly consider
the perception algorithm to put aside the cost, weather envi-
ronment and other factors.

There is a vast difference in perception between pure vision
and the LiDAR solution. While in the LiDAR case, the vehi-
cle detects the 3D object to avoid collisions of pedestrians, bi-
cycles, vehicles, etc. and it also compares the features of real-
time 3D point clouds with a pre-built high definition map, uti-

3D proposal network ‘ l

Region-based fusion network ‘

LiDAR bird view Conv layers classifier 3D
(BV)
3D box proposals

regressor

4x deconv ROI
pooling
l 2x deconv
Objectness,

Brid view
proposals

-
dx decony proposals Multi-class
>C: ROI classifier
S P @ pooling
== N \
LiDAR front view rggDrebs(;i;r
(FV) Conv layers —
g Image
i ROI
&; J— 2x deconv K/ pooling

Baal |- I

Image (RGB)
Conv layers

LiDAR: light detection and ranging

ROL: region of interest

A Figure 5. Multi-view 3D object detection network (MV3D)"*!
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lizing the simultaneous localization and mapping (SLAM) algo-
rithm to precisely localize the vehicle position and execute
lane follow function. However, for pure vision cases, the cam-
era creates 2D information and it is difficult to reliably and ac-
curately reconstruct the 3D environment of each pixel, so the
SLAM will not be conducted to directly predict the lane from
the camera images. This limits the pure vision solution under
the L3 autonomy.

With the progress of monocular or binocular camera 3D per-
ception, the accuracy of depth estimation is continuously im-
proved and even pseudo-LiDAR can be constructed, as shown
in Fig. 6",

With the input of stereo or monocular images, the network
can predict the depth map and back-project it into a 3D point
cloud in the LiDAR coordinate system called a pseudo-LiDAR,
so we can reuse the LiDAR-based algorithms in the pure visual
solution and also implement high-level autonomy.

3.6 Self-Supervised Learning

The supervised learning requires the provision of a data set
with depth information as a ground truth. However, the
ground-truth of depth information of visual data is more diffi-
cult to obtain, so pure visual depth perception technology men-
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tioned in the previous section is limited to a restricted training
data set, while the self-supervised method developed later
does not require depth information annotation and directly us-
es video frames to complete the training, which is a great im-
provement.

The self-supervised learning method is to reconstruct the re-
lated pixels through geometric constraints between two frames
of the multi-view as the supervision input so that there is no
need to rely on the annotation of depth. In the backbone net-
work, it is the same as the original network of supervised
learning.

A self-supervised learning example™ is shown in Fig. 7. It
can estimate the depth and movement of the camera using ste-
reo video sequences.

Ref. [8] enables the use of both spatial and temporal photo-
metric warp errors, and constrains the scene depth and cam-
era motion in a common real-world scale.

As shown in Fig. 8, a convolutional neural network for sin-
gle view depth (CNN,) and a convolutional neural network for
visual odometry (CNN,,) are used. For self-supervised learn-
ing, the fundamental supervision signal comes from the task of
image reconstruction and the image reconstruction loss is
used as a supervision signal to train CNN and CNN,,.

Depth estimation Depth map

Stereo/mono images

— m > _, LiDAR-based
- = detection

Predicted 3D boxes

Pseudo LiDAR 3D object detection

LiDAR: light detection and ranging

A Figure 6. Image-based 3D object detection'”’

’
I L2~ 1 Ri2

CNN: convolutional neural network

Depth CNN

- -

== .L]L\II e T;z~>:1

Odometry CNN

AFigure 7. A self-supervised learning example with the use of stereo video sequences
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4 End-to-End Decision Model

A typical autonomous intelligent vehicle system can be sim-
ply divided into three parts: the perception part, the planner
and the controller. The perception part extracts the features
from the environment and the planner outputs a driving trajec-
tory for driving in the 3D space. The controller then executes
this trajectory as the steering angle and acceleration within
the physical constraint of the vehicle. We call the decision
model end-to-end when it takes in sensing data and outputs
how we should drive with fully end-to-end training approach
to mimic human driving.

We usually implement autonomous driving by using a rule-
based planner to make trajectory decisions. Engineers will
manually write the planner for such an autonomous driving
system. Due to the complexity of the driving problem, the man-
ual rule-based planner may never enable the level of full au-
tonomy because the edge cases, such as temporary road sig-
nals and traffic accidents, are constantly increasing in new
scenarios. To build an end-to-end intelligent planner based on
neural network is an idealist goal people want to achieve'.

The reinforcement learning algorithms such as AlphaGo, Al-
phaZero and muZero"" have shown powerful capabilities in
policy searching for building an end-to-end decision model.

A Survey of Intelligent Sensing Technologies in Autonomous Driving

However, reinforcement learning is still limited to being
trained in a simulation environment or a game environment.
Interacting with the true environment of autonomous driving is
extremely expensive, slow and dangerous, which is completely
unrealistic.

Recent development shows model-based offline reinforce-
ment learning approaches are trying to learn a policy model
from the environment dynamics. Just learning from observa-
tional data, the model may perform well in a real environment.
Intuitively, we may extend this kind of model to build an end-
to-end planner. Then human driving behaviors are collected
and a model with observational data is trained to predict the
trajectories for mimicking human driving. Fig. 9 shows the pro-
totype of an end-to-end decision model we are studying. The
videos from multiple cameras are input to a convolutional fu-
sion network and a feature map is output. The features go into
a temporal block, such as LSTM and GRU, to extract the se-
quence features, and then connect to the policy network and
predict possible multiple trajectories.

However, the learning policies from purely observational da-
ta may not normally work because the data only cover a small

12 Once a car deviates from the

region of the observed space
predicted best “human driving” trajectory, it is difficult for

the car to recover from deviation and it will drift away from the
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ideal trajectory. The reason is that, unlike the learning in sim-
ulation environment where interaction and self-correcting are
allowed, there is no actual interactive driving data for training
on in this case.

In order to solve the problem, Ref. [12] proposes to train a
policy by unrolling a learned model of the environment dynam-
ics over multiple time steps while explicitly penalizing such
costs as an uncertainty cost that represents its divergence from
the states (trajectories) on which it is trained.

5 Conclusions

We discuss the application of intelligent sensors in autono-
mous vehicles and their impacts on automotive E/E architec-
ture. The distributed ECU system will be replaced by central-
ized architecture to provide more computation power and inte-
gration. Moreover, for the sensors with high data rates, a TSN
backbone plays a key role for E/E architecture. The algorithm
of sensing perception based on neural networks is highly inte-
grated with autonomous driving. The fusion of multiple sen-
sors may enable better accuracy and robustness. Moreover,
pure visual perception shows a powerful capability of 3D esti-
mation versus LiDAR, and the visual-based pseud-LiDAR can
reuse the existing LiDAR-based algorithms and improve the
autonomy to a high level. Self-supervised learning is a more
promising technology for cars in 3D perception.

It is also pointed out that the rule-based policy will never
get over the edge cases, so the end-to-end policy seems to be a
better approach to high-level autonomous driving and still
needs further studying.
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1 Introduction
he multimedia services have experienced swift devel-
opment over the past decades with more services, such
as streaming services, virtual reality (VR), and extend-
ed reality (XR), coming to people’ s daily life. The
emergence of various services, along with the convergence of
multimedia communication, has brought more challenges to
the radio access network (RAN), pushed the competition be-
tween network service providers, and aroused the user expec-
tations of network services". Quality of Experience (QoE) is
used to reflect the quality experience of a user when he or she
uses the telecommunication service. The definition of QoE in
the 3rd Generation Partnership Project (3GPP) is “the collec-
tive effect of service performances which determines the de-
gree of satisfaction of a user of a service”?. Since the 5G New
Radio (NR) has been put into use, NR QoE is designed for dif-
ferent service types and complex scenarios. In December
2019, 3GPP started a study project for NR QoE with the de-
scription named “Study on NR QoE management and optimi-
zations for diverse services” . In February 2021, with many
discussions, the study item of NR QoE has been completed
and a new work item (WI) was started in May 2021 to specify
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the technical details of NR QoE solutions.

QoFE has gained much attention in the research and industry
area, not only in 3GPP. In 2019, a survey™ of mobile edge
caching was provided, with the demand for greater QoE and
performance. In the same year, a paper” discussed some QoE
improvement issues based on artificial intelligence technolo-
gy. This paper mainly focuses on the progress in 3GPP.

The rest of the article is organized as follows. In Section 2,
an overview of QoE is given. Section 3 introduces the basic so-
lutions to NR QoE, such as the activation/deactivation proce-
dures, the triggering and stopping of QoE, etc. In Section 4,
some further solutions to NR QoE are discussed, such as han-
dling in RAN overload, RAN visible QoE, radio-related infor-

mation, per-slice QoE, etc. Section 5 concludes the paper.

2 Overview

The QoE measurement collection for LTE has been speci-
fied in 3GPP. Tt is vital to guarantee the end users’ experi-
ence, especially when the mobile network operators provide
some real-time services which require high data rate and low
latency, e.g. streaming services'®. To support various new ser-



vice types and scenarios in 5G NR, the enhancement for QoE
is discussed in Rel-17. NR QoE takes LTE QokE as a baseline.
The main features of LTE QoE can be categorized into three
parts as follows. The first is that both signaling based and man-
agement based cases are allowed. The second is that the LTE
QoE feature is activated by trace function. The last is about
the transfer of application layer measurement configuration
and application layer measurements. To be specific, the appli-
cation layer measurement configuration received from Opera-
tions, Administration and Maintenance (OAM) or core network
(CN) can be encapsulated in a transparent container, which is
forwarded to user equipment (UE) in a downlink radio re-
source control (RRC) message; the application layer measure-
ments received from UE’ s higher layer can be encapsulated
in a transparent container and sent to the network in an uplink
RRC message'”.

NR QoE supports the functionality of application layer mea-
surement collection, which could collect the application layer
measurement results of diverse services. Since there have
been more newly introduced service types provided by opera-
tors, the supported service types of QoE have also been ex-
panded. The currently supported service types in NR QoE in-
clude streaming services™, multimedia telephony service for
IP Multimedia Subsystem (IMS) services””, AR"", multimedia
broadcast and multicast service (MBMS)""", and XR. Mean-
while, the support for additional service types is not precluded.

The potential solutions to NR QoE include some basic proce-
dures, such as the activation and deactivation procedures, QoE
measurement triggering and stopping, and the release of QoE
measurement configuration. There are some additional solutions
aside from the basic procedures, including QoE measurement
handling at RAN overload, supports for mobility, RAN visible
QoE measurement, radio-related measurement and informa-
tion, and per-slice QoE measurement. The remaining of the pa-
per would describe the QoE solutions and procedures in detail.
The main QoE mechanisms are depicted in Fig. 1, based on the
primary part which performs the mechanism.

3 Management Mechanisms for NR QoE
Measurement Collection

3.1 Activation

The activation of NR QoE could be divided into two types:
one is signaling-based activation, the other is management-
based activation. The main difference between the two types is
that, the signaling based activation is configured by OAM and
triggered by the core network (CN), while the management-
based activation is configured and triggered by OAM.

In signaling-based activation of QoE, specifically, OAM
sends the QoE measurement configuration to CN, and it is CN
to initiate the activation of QoE and to send the QoE measure-
ment configuration to the new generation radio access network
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UE

Management system RAN UE

* Activation (3.1)
* Deactivation (3.2)
* Trigger/stop (3.4)

* Overload handling (4.1)
* Mobility scenario (4.2)
* RAN visible QoE (4.3)

* QoE metrics (3.3.2)
* Measurement collection

and report (3.3.1)

* Radio-related QoFE (4.4)
* Release of QoE configu-

ration (3.5)

RAN: radio access network
UE: user equipment

OAM: Operations, Administration and Maintenanc
QokE: Quality of Experience

A Figure 1. Diagram for NR QoE mechanisms

(NG-RAN) node. The NG-RAN node sends the QoE measure-
ment configuration to the UE access stratum (AS) layer via
RRC message. After receiving the QoE measurement configu-
ration, the UE AS layer sends it to the UE APP layer.

In management-based activation, the OAM sends the QoE
measurement configuration directly to the NG-RAN node,
without the involvement of CN. The NG-RAN node would find
multiple qualified UE or UE that meets the criteria for QoE
measurement (e.g. area scope, application layer capability, ser-
vice type, etc.). Then the NG-RAN node sends the QoE mea-
surement configuration to the specific UE or multiple quali-
fied UE via RRC message. The steps after that are similar to
the signaling-based activation. The procedures for QoE activa-
tion are shown in Fig. 2.

Multiple simultaneous QoE measurements for UE could be
supported, the details of the technique would be discussed in
the normative phase, and whether each QoE measurement
could be configured per service type will also be discussed
then.

3.2 Deactivation

In accordance with the activation procedures, the deactiva-
tion of QoE could also be divided into signaling-based deacti-
vation and management-based deactivation. Similarly, the sig-
naling-based deactivation is configured by OAM and triggered
by CN, while the management-based deactivation is config-
ured and triggered by OAM.

In signaling-based deactivation, the OAM sends a deactiva-
tion indication to CN to configure the deactivation for QoE. Af-
ter receiving the deactivation indication, the CN initiates the
deactivation of QoE measurement and sends the deactivation
indication to the NG-RAN node. The deactivation indication
is used to indicate which QoE measurement is to be deactivat-
ed. After receiving the deactivation indication, the NG-RAN
node sends the deactivation indication to the UE AS layer via
RRC message, and the AS layer sends the deactivation indica-
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tion to the UE APP layer.

In management-based deactivation, the OAM configures the
deactivation of QoE and sends the deactivation indication to
the NG-RAN node directly without the involvement of CN. Af-
ter receiving the deactivation indication from the OAM, the
NG-RAN node sends the deactivation indication to UE AS lay-
er via an RRC message. The following steps are similar to the
signaling-based deactivation. The procedures for QoE deacti-
vation are shown in Fig. 3.

3.3 QoE Measurement Reporting

3.3.1 QoE Measurement Reporting Procedure

After receiving the QoE measurement configuration, the UE
APP layer starts QoE measurement collection based on the
configuration. UE APP layer generates the QoE reports accord-
ing to the QoE measurement results, and once it is the time
configured to report QoE measurement, the UE APP layer

sends the QoE report to the UE AS layer. UE AS sends the
QoE report to NG-RAN node via RRC message, and in partic-
ular, via a separate signalling radio bearer (SRB) aside from
current SRBs. The separate SRB is used to differentiate the
QoE report from other SRB transmissions, because the priority
of the QoE report is lower than any other SRB transmission.

As stated in the overview, the QoE report sent via RRC mes-
sage from UE’ s higher layer can be transparent containers
with the measurement results encapsulated together. Hence,
from the NG-RAN side, the contents in the QoE report con-
tainer are totally transparent, i.e., the NG-RAN node is not
able to get the QoE measurement results for the optimization
of itself. Another discussion about RAN visible QoE, focusing
on QoE measurement visible at the NG-RAN side, will be in-
troduced in the next part of this paper. The NG-RAN node
would send the QoE report container to the final destination
configured by OAM, e.g., the trace collection entity (TCE) or
measurement collection entity (MCE). The procedure is shown

OAM

T

Signaling-based

NG-RAN

UE AS

<€ 0. Capability information

UE APP

1. Configure QoE
measurement
QoE measurement configuration

—
— 2. Activate QoE measurement —>
QoE measurement configuration

Managementi-based

1. Activate QoE measurement ———————>

QoE measurement configuration

CN: core network
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AS:Access Stratum
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OAM: Operations, Administration and Maintenance
RRC: radio resource control

3. RRC mess —>

QoE measurement configuration

age
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QoE measurement configuration

QoE: Quality of Experience
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A Figure 2. QoE activation procedures
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AS: access stratum
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tion and Maintenance QoE: Quality of Experience

A Figure 3. QoE deactivation procedures
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in Fig. 4.

3.3.2 QoE Metrics
The QoE report is the result of a series of QoE metrics data
collected by the UE. QoE metrics are valid for the quality of the

supported services provided by the operators. Examples of some
QoE metrics for MTSI® are provided in Table 1.

3.4 QoE Measurement Triggering and Stopping

It has been stated above that the activation and deactivation
configurations are generated by OAM. Accordingly, the crite-
ria for triggering and stopping QoE measurement are also con-
figured by OAM. The currently approved criteria to realize the
triggering and stopping of QoE are time-based and threshold-
based criteria.

* Time-based criteria: When it is the configured time to trig-
ger or stop the QoE measurement, the QoE measurement
would be triggered or stopped. This is implemented by reusing
the mechanisms for the start and stop of QoE specified in
LTE. Fig. 5 depicts the time-based criteria.

* Threshold-based criteria: When the given thresholds to
trigger or stop the QoE are passed, the QoE measurement
would be triggered or stopped consequently. Fig. 6 depicts the
threshold-based criteria.

3.5 Release of QoE Measurement Configuration
The QoE measurement collection and reporting would not
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last forever, i.e., the QoE measurement configuration for QoE
measurement reporting should be released at some particular
timing. The NG-RAN node has such ability to issue a release
of QoE measurement configuration for UE, as long as the ses-
sion for QoE measurement reporting is completed. In another
case where UE hands over to a network that does not support
QoE, RAN may need to release an ongoing QoE configuration.

4 Enhanced Features and Solution to NR
QoE

4.1 QoE Measurement Handling at RAN Overload

Due to the extended bandwidth and various service types in
5G era, the RAN is confronted with more challenges to sup-
port the high burden of radio access. RAN overload, as depict-
ed in Fig. 7, is an alarming problem that could probably hap-
pen, especially when QoE is supported, with extended pres-
sure to transfer the QoE configuration and report.

Since RAN overload is an important situation, the reaction
to RAN overload should not simply deactivate the QoE mea-
surements. Instead, the QoE data information at RAN over-
load is necessary to be collected, and could be reported later
to prevent aggravating the overload. In other words, it is vital
to capture QoE data during periods of RAN overload. But on
the other hand, persistent reporting might contribute to RAN
overload"”. Temporary stop and restart of QoE reporting could

TCE/MCE

| 0AM | | N |

3. QoE report

NG-RAN | UEAS | [ uearp |

l«—— 1. AT command
Qok report

t«— 2. RRC message
QoE report

AS: access stratum
AT: attention

CN: core network QoE: Quality of Experience

NG-RAN: new generation radio access network
OAM: Operations, Administration and Maintenance

RRC: radio resource control
TCE/MCE: trace collection entity/ measurement collection entity
UE: user equipment

A Figure 4. QoE measurement reporting procedure

VTable 1. Multimedia telephony service for IMS (MTSI) QoE metrics

QoE Metric

Description

Corruption duration
metric
Successive loss of RTP
packets

The time period from the NTP time of the last good frame before the corruption to the NPT time of the first subsequent good frame

The number of RTP packets lost in the successive per media channel

Frame rate

Jitter duration
Sync loss duration
Round-trip time
Average codec bitrate

Codec information

The playback frame rate is equal to the number of frames displayed during the measurement resolution period divided by the time duration (in seconds) of
the measurement resolution period

Jitter happens when the absolute difference between the actual playback time and the expected playback time is larger than JitterThreshold milliseconds
Sync loss happens when the absolute difference between value A and value B is larger than SyncThreshold milliseconds
The RTT consists of the RTP-level round-trip time, plus the additional two-way delay due to buffering and other processing in each client
The bitrate is used for coding “active” media information during the measurement resolution period

The codec information metrics contain details of the media codec settings used in the receiving direction during the measurement resolution period

NTP: network time protocol

QoE: Quality of Experience ~ RTP: real-time transport protocol ~ RTT: round-trip time
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be useful functionality to handle RAN overload.
At the current stage, as shown in Fig. 8, RAN could take ac- Trigger

tions in the following three aspects to handle RAN overload: |

Stop

|

T

* Stop new QoE measurement configurations Start time

1
End time

* Release existing QoE measurement configurations
* Pause QoE measurement reporting.

A Figure 5. Time-based criteria

A specific diagram for procedures of RAN pausing the QoE
reporting is shown in Fig. 9. Firstly, when RAN detects over-
load, it should send a request to UE AS to pause the QoE re-
porting. After that, RAN should send an indication to the man-
agement system about the temporary stop of the QoE report.

When UE AS receives the request, it should inform the UE Threshold

APP to temporarily stop the QoE reporting. After the RAN
overload issue has eased off, RAN could resume the QoE mea-
surement reporting that has been paused, indicating the UE to
send the stored QoE report during the RAN overload.

Future works will focus on the detailed technical specifica-

tions of the pause/resume mechanisms, including whether to

Time

pause/resume for all QoE reports or per-QoE configuration,
the time limit for UE to store the QoE reports, the limit for the

A Figure 6. Threshold-based criteria

stored report size, etc.

4.2 Support for Mobility

RAN overload happens

"

4.2.1 Intra-System Intra-RAT Mobility
With the development of modern traffic such as shared fAN load fANload
bikes, subway and high-speed railways, it is easier for people
to move from one spot to another. Based on that consideration, ]
the mobility scenario is a feature that should be enhanced in 1
NR QoE. In the normative phase of Rel-17, the QoE continu- C ]
ity of intra-RAT mobility would be specified, to enable mea- 1
surement of the impact of the mobility on the application and 7 [
users” QoE. The intra-system intra-RAT mobility scenarios ] ]
are categorized into intra-node and inter-node scenarios de- ] ]
picted in Figs. 10(a) and 10(b). I I
For the intra-node mobility scenario, the QoE measurement I I

reporting for signaling-based and management-based QoE

should both be support-

RAN: radio access network

ed. No matter before or AFigure 7. RAN overload

after the UE handover,
the served NG-RAN

node is the same.

Stop new QoE

Hence, there is no need configuration

to consider how to trans-
fer the QoE measure- o

Release existing QoE
configuration

ment configuration from
New QoE configuration

the source to the target.

Both signaling-based
NB
and management-based OAM/CN .

QoE could be supported

CN: core network

without much difficulty.
gNB: g Nobe-B

QoE: Quality of Experience

For the inter-node mo-

OAM: Operations, Administration and Maintenance

UE: user equipment

4
Pause QoE measurement reporting
)
UE

bility  scenario, UE  AFigure 8. Handling solutions of RAN overload
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AMEF: access and mobility management function ~ gNB: g Nobe-B
UPF: user plane function

AFigure 10. (a) Intra-node mobility and (b) inter-node mobility

hands over from the source NG-RAN node to the target NG-
RAN node. In the case of signaling based QoE, CN can get the
QoE measurement configuration, so that the QoE measure-
ment could be transferred by the CN from the source NG-RAN
node to the target NG-RAN node via NG interface. In the case
of management-based QoE, the CN is not able to get the QoE
measurement configuration, which makes it more complicated
to transfer the configuration from OAM. Therefore, for the in-
ter-node mobility scenarios, at least signaling-based QoE
should be supported, while management-based QoE is to be
studied in the normative phase.

The inter-system and inter-RAT mobility would be depriori-
tized in Rel-17.

4.2.2 Supported RRC State

In NR, the mobility for QoE measurements in RRC_CON-
NECTED state should be supported. As mentioned in the over-
view that NR QoE takes LTE QoE as a baseline, which uses
the trace function to activate the QoE feature. To support mo-
bility for UE RRC_CONNECTED, the trace function is also
utilized in NR QoE. To be specific, the QoE measurement is
transferred via the Xn and NG interfaces, with the part of UE

application layer measurement configuration IE inside the
Trace Activation IE.

QoE measurements in RRC_INACTIVE and RRC_IDLE
state could be supported for multicast and broadcast service
(MBS). To keep the QoE measurement configuration in
RRC_INACTIVTAE state mobility, the UE could fetch the
QoE measurement configuration from the node that hosts
the UE context. Whether the QoE measurement configura-
tion will be saved after UE goes to RRC_INACTIVATE
state is still not decided. Once UE goes back to RRC_CON-
NECTED state, the QoE measurement configuration which
has been stored when UE moves to RRC_INATCIVATE
state might be useful. However, the necessity of doing this
has not been confirmed.

4.2.3 Area Handling

There are some requirements that push the design of solu-
tions for area handling. These requirements indicate that both
the network side and the UE side could have the ability to
check the UEs’ location for a specific area requested for QoE
measurement collection, which is called geographical filter-
ing'®”. But one thing to be noted is that if the network side is
configured with geographical filtering, the related configura-
tion should not be included in the QoE measurement configu-
ration.

Based on the requirements, there are three possible solu-
tions for area handling:

1) The network is responsible for keeping track of whether
the UE is inside or outside the area and configures/releases
configuration accordingly.

2) The network is responsible for keeping track of whether
the UE is inside or outside the area, and the UE is responsible
for the managing and start/stop of QoE accordingly.

3) The UE is responsible for area checking (UE has the area
configuration) and the managing and start/stop of QoE accord-
ingly.

ZTE COMMUNICATIONS | 69
September 2021 Vol. 19 No. 3



Review | QoE Management for 5G New Radio
ZHANG Man, LI Dapeng, LIU Zhuang, GAO Yin

4.3 RAN Visible QoE

As QoE measurements are transferred as a transparent con-
tainer to the RAN side, the NG-RAN node cannot get the con-
tents in the QoE measurement report. However, there are cas-
es where RAN is in need of the QoE measurement results (e.
g., buffer level) for the optimizations of itself. The QoE mea-
surement information required by RAN could be designed to
be visible to the RAN node, which is the so-called RAN visi-
ble QoE information.

The QoE metrics which could be visible to RAN are called
RAN visible QoE metrics. The RAN visible QoE metrics for the
streaming service could be round-trip time, jitter duration, cor-
ruption duration, average throughput, initial playout delay, de-
vice information, rendered viewports, codec information, etc.?.

The message flow of RAN visible QoE information reporting
is shown in Fig. 11.

1) The NG-RAN node sends the RAN visible QoE configu-
ration to the UE, which may be sent along with the QoE mea-
surement configuration.

2) The UE receives the RAN visible QoE configuration and/
or the QoE measurement configuration. The UE collects QoE
measurement results according to the received configuration
and provides the RAN visible QoE report, along with the QoE
report container to the RAN.

3) The NG-RAN node reads the RAN visible QoE report
and/or forwards the QoE report container to the QoE server ac-
cordingly.

4.4 Radio-Related Measurement and Information

Since the radio-related measurement technology like MDT
has been specified in 5G NR, it is possible that NR QoE could
bring the existing mechanisms to do some optimization. Radio-
related measurements and information are accordingly taken
into consideration in NR QoE.

Radio-related measurements are measurements on the radio
layer, with the purpose of helping networks to further evaluate
and improve the QoE. The RAN can trigger radio-related mea-
surement towards certain UE, based on the measurement con-
figuration from the OAM.

Radio-related measurements are strongly associated with

MDT mechanisms in several aspects. Firstly, radio-related
measurements could be triggered by using existing mecha-
nisms such as the MDT procedure. Secondly, the collection of
radio-related measurements could also be done with the sup-
port of MDT". Furthermore, the reporting of radio-related
measurement is for all types of services that are supported,
which include MDT-like measurements and additional mea-
surements related to radio interface. If new radio-related mea-
surements corresponding to currently specified MDT measure-
ments are required for NR QoE management, these additional
radio-related measurements will be specified as a part of MDT
measurements.

There are some further requirements for radio-related mea-
surements, with respect to application-related measurements.
Application-related measurements are only collected when the
application is ongoing. Based on this fact, if the radio-related
measurements are used for assisting application-related QoE
measurements, it is beneficial and efficient if the measure-
ment collection and reporting could start at the same time. If
they are configured together, e.g. using the same trace func-
tion, or based on timestamps, correlation of the results could
be done by post processing"”.

Radio-related information is information other than radio-re-
lated measurements, e.g., feature information, mobility history
information, or dual connectivity status. Radio-related infor-
mation may also be collected and reported, aside from radio-
related measurements. Radio-related information may even be
reported when radio-related measurements are not triggered
over the radio.

One important requirement for radio-related measurement
and radio-related information is that, both of them should be
aligned and correlated with the QoE report, if they are report-
ed. For example, trace 1D could be used to align them with the
QoK report.

4.5 Per-Slice QoE

With the application of slicing, the same service type could
use different slices. Therefore, QoE measurements for each
service type are not enough for the QoE management, while
per-slice QoE is needed.

3. QoE report

QoE server

gNB: g Nobe-B  QoE: Quality of Experience

()

gNB

RAN: radio access network

1. RRC message

(QoE configuration container,
RAN visible QoE configuration) =

UE
2. RRC message

(QoE report container,

RAN visible QoE report)

RRC: radio resource control  UE: user equipment

AFigure 11. RAN visible QoE message flow
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As shown in Fig. 12, there are

three scenarios concerned by
3GPP at the current stage":

+ Scenario 1: different service
types using different slices (e. g.,
UE1 & UE2)

+ Scenario 2: different service
types using the same slice (e. g.,
UE 1 & UE3)

* Scenario 3: the same service
type using different slices (e. g.,
UE2 & UE3).

Three solutions®

are approved
for per-slice QoE measurement,
with details left to be discussed in
the future.

Solution 1: RAN is responsible
for mapping slice scope to proto-
col data unit (PDU) session list.
After UE sends the report with
Slice ID, RAN could remap the
PDU session ID back to Slice ID.
The whole procedure is shown in
Fig. 13.

Solution 2: UE is responsible
for mapping Slice Scope to QoE
report. Whether the application
layer or AS layer performs the
mapping can be discussed at the
normative stage. The whole proce-
dure is shown in Fig. 14.

Solution 3: RAN is responsible
for mapping the Slice ID to QoE
measurements, with the Slice ID
included in the QoE measurement
configuration. The whole proce-
dure is shown in Fig. 15.

For all solutions mentioned
above, Slice Scope is outside the
QoE  configuration  container.

When it comes to the mobility sce-
nario, for signaling-based QoE,
Slice Scope (e.g. list of single-net-
work slice selection assistance in-
formation) should be transmitted
to the target gNB during mobility.
QoF.,
Slice Scope can be clarified at the

For  management-based

normative stage.

S Conclusions
This paper provides the current
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A Figure 12. An example of different scenarios
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tion to a UE with qualified PDU session

2. QoE measurement configuration
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[9]3GPP. IP Multimedia subsystem (IMS);
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and interaction: 3GPP TS26.114 [S]. 2021
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streaming applications: 3GPP TS26.118
3. Receive the QoE measurement configu [S]. 2021
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service (MBMS); protocols and codecs:
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[12] SA4. LS reply on QoE measurement col-
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[14] UnicomChina. TP for TR update (RAN2):
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[15] Huawei. TP to 38.890 on open issues of

UE: user equipment

A Figure 15. Procedure of Solution 3

process of NR QoE from the perspective of various solutions
agreed at 3GPP, which are divided into basic and additional
solutions. The basic solutions and procedures include activa-
tion and deactivation of QoE, QoE measurement reporting,
triggering and stopping, release of QoE measurement configu-
ration, and QoE measurement handling at RAN overload. The
additional solutions mainly contain the NR QoE mobility sup-
port, RAN visible QoE, radio-related measurement and infor-
mation, and per-slice QoE. Further details of these solutions
will be discussed in the future.
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Abstract: With the vigorous development of mobile networks, the number of devices at
the network edge is growing rapidly and the massive amount of data generated by the de-
vices brings a huge challenge of response latency and communication burden. Existing re-
source monitoring systems are widely deployed in cloud data centers, but it is difficult for
traditional resource monitoring solutions to handle the massive data generated by thou-
sands of edge devices. To address these challenges, we propose a super resolution sensing
(SRS) method for distributed resource monitoring, which can be used to recover reliable
and accurate high-frequency data from low-frequency sampled resource monitoring data.
Experiments based on the proposed SRS model are also conducted and the experimental
results show that it can effectively reduce the errors generated when recovering
low-frequency monitoring data to high-frequency data, and verify the effectiveness and
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1 Introduction
n recent decades, with the advent of the era of Internet of
Things and the rapid development of mobile networks,
the number of edge devices and the number of data gener-
ated at the edge have heen growing exponentially, leading
to higher and higher requirements for network bandwidth. At
the same time, driving modern intelligent mobile applications,
deep learning has attracted much attention from scientists and
IT enterprises. New applications based on deep neural net-
works have achieved great success in computer vision, speech
recognition, natural language processing and intelligent ro-
bots. Although complex computing tasks are completed and re-
liable and accurate results are obtained, the massive data gen-
erated by these new applications will put forward higher re-
quirements on network bandwidth and time delay. According
to IDC’ s prediction, the global data volume would be more
than 40 ZB before 2020, and the data generated at the edge
will account for 45% of the total"l. In new edge cloud scenari-
os, the traditional cloud computing technologies are difficult
to process the billion-scale data generated by edge devices,
and only using the strong computing power and storage re-
sources of the cloud data center to solve the computation and
storage problems can no longer adapt to the needs of the new

era, because it has two main shortcomings: high latency and
bandwidth limitation. The latency requirements of deep learn-
ing-based applications at the edge are very high. Such an ap-
plication needs to transfer the data to the cloud and the data
will be processed and then returned to the device side, which
may significantly increase the processing delay of the applica-
tion. For example, a car running at a high speed has millisec-
ond-level delay requirements, but if the processing delay of
the application increases due to the change of network condi-
tions, the consequences will be unimaginable. Besides, affect-
ed by the edge device resource limitations, the data generated
by the device will be transmitted to the cloud in real time; for
example, the amount of data generated by the aircraft per sec-
ond will exceed 5 GB".. However, the bandwidth limitations
prevent this real-time transmission in edge cloud scenarios.

In recent years, with the development of cloud computing,
virtualization and containerization technologies, companies
such as eBay, Facebook, Google and Microsoft have made a
lot of investment in large-scale data centers supporting cloud
services'”. Servers are the core part of data centers and moni-
toring server resources aims to guarantee the smooth operation
of data centers. At present, resource monitoring is one of the
key technologies to support cloud computing platforms, which
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mainly includes cloud resource management, fault analysis, re-
source scheduling, statistical analysis and anomaly warning.
The existing resource monitoring system is widely deployed in
cloud data centers, but with the increasing of edge devices, re-
sources need to be monitored on edge clouds. A large number
of resource monitoring data will make the network bandwidth
a bottleneck affecting system performance, but these high-fre-
quency resource data are the basis for the monitoring system
to conduct reliable and accurate early warning.

The traditional solutions to recovering low-frequency re-
source monitoring data into high-frequency data include linear
interpolation, cubic interpolation and compressed sensing-
based methods”. However, with the rapid development of
deep learning technology, the traditional methods have two ob-
vious shortcomings. One is that they need to either collect the
original high-frequency data at the edge device end or con-
sume additional computing power to calculate the low-frequen-
cy monitoring data, and then upload the data to the cloud,
which will obviously increase the computing cost of the edge
device. The other one is that the accuracy of high-frequency
monitoring data recovered by the reconstruction algorithm
based on the traditional methods cannot meet the needs of
some online services; however, with the increasing number of
online services in cloud data centers, the accuracy of high-fre-
quency monitoring data is greatly important.

To tackle the challenges discussed above, novel methods
are needed to support high-frequency sensing of monitoring
systems on edge clouds. In this paper, we achieve this goal by
applying the super resolution sensing (SRS) technology. The
SRS technology based on deep learning is used to avoid col-
lecting original high-frequency data at the edge device and re-
duce unnecessary calculation cost. It only involves low-fre-
quency data at the transmission and storage stage of monitor-
ing data and information reconstruction can be carried out by
using this technology only when high-frequency data with high
precision is needed, which can significantly reduce the cost of
calculation and communication. The proposed SRS process is
mainly divided into three stages: feature extraction, relation-
ship mapping and information recovery. The feature extraction
module is used to obtain the intrinsic features of the low-fre-
quency data, followed by a gated recurrent unit network based
on the attention mechanism to find the potential relationship
between the low-frequency data and the high-frequency data
in the relationship mapping stage, and finally, the high-fre-
quency surveillance data are recovered based on the learned
feature information in the information recovery stage.

The rest of the paper is organized as follows. We briefly re-
view the related work in Section 2. We propose an SRS system
for resource monitoring and present its network structure in
Section 3. Then we demonstrate the effectiveness of the pro-
posed approach by simulations in Section 4. Finally, we pro-
vide conclusions and some future work directions in Section 5.
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2 Related Work

At present, super-resolution sensing techniques can be
broadly classified into three categories: interpolation, recon-
struction, and deep learning-based reconstruction methods.

The interpolation-based methods are mainly based on the
relationship between the values of neighboring pixel points in
the image and the positions of other pixel points around them,
and the missing values of the pixel points on the high-resolu-
tion image are complemented by interpolation, and finally the
high-resolution image is recovered by noise reduction and de-
blurring. The common interpolation-based methods include
nearest neighbor interpolation, bilinear interpolation based on

) and cubic interpolation”. On this basis,

wavelet domain
some researchers have further proposed interpolation based on
gradient features, interpolation based on image features, etc.
The interpolation based on bilateral filter proposed by TOMA -
SI et al.™ uses bilateral filtering as a constraint term to reduce
the edge noise generated by the reconstructed image. To fur-
ther reduce the effects of blurring and ringing in the recovered
images, LI et al.” proposed an interpolation algorithm based
on edge orientation, which uses a geometric pairwise method
to interpolate the specified edge regions and highly textured
regions in the image orientation, thus significantly improving
the quality of image reconstruction. To reduce the artifacts in
the recovered image, BELAHMIDI et al."” introduced partial
differential equations and data fidelity for directional interpo-
lation of edges, but the effectiveness of these algorithms is af-
fected by the edge regions. Therefore, adaptive interpolation
algorithms based on texture partitioning have also been pro-
posed by some researchers'"".

Although the interpolation-based method is simple, it fails
to introduce any priori knowledge and its information recovery
capability is insufficient. Therefore, a reconstruction-based re-
construction method is used, which is more concerned with
the image degradation itself than the interpolation method.
STARK and OSKOUI proposed the convex set projection
method"?, which, based on the set theory, first defines a set of
convex constraint sets for the solution space of the image and
seeks the points that satisfy all the conditions of the con-
strained convex sets by stepwise iteration to complete the re-
construction of the high-resolution image. Another typical al-
gorithm is the maximum a posteriori (MAP) probability estima-
tion method” ", a method proposed based on probability sta-
tistics, which treats the known low-resolution image and the
high-resolution image to be recovered as two independent sto-
chastic processes, and requires the design of a reasonable sta-
tistical prior model to maximize the posterior probability of im-
age recovery after reconstruction. It has the advantages of di-
rect incorporation of a priori constraints, high convergence sta-
bility and strong noise reduction capability, but the disadvan-
tages are large computational effort and slow convergence
speed. Another common reconstruction-based method is the it-
erative back-projection method"®, which back-projects the er-
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ror between the degraded image and the low-resolution image
of the reconstructed image and uses this error to correct the
current reconstructed image. A super-resolution sensing meth-
od based on maximum likelihood estimation and convex set
projection was proposed later!'”, which makes full use of the
prior knowledge and possesses good convergence stability.
With the continuous improvement of computer computing
power, deep learning has become a popular topic for many re-
searchers and scholars, and the application of neural networks
in the field of image and signal processing has become a new
development trend. Convolutional neural networks (CNN)
have become a representative structure in the field of comput-
er vision after KRIZHEVSKY et al."® applied CNN to image
classification and achieved amazing results in 2012. In 2014,
DONG et al."” first used CNN for super-resolution sensing of
images and proposed a CNN-based super-resolution recon-
struction network (SRCNN), which learns the features from
low-resolution images to high-resolution images by pre-pro-
cessing the input low-resolution images with linear interpola-
tion and then recovering the high-resolution images through
feature extraction, nonlinear mapping and image reconstruc-
tion. This model learns the feature mapping relationship from
low-resolution images to high-resolution images, which is the
pioneer of super-resolution image reconstruction based on
deep learning, and has a great improvement in the quality of
recovered images compared with traditional methods. In 2016,
DONG et al.” proposed the faster SRCNN (FSRCNN), which
eliminates the interpolation preprocessing step, takes the low-
resolution image as the input of the model directly, and uses
the deconvolution operation to enlarge the feature map at the
end, which greatly reduces the computation of the model and
accelerates the operation speed. Subsequently, SHI et al.""
proposed an efficient sub-pixel convolutional neural network
(ESPCN), which uses sub-pixel convolution layers instead of
deconvolution to scale up the learned feature maps, further re-
ducing the computational effort of the model and providing
better image recovery quality compared with FSRCNN. Later,
with the emergence of the residual network and the recurrent
neural network (RNN), KIM et al. successively proposed the
deeply-recursive convolution network (DRCN) ** and very
deep super resolution (VDSR)™ models. The DRCN utilizes a
recursive approach to share the parameters of the network lay-
ers and reduce the number of parameters of the model, while
the VDSR model utilizes the global jump connection property
of the residual structure to connect the input layer for better

1.”* proposed super resolu-

image recovery quality. LEDIG et a
tion residual network (SRResNet), a super-resolution sensing
algorithm based on deep residual networks, which adds multi-
ple modules for local residual learning and increases the num-
ber of layers of the network to learn more low-resolution to
high-resolution feature mapping information, and achieves fur-
ther improvement in the quality of image recovery. With the

popularity of generative adversarial networks (GAN) 7|
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LEDIG also proposed the super resolution generative adversar-
ial network (SRGAN) model with the main improvement of
changing the loss function to adversarial loss and content loss,
which can better recover the texture details of images. LIM et
al.?® proposed enhanced deep super resolution model (EDSR)
based on SRResNet in 2017, the batch normalization layer in
the model was removed, the network parameters were re-
duced, and it was applied to scenes with multi-scale recovery
of low-resolution images.

3 Super Resolution Sensing for Resource
Monitoring on Edge Clouds

3.1 System Model

At present, super-resolution sensing technology is mostly
applied in the field of image and video processing, which can
reconstruct low-resolution images into high-resolution images
by deep learning methods and has great improvement in accu-
racy compared with traditional methods, but it is rarely ap-
plied to the reconstruction of low-frequency time series. In-
spired by this, this paper proposes a super-resolution sensing
algorithm for resource monitoring.

Fig. 1 shows the framework of the algorithm on edge clouds.
It can be seen that there are three main phases included in the
edge cloud application scenario, which are the data acquisi-
tion phase, offline training phase and online recovery phase.
First, in the data collection phase, low-frequency and high-fre-
quency monitoring data, which can be CPU utilization, memo-
ry usage or bandwidth status, need to be collected from each
edge device side in a distributed manner and then received
and stored uniformly by the cloud proxy server after the collec-
tion is completed. Then, in the offline training phase, the col-
lected low-frequency and high-frequency resource data are
used to train the corresponding SRS models, which are respon-
sible for information reconstruction tasks with different sens-
ing factors, such as super resolution sensing models with sens-
ing factors of 2, 5, and 10. Once the training is completed, the
trained models can be packaged into containers to be de-
ployed as online services in the resource monitoring system in
the cloud. Finally, the online recovery phase is to recover the
reliable and accurate high-frequency data from the low-fre-
quency data collected at the edge device side through the
trained super-resolution sensing model, and the resource mon-
itoring system will select the model with the appropriate sens-
ing factors for recovery when and only when high-frequency
data is needed, which can significantly reduce the communica-
tion and storage cost of resource data.

3.2 SRS Network Structure

Based on the attention mechanism and gate recurrent unit
(GRU) network, this paper proposes a super-resolution sens-
ing model for resource monitoring, which can extract feature
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information after inputting low-frequency data, reconstruct
high-frequency information through relational mapping, and fi-
nally recover the corresponding high-frequency signal. The
specific model structure is shown in Fig. 2. This super-resolu-
tion sensing model is mainly divided into three stages: the fea-
ture extraction, relational mapping and information recovery.
In the feature extraction stage, multiple one-dimensional con-
volutional layers act as global feature extractors of low-fre-
quency information to extract abstract features of the input sig-
nal and represent them as feature vectors. And the relational
mapping layer consists of a series of GRU network blocks du-
al-attention GRU (DAGRU) based on the temporal attention
mechanism and feature attention mechanism, in which global
residual blocks and local residual blocks are also added. The
sub-network composed of many DAGRU blocks can effective-
ly learn the intrinsic connection between low-frequency infor-
mation and high-frequency information, and the information
lost by low-frequency information can be made up by relation-
al mapping. Finally, in the information recovery stage, the in-
formation inferred by the relationship mapping layer is passed

Super Resolution Sensing Technique for Distributed Resource Monitoring on Edge Clouds

through the convolutional layer for feature extraction of poten-
tial relationships, while the feature map dimension is recon-
structed, and then the low-frequency information is recon-
structed into the high-frequency information corresponding to
the sensing factors by multiple sub-pixel convolutional layers,
followed by the recovery of the complete high-frequency re-
source monitoring information using the fully connected layer.
The most important part of the super-resolution sensing
model proposed in this paper is the relational mapping layer
and the feature information F, obtained from the low-frequen-
cy resource signal through the feature extraction layer is used
as input, which can complete the missing information of the
feature vector in the low-frequency data after the relational in-
ference by multiple DAGRU networks. As a variant of recur-
rent neural network, GRU can solve the problem of gradient
disappearance and explosion than the standard RNN structure
and can extract long-term dependencies in temporal sequenc-
es. It requires less computational resources, has fewer model
parameters and has good convergence than the widely popular
LSTM unit. Therefore, in this paper, GRU is used as a basic

Cloud E |

|

ot -
- ' '

SRS model
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i

Data acquisition

Offline training

SRS: super-resolution sensing

Online recovering

A Figure 1. Framework of super-resolution sensing for resource monitoring
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A Figure 2. The proposed super-resolution sensing network structure
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unit in the relational mapping layer and the DAGRU network
is designed by combining the attention mechanism (Fig. 3).
The attention mechanism can be basically divided into hard
attention mechanism and soft attention mechanism according to
the degree of attention to important regions. The hard attention
mechanism refers to the targeted selection of some features in
the input information for learning while directly ignoring other
unselected features. It can be implemented in two ways. One is
to select input information with the highest frequency and the
other can be obtained by performing random sampling on the at-
tention distribution. Hard attention can greatly reduce the size
of the parameters in a neural network and lower the require-
ment for computational resources by learning only some of the
key regions and discarding other irrelevant information. Howev-
er, it is usually based on random sampling to determine the in-
put information, so it leads to a non-derivable relationship be-

GRU
GRU

TA

EC

Tanh

ConvlD

v

Softmax

Conv1D: convolution of one dimension F,: feature vector of low-frequen-
FC: full connected layer cy information
F,: feature vector of high-frequency information TA: temporal attention

A Figure 3. Structure of dual-attention gate recurrent unit (DAGRU
network based on attention mechanism)
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tween the attention distribution and the loss function. There-
fore, it is difficult to optimize the loss function by back-propaga-
tion methods. On the other hand, the soft attention mechanism
can be used to learn the overall features according to the impor-
tance of different regions in the information by using weighted
averaging without directly discarding some irrelevant regions,
and the degree of each region being attended to can be ex-
pressed by a value between 0 and 1. Therefore, it is a micro-
scopic process, which can be used in the training of neural net-
works by forward propagation to perform relational mapping
and back propagation to perform parameter optimization. Based
on the soft attention mechanism, in this paper, two attention
mechanisms are designed in the DAGRU sub-network, which
are the temporal attention mechanism (TA) and the feature at-
tention mechanism.

Since the fluctuation of resource monitoring information is
affected by the historical state, GRU network can be used to
extract long-term dependencies, but this is not enough to meet
the requirements for the accuracy of the trained model. After
the analysis of some monitoring resource sequences, it is
found that, for example, CPU utilization may rise suddenly in
a period of time due to the sudden need to deal with computa-
tionally intensive tasks. This shows that the degree of influ-
ence of each historical moment on the current moment state is
different, so a temporal attention mechanism is added on the
basis of GRU network, which can adaptively decide the de-
gree of influence of historical moments on the current moment
information. The specific structure is shown in Fig. 4.

The hidden layer state values h, containing information
about the historical moments are taken as inputs in Fig. 4 and
ie[1,6 = 1] Their degrees of influence on the current mo-
ment h, are analyzed, which can be achieved by the scoring
mechanism, and the scoring function f is in the form of a dot
product as follows:

S(hoh)=hI Wh, (1)

AFigure 4. Temporal attention mechanism
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where W is a weight matrix about the hidden values of the his-
torical states, followed by a softmax function to find the degree
of influence of each historical moment on the current moment
defined as o, with the following formula:

S exp(f (hoh)) @)

Then, according to the derived attention distribution «;, a
weighted average is done for each input h,, and the input infor-

mation is encoded to obtain the context vector ¢, described by
the formula:

=1
¢, = ;aihi. )

After obtaining the context vector ¢,, the final state value a,
is obtained with the hidden layer state value h, by an additive
model and by the tanh activation function with the following
formula:

a, = tanh (W, [¢,: 1,]) @

It can be seen from the above equations that the temporal at-
tention mechanism of the hidden layer states in the GRU unit
can determine the degrees of correlation of historical state val-
ues at different moments. Combined with the current moment
state values, this mechanism enables a kind of adaptive extrac-
tion of long-term dependency features, which can effectively
suppress the less influential historical state values and help
improve the quality of the recovered signal.

4 Evaluation

To verify the effectiveness of the super-resolution model for
resource monitoring proposed in this paper, we select the
2018 cluster resource dataset named cluster-trace-v2018 pub-
licly available from Alibaba Group, which contains resource

VTable 1. Comparison results attained by SRS and other methods

monitoring information of about 4 000 servers over eight days.

4.1 Quantitative Comparison

In order to study the characteristics and effectiveness of the
proposed SRS method, we conduct experiments using three met-
rics: the mean absolute percentage error (MAPE), peak signal to
noise ratio (PSNR) and dynamic time warping (DTW)*". MAPE
is commonly used to measure the temporal similarity of differ-
ent time series and a higher MAPE value means a larger differ-
ence between the true value and the recovery value. PSNR rep-
resents the ratio of the maximum power of the signal to the aver-
age power of noise and a higher PSNR value indicates that the
recovery value contains a smaller noise. DTW distance is a pop-
ular metric to obtain an optimal alignment that can be used to
measure the similarity of shape features, which can be relative-
ly robust to interference factors. We compare our SRS method
with traditional upsampling methods including the linear inter-
polation, cubic interpolation, and compressive sampling match-
ing pursuit (CoSaMP)* based on compressed sensing (CS). The
quantitative comparison results between SRS and the other
methods are shown in Table 1. It is obvious that the proposed
SRS method is significantly better than other methods in differ-
ent frequencies. From the perspective of DTW distances, the re-
sults of the SRS method are smaller than the results obtained
by the other methods, which demonstrates that the proposed
SRS method can effectively recover the shape characteristics of
high-frequency resource data.

4.2 Qualitative Comparison

Figs. 5 and 6 show the qualitative comparison results. For
each visualization result, it is obvious that the interpolation
and compressed sensing methods cannot recover the missing
details in the high-frequency data, resulting in the loss of in-
formation during the degradation process. Compared with the
proposed SRS method, the other methods can only recover the
rough shape of waveform, which is difficult to restore the peak
values of the resource information. The proposed SRS method
can effectively recover the shape of waveforms and peak value
of high-frequency resource information.

p P SRE Linear Interpolation Cubic Interpolation cs SRS
(MAPE/PSNR/DTW) (MAPE/PSNR/DTW) (MAPE/PSNR/DTW) (MAPE/PSNR/DTW)
1120 1/10 2 4.78%133.58/334.62 4.66%133.73/317.26 11.30%/27.04/678.56 4.15%/34.78/296.52
1/50 1/10 5 7.239%/29.89/493 52 7.16%129.86/472.10 23.039%/20.93/1 499.84 6.32%130.95/442.34
1/100 1/10 10 8.99%/27.99/623.26 9.109%/27.89/600.04 30.85%/19.06/2 157.87 8.09%128.72/548.06
1/200 1/10 20 11.93%/26.02/781.07 11.029%/26.52/757.24 36.45%/18.42/2 649.60 9.85%127.03/696.51
1/400 1/10 40 13.16%/24.30/936.30 12.62%/24.35/918.10 106.59%/15.34/8 549.43 11.09%/26.01/817.40
1/100 1/50 2 5.339%/32.66/78.78 5.339%/32.69/74.23 14.90%/24.85/191.03 4.84%/33.91/70.99
1/100 1/20 5 7.729%129.34/264.58 7.819%129.92/252.15 24.429/20.77/819.10 6.98%130.29/241.26
1/200 1/20 10 9.78%/27.41/347.59 9.99%/27.19/334.94 31.70%/16.64/1 159.87 8.949%/28.03/318.82
1/400 1/20 20 11.23%/26.38/428.85 11.13%/26.03/419.25 82.49%/16.16/3 458.83 10.26%126.79/379.41

J;: low sampling frequency of CPU usage

MAPE: mean absolute percentage error
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/,: high sampling frequency of CPU usage
PSNR: peak signal to noise ratio

CS: compressed sensing

SRF: super resolution factor

DTW: dynamic time warping

SRS: super resolution sensing
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4.3 Analysis of Latency Under Dynamic Bandwidth

The delay variations of different algorithms under dynamic
bandwidth environment with certain recovery accuracy are
shown in Fig. 7. It can be seen that the super-resolution sensing
model proposed in this paper can reduce the delay requirement
of sending monitoring data from the edge to the cloud by allow-
ing the edge devices to collect resources at a lower frequency
and guaranteeing certain recovery accuracy at a lower band-
width. In addition, along with the increase of bandwidth, the de-
lay variation is basically in a smooth state while the other meth-
ods will generate higher delay on low-bandwidth network.

S Conclusions and Future Work

With the advent of the IoT era, computing power has started
to gradually move from the cloud down to the edge and the tra-
ditional cloud computing models are quietly changing. The
emergence of thousands of edge devices will greatly share the
pressure of cloud computing, so it is also necessary to provide
a perfect resource monitoring scheme for the new edge cloud
scenario. However, the existing resource monitoring schemes
basically serve the cloud data center and there is no need to
consider the computational overhead and bandwidth cost
when collecting the resource monitoring data. Therefore, this
paper proposes a super-resolution sensing model for resource
monitoring by studying the existing signal reconstruction tech-
niques including compressed sensing and super-resolution
sensing for the edge cloud application scenario, which is main-
ly divided into three structures: the feature extraction layer,
the relationship mapping layer and the information recovery
layer. In the feature exiraction layer, the low-frequency re-
source monitoring information is extracted by three-layer one-
dimensional convolution. Then in the relationship mapping
phase, the mapping relationship between low-frequency data
and high-frequency data is mined by a GRU network based on
the temporal attention mechanism and feature attention mech-
anism, which is used as the input of the information recovery
layer. Finally, the low-frequency feature information is recon-
structed into reliable and accurate high-frequency information
in the multi-scale sub-pixel convolution layer.

Aiming at meeting the requirement of real-time monitoring,
the super-resolution sensing technique for resource monitoring
proposed in this paper reduces the amount of transmitted re-
source data by reducing the sampling frequency at the edge de-
vices. Due to the limitation of the experimental environment, a
finite number of edge devices are used in our experiments, and
subsequent studies can be migrated to larger edge clusters for
future experiments. In addition, in the dynamic bandwidth envi-
ronment, the data acquisition module can be allowed to adjust
the acquisition frequency adaptively to collect monitoring re-
sources, and the super-resolution sensing model with corre-
sponding sensing factors can be trained in the cloud to increase
the robustness of real-time resource monitoring by adjusting the
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sensing factors. In addition, only a single type of resource infor-
mation is used to train the model in this paper, and subsequent
research can also analyze the similarity of different types of re-
source information to collaborate the recovery process from low-
frequency data to high-frequency data, which can also effective-
ly improve the quality of resource information recovery and the

generalization ability of the SRS model.
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Abstract: The design concept of semiconductor optical amplifier (SOA) and gain chip
used in wavelength tunable lasers (TL) is discussed in this paper. The design concept is
similar to that of a conventional SOA or a laser; however, there are a few different points.
An SOA in front of the tunable laser should be polarization dependent and has low optical
confinement factor. To obtain wide gain bandwidth at the threshold current, the gain chip
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1 Introduction
wavelength tunable laser (TL) is one of the most pop-
ular light sources in digital coherent optical fiber tele-
communication systems, because the use of TL can re-
duce the required number of inventory lasers, thereby
reducing inventory cost'". A wavelength channel can be select-
ed on ITU grid channels, but it must be very accurate. In early
days, many kinds of tuning mechanisms were proposed, but re-
cently there exist only a few kinds of integrable tunable laser
assembly (ITLA) products in the market, because it is very dif-
ficult to achieve such performance as high output power and
wavelength accuracy and low cost. The modulation format used
in those coherent systems is an advanced one, such as Dual Po-
larization Quadrature Phase Shift Keying (DP-QPSK), 16
Quadrature Amplitude Modulation (16QAM), and other multi-
level formats” *. Because the insertion loss of these advanced
modulators may be large, higher optical output power of ITLA
is strongly required. In addition, for the use in small form-fac-
tor pluggable optical modules like C Form-factor Pluggable 2
(CFP2), Octal Small Form-factor Pluggable (OSFP), or Quad
Small Form-factor Pluggable (QSFP), a part of light power is
split to a coherent receiver for a light as a local oscillator due
to the small package. Therefore, the ITLA with an optical am-
plifier in front of a laser unit has been recently becoming more
and more popular. This kind of semiconductor optical amplifi-

er (SOA) has some interesting features, such as polarization de-
pendent gain and high saturation power. Its design can be simi-
lar to the design of a conventional laser and the SOA is some-
times monolithically integrated with a tunable laser'®.

Moreover, a gain chip is the other important topic in this pa-
per. A gain chip is used in external cavity (EC) tunable laser
configuration, and it works as a laser. Equivalently, this can
be treated as a Fabry-Perot (FP) laser with a wavelength band-
pass filter. Because this is a tunable laser, the gain bandwidth
of the gain chip should be very wide and cover the whole C-
band® 7. Therefore, the design of the gain chip is not exactly
the same as a laser, but it is not the same as that of SOA. The
design concept of the gain chip is also discussed in this paper.
Moreover, the gain bandwidth of Erbium-doped fiber amplifier
(EDFA) is being extended over the conventional band®™ °. In
the near future, a wider tuning range of tunable lasers will also
be required than the conventional one.

The purpose here is to write a tutorial paper on design con-
cept with basic equations and detailed discussion for the SOA
and gain chip that are used for wavelength tunable lasers. To
the best of our knowledge, the paper on such a topic has not
yet existed. In Section 2, the design concepts of these two de-
vices are discussed. The difference from conventional design
is shown. In Section 3, details of tunable lasers with SOA or
gain chip are explained. In Section 4, some simulation results
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and comparison of design concepts are discussed. Finally, con-
clusions are given in Section 5.

2 Design Concepts of SOA and Gain Chip

The structure of SOA is actually very important. The design
concepts are basically based on a conventional SOA or a laser,
which are slightly different.

2.1 SOA Design Concept
The design concept of SOA for tunable laser is similar to an

“" Inline

inline SOA, except polarization dependence'"’
SOAs are widely used in network systems. Here it is briefly ex-
plained. SOA is used for a one-pass gain medium, so it is rea-

sonable to define the gain G, in single-pass of SOA as
G, = GXP((Fg - ai)L), (1)

where I is the optical confinement factor, g is the gain in unit

length, «; is the internal optical loss, and L is the length of
SOA.

2.1.1 Residual Reflection

The gain g is assumed as a function of carrier density (see
Section 2.1.2). As the injection current increases, the carrier
density N is also increasing. The facet reflectivity is normally
very low on antireflection (AR) coatings, but in reality, residu-

R\R,, where R,

and R, are front and rear facet reflectivities, respectively. Con-

al reflection exists. The reflectivity is R =

sidering the round-trip gain, the laser oscillation condition is
(G, Ry’ = 1. Because the gain cannot be increased due to las-
ing, R should be as low as possible to obtain higher gain. This
is the reason why both facets of SOA are AR-coated with an-
gled waveguides. Recently, the facet reflectivity has reached
lower than 10™, which is required to operate SOA properly.
The influence of residual reflection may cause the gain ripple,
which is a small dependence of gain on wavelength. This is al-
so known as a cause of noise figure. If the residual reflectivity
is lower than 10™, G, would be 40 dB. In a practical use for
amplification of tunable laser output power, the small signal
non-saturated gain will be around 20 dB, for instance. In this
case, the gain ripple and noise are negligible for the use in
tunable laser source. According to Ref. [12], the gain ripple
depth m can be described as

1+ /RR,G,
m:7

1-/RR,G, 2)

According to Eq. (2), the depth m is a function of facet re-
flectivity and single-pass gain G, For example, m is 0.09 dB
with R, and R, of 10* and G, of 20 dB. To achieve such a low
reflectivity, angled waveguides on both coated facets should
be applied"”. Larger than 7-degree angle is sufficient to re-
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duce facet reflectivity.

2.1.2 Saturation Power
To design SOA, it is useful to understand the following car-

: - [14]
rier rate equation” :

dN ] N 1
oL AN -Ny)—
dt  qd T4 ( ! hy 3)

where J is the injection current density, ¢ is the elementary
electric charge, d is the thickness of active layer, N is the car-
rier density, N, is the transparent carrier density of gain medi-
um, 7, is the carrier relaxation time, A is the differential gain,
h is the Planck’s constant, and v is the frequency of light.

The intensity of light P (W/cm®) can be described by the fol-
lowing propagation equation:

dP

EgzﬂqN—NQP—mR

@)

Here to make the phenomena simplified, the gain is propor-
tional to the carrier density at the bulk active layer. The
steady solution for dN/dt = 0 from Eq. (3) can be substituted
in Eq. (4), and then dP/dz can be derived as

7gJ N
P qd r
el LP—OL{P=$—OQ P,
dz 1+ P/P, 1+ P/Pg (5)

where Pj is the saturation intensity, described as Py = hv/r (A,
and g, is a non-saturated gain coefficient, which is described

as g, = A(z3J/qd — Ny). When the intensity of light P is

much smaller than P, the gain coefficient will be nearly equal
to g, As the intensity is becoming larger, the gain coefficient
will be getting smaller, obeying the term 1/(1+ P/Py). To

avoid such saturation of gain, P; must be enlarged in the de-
sign. As the light is amplified in SOA, the carrier density will
be consumed for stimulated emission, especially near the end.
Therefore, the number of carriers will not be enough to ampli-
fy it any more. To avoid the saturation, 7, or A should be small
as seen in the description of Py. However, it is difficult to con-
trol 7, and 4 in reality.

In an ideal model of SOA, the output power of SOA can be
described with only non-saturated small signal gain, by inte-
grating dP/dz in Eq. (5):

P, =P,Gs=P, exp[(FgO - ai)L] ’ ©)

where P

out

power, and L is the SOA cavity length. As seen in Eq. (6), the

is the output signal power, P, is the input signal

single-pass small signal gain is dependent on I'g,L. As the
carrier density is increased, g, becomes larger and will reach

saturation. However, saturation will be suppressed for the
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small optical confinement factor I" or short cavity length L
while keeping the gain G,. This means the carrier density can
be increased and then the saturation power will become larg-
er. The saturation power!'” is described as

WdE

P, = In2,
o I'tgA (7)

where W is an active region width, d is the thickness, and E is
photon energy as a function of wavelength A. As shown in Eq.
(7), the saturation power is inversely proportional to the opti-
cal confinement factor. One simulation result on gain satura-
tion as a function of optical confinement factor is shown in
Fig. 1, where Wis 2 pm, d is 0.1 pm, A is 1.55 wm and the
product of 7,4 is 6.04 X 107 s-cm’. As the confinement fac-
tor decreases, the saturation power will become larger.

2.1.3 Polarization Issue

Low residual reflection on facet and high saturation power
have been discussed above. Because this kind of SOA is used
just in front of the tunable laser, some other features are also
required. We focus on polarization dependence here, rather
than wide gain bandwidth that is very natural to be obtained
by injecting high current to the SOA.

A very common structure of an active layer contains a multi-
quantum well (MQW). This is a quantum well with multiple
very thin layers, so the electrons’ energy level to vertical di-
rection can be quantized and then the gain has direction de-
pendence to the quantum well structure. There exist heavy
and light holes in the quantum well. The heavy holes can gen-
erate only Transverse Electric (TE) mode polarization, while
the light holes can generate both TE and Transverse Magnetic
(TM) mode polarizations. The inline SOA is normally required
to obtain gain both for TE and TM modes as polarization inde-
pendence!® """ however, the SOA used just in front of tunable
laser should have gain only for TE mode polarization. To en-
hance transition from the electron to the heavy hole band, a

30
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z 10
=
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AFigure 1. Calculated saturation power as a function of optical confine-
ment factor
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compressively strained quantum well is used here. This can
be very similar to the active layer of gain chip, but it is easier
to monolithically integrate the SOA on the tunable laser. Be-
cause the injection current density for SOA is very different
from that for the gain chip and the optical confinement factor
of SOA should be low for high saturation power, the active lay-
er should be different rigorously. Therefore, the active layers
should be different from each other, so the chips should be in-
tegrated hybridly.

2.2 Gain Chip Design Concept

The MQW as an active layer is the most common gain medi-
um for the SOA or laser. It is good to know how to design
quantum wells with a quantum mechanics theory. Only a
rough image of gain design with basic parameters is intro-
duced in this paper. Gain per length is a function of the cur-
rent density of the active layer, so it can be described as:

Bulk active layer: Linear gain: g = 'A(N — N,), (8)
o J

Quantum well: Logarithmic gain: g = G, In Nk 9)
0

A linear gain function can be applied for the bulk active
layer. On the other hand, due to a quantum well characteristic,
the equation should be physically a logarithmic function of the
current density!"®. However, it is a function of the current den-
sity and derived from an experience law. It is widely used be-
cause it can fit the characteristic very well. Laser designers
are interested in the parameters G, and J,. G, is an indicator
kind of differential gain and the optical confinement factor I
is already included. J, physically means a transparent current
density.

For the waveguide quality, popular parameters used widely
are o, and 7. @, is an internal loss per length and 7, is a quan-
tum internal efficiency. For o, , it comes from an absorption of
light and light scattering in waveguide and its design issue is
to reduce internal loss in the waveguide. Besides, 1, means a
rate of photon generation to one carrier seed. This value is
very close to 1.0 because of a good quality of quantum well
media, but it is decreased due to current leakage and a lost
carrier for non-radiative recombination.

To reach the laser threshold, we must have

thb = ai + al” s (]O)
_ In(R\R)) l
o, = bY3 imirror Loss . (11)

That is, the total of internal and mirror loss should be com-
pensated by gain. Here the mirror loss is an out-going light
per length in the gain region. In Eq. (10), all parameters are
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defined for a unit length. The cavity length is also an impor-
tant parameter. The external cavity laser can be handled as an
equivalent FP laser, as shown in Fig. 2. The equivalent rear re-
flectivity R, includes the coupling loss between the gain chip
and external cavity, propagation loss in external waveguide,
and reflection at the end of external waveguide.

The threshold current I, can be varied as a function of cavi-
ty length L, as shown in Fig. 3, where I" is 5%, G, is 350 em’™,
@, is 8 cm™, and J, is 9.5 x 10* A-cm™. It is well known that
there is an optimum cavity length for the minimum threshold
current. In Fig. 3, the ordinal FP-laser with 30/30% facet re-
flectivity shows the minimum threshold current at length
around 0.5 mm. On the other hand, the 5/5% FP-laser which
is equivalent to external cavity tunable laser shows the mini-
mum at 1.5 mm. The effective reflectivity from the external
cavity is assumed to be around 5%, and the confinement fac-

tor of the 5/5% FP-laser has two thirds of that of the 30/30%
FP-laser to have higher threshold carrier density. This also im-

Propagation loss | .
Coupling loss

R & - =

Gain chip

(@)

R S S R

Equivalent FP laser

(b)
FP: Fabry-Perot

A Figure 2. Schematic block diagram of (a) external cavity laser and (b)
equivalent FP laser to external cavity with R, and R, with cavity length
of L

60

50

40 5/5% FP-Laser

30 1

204 o~

Threshold current/mA

0 1 2 3 4 5

Cavity length/mm
FP: Fabry-Perot

A Figure 3. Calculated threshold current as a function of cavity length
with R1/R2 of 30/30% and 5/5% reflectivities
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plies that the designed effective reflectivity of the external cav-
ity should be carefully considered. An example of the external
cavity tunable laser can be found in Ref. [19].

Then the output power can be described as

hw a,
P= 7(1 ~ ) @ +a, (12)

Therefore, the power is proportional to the current minus
threshold current. If the gain is higher than the threshold gain,
the light output will continue to increase and carrier density
must clamp at its threshold value. That is, the energy goes to
light output from the excess energy over threshold current.
The carrier density cannot go higher in laser operation. On the
other hand, the carrier density in SOA can go higher, due to a
very high threshold current with small R, and R,. This is the
biggest difference between the SOA and the laser design. It is
generally said that the design principle of SOA is opposite to
the laser design. An SOA needs a lot of carriers to amplify the
light in one direction and should avoid the carrier depletion in
the cavity.

The gain bandwidth is also an important specification in
gain chip. To realize very wide gain bandwidth, the carrier
density at the threshold should be larger than that of an ordi-
nary laser, but it should not be too high. The reflectivity of the
cavity is rather low, like 5%, so naturally the threshold densi-
ty increases; however, it is not enough. To tune the carrier den-
sity, it is good to take a smaller number of quantum wells or
low optical confinement factor at the active layer, compared
with an ordinary laser.

2.3 Summary

The gain chip design concept is to obtain wide gain band-
width with low optical confinement factor and low residual re-
flectivity at the facet on the tunable filter side. The SOA de-
sign concept is to achieve high threshold current with low re-
sidual reflectivity and low optical confinement factor.

3 Examples of Tunable Lasers with SOA

Some examples of tunable lasers with the gain chip and
SOA are shown in this section. Generally, there are three ma-
jor categories of tunable laser configuration with SOA, as
shown in Fig. 4.

The first type is the arrayed distributed feedback (DFB) la-
ser with integrated SOA™
development. In early days of this research, the number of

I, This type has a long history of

DFB lasers were limited, and the optical coupler was an multi-
mode interference (MMI) coupler with SOA or Micro Electro
Mechanical Systems (MEMS) coupler without SOA™, In the
case of MMI couplers, the optical loss is large and then the
SOA is needed. This type with SOA is suitable for monolithic
integration and its wavelength tuning mechanism is simple to
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tune only temperature of the chip. For monolithic integration,
waveguides of active and passive regions are separately grown
by Butt-joint technology. The same active layer is utilized
both for laser and SOA regions. This means the freedom of
SOA design is slightly limited.

The second type is the distributed Bragg reflector (DBR)
tunable laser with a Vernier effect of two grating regions, im-
plemented by multiple methods, such as sampled grating™,
digitally sampled (DS) DBR™, and chirped sampled grat-
ing®™. In this paper, the sampled grating is not the subject, so
it is not discussed. Because the reflectivity of DBR must be
rather high, the output power directly from the DBR tunable
laser will be not high enough. Therefore, an SOA after the
DBR laser is usually needed. In the same manner as the DFB
arrayed type, the SOA in the other two types can be monolithi-
cally integrated by Butt-joint or Ion-implantation technology™
on the same chip as a tunable laser part. The same active lay-
er is also utilized.

The third one is an external cavity tunable laser with a gain
5, 18,29]

chip' . The tunable laser is configured with an external
tunable bandpass filter with a reflector and a gain chip. This
gain chip can be handled as a FP-laser with a front facet mir-
ror and a rear effective mirror of external filter, as mentioned
above. In the case of silicon tunable filters, the gain chip and
the filter chip are hybridly integrated. Because it is also diffi-
cult to obtain high output power directly from the gain chip,
the SOA is also hybridly integrated to amplify the optical pow-
er. The gain chip and SOA cannot be monolithically integrat-
ed due to the facet reflectivity of the gain chip. Therefore, the
freedom of SOA design is not limited to have high saturation
power with lower optical confinement factor. One drawback is
difficult optical coupling between chips, such as the interface
of the filter and gain chip, and the gain chip and SOA. An ad-
vanced mounting technology is necessary for realizing low cou-
pling loss.

SATO Keniji, ZHANG Xiaobo

4 Simulation Examples and Discussion

In this section, the issue on optical confinement factor is
discussed. Fig. 5 shows an example of measured optical signal
gain as a function of amplified output power. As output power
increases, the signal gain is becoming saturated. The point
where the gain is decreased by 3 dB is called the saturation
gain. As the injection current increases, the maximum output
power will also increase, but it is also saturated even if the in-
jection current keeps increasing.

In order to investigate saturation, internal power distribu-
tion in the SOA along the cavity axis with various optical con-
finement factors is calculated (Fig. 6). In this simulation, the
SOA cavity is divided into small sections where the gain is sat-
urated and slightly different from each other. The saturated
gain in the i-th section can be described as g, = g /(1 + &P),

which depends on power P and saturation coefficient &,
where & is 1/P, and saturation power P, is 22 dBm. Those pa-
rameters of confinement factors in Fig. 6 mean relative con-
finement factor I', where the actual confinement factor is a
product of variable I' and fixed I'; of about 4% or so in reali-
ty. As shown in Fig. 6, a low relative confinement factor shows
more linear amplification along the cavity than high confine-
ment. In the case of amplification for the tunable laser, the in-
put power to SOA is high, so it cannot be treated as a small
signal. When an output power higher than 20 dBm is required,
the light is amplified in almost saturation region with an ampli-
fication factor of around 10 dB for the input power of 10 dBm,
as shown in Fig. 6 (a). When the input power is 7.5 dBm in
Fig. 6 (b), the output power is about 20 dBm. Even if the input
power changes, the output power is almost constant. This im-
plies that confinement factor should be properly designed to
suppress gain saturation, otherwise the consumption power of
the amplification will increase. In Fig. 6, additional 1.5 dB
gain is obtained to the half of the normalized optical confine-
ment factor.

DFB LDs

Coupler SOA
—-

DBR Gain DBR SOA

AVATATA S——VAVATA

(a) Arrayed DFB

(b) DBR

Bandpass filter ~ Gain chip SOA
(c) External cavity LI]
DBR: distributed Bragg reflector LD: laser diode

DFB: distributed feedback

SOA: semiconductor optical amplifier

A Figure 4. Tunable lasers with semiconductor optical amplifier (SOA)

35 500 mA

Signal gain/dB

-5 0 5 10 15 20 25

Amplified output power/dBm

A Figure 5. Measured optical signal gain for 1.55 pm light as a function
of output power from a 2 mm long semiconductor optical amplifier
(SOA)
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A Figure 6. Calculated internal power distribution in SOA

Finally, the design concepts are summarized in Table 1,
where the gain chip design concept can be placed between the
SOA and laser design. The key parameter is the optical con-
finement factor. It is easy to convert the optical confinement
factor into the number of quantum wells in the practical de-
sign. The active layer of the gain chip design is very similar to
that of SOA except facet reflectivity, however the optical con-
finement factor should be slightly different from that of SOA,
as mentioned above. Monolithic integration of SOA with the la-
ser part almost works well. On the other hand, better perfor-
mance should be obtained from hybrid integration with slight-
ly different design, according to the principle.

5 Conclusions

The design concepts of the SOA and gain chip for wave-
length tunable lasers are presented in this paper. The optical
confinement factor of SOA should be low to realize high satu-

ration power and be optimized only for TE mode polarization.

VTable 1. Comparison of design concepts

Items SOA Gain Chip for TL Laser
Threshold High Moderate Low
Very low (f Certain reflectivity
Facet reflectivity oy e AR/LR (for example, HR/
ple, AR/AR)
LR)
Optical confinement ) . o Rather high
factor Very low (3~5%) ~5% (~10%)
Length Long Middle - long Short - middle
Gain bandwidth Wide Wide Narrow
Carrier density High Moderate Low
Independent for in-
Polarization line SOA or depen- Dependent Dependent

dent for use in TL

LR: low-reflection TL: tunable laser

SOA: semiconductor optical amplifier

AR: anti-reflection
HR: high-reflection

ZTE COMMUNICATIONS
September 2021 Vol. 19 No. 3

86

Optical confinement factor I

The optical confinement factor of the gain chip should be rath-
er lower than that of an ordinary laser and its length should be
rather longer. It is also important to consider proper effective
reflectivity of the external cavity to optimize performance of
external cavity lasers.
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Abstract: One particular challenge for large-scale software systems is anomaly detection.
System logs are a straightforward and common source of information for anomaly detec-
tion. Existing log-based anomaly detectors are unusable in real-world industrial systems
due to high false-positive rates. In this paper, we incorporate human feedback to adjust
the detection model structure to reduce false positives. We apply our approach to two in-
dustrial large-scale systems. Results have shown that our approach performs much better
than state-of-the-art works with 50% higher accuracy. Besides, human feedback can re-
duce more than 70% of false positives and greatly improve detection precision.
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1 Introduction
arge-scale software systems face one particular chal-
lenge which is anomaly detection. System logs provide
a straightforward and common information source for
anomaly detection. Typically, administrators manually
check log files and search for problem-related log entries,
which is error-prone and time-tedious. To reduce human ef-
forts, researchers have proposed many automatic log-based

9 However, these detectors are ineffec-

anomaly detectors
tive in real-world industrial systems. First, most detectors typi-
cally operate by identifying statistical outliers. The utility of a
particular detector for a system depends on how well its statis-
tical outliers align with system anomaly symptoms. In general,
the gap between statistical outliers and real system anomalies
can result in high false-positive rates and easily render an
anomaly detector unusable. Second, new types of anomalies
may arise during system updates and conflict with existing
anomaly detectors to produce false positives. Third, heteroge-
neous and complex log data contains massive noise. This
noise may mislead detectors and further increase false posi-
tives.

One way to reduce the false-positive rate is to build domain

This work was supported by ZTE Industry-University-Institute Coopera-
tion Funds under Grant No. 20200492.
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knowledge into a detector. For example, a designer might ap-
ply domain expertise to label training logs that are more likely
to produce correct anomalies and/or filter anomalies based on
semantically defined white lists. Unfortunately, this requires
significant expertise in both the system and anomaly detec-
tion. Besides, a large number of logs from industrial
large-scale systems are almsot impossble to label; e.g., a Mi-
crosoft online service system even generates over one petabyte
(PB) of logs every day™.

In this paper, we consider an approach to reduce false posi-
tives based on incorporating human feedback. In our settings
of feedback-aware anomaly detection, humans only provide
feedback about whether the detected anomaly is false positive
or not. This feedback is used by the detector to adjust the
anomaly detection model structure. This approach has the ad-
vantage of an easy and concise feedback process with little
overhead on time. The main contributions of this paper in-
cludes:

1) To the best of our knowledge, we are the first to incorpo-
rate human feedback to reduce false positives for the
log-based anomaly detection task.

2) We propose a feedback-aware online anomaly detection
approach that builds a graph model from an online log stream
and adjusts the graph structure through human feedback.

3) We apply our approach to two industrial large-scale sys-
tems. Results have shown that human feedback can reduce
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most false positives and greatly improve detection precision.
The rest paper is organized as follows. Section 2 discusses

the related work, Section 3 proposes the approach, Section 4

shows the experiment results, and Section 5 concludes this

paper.

2 Related Work

2.1 Human-in-the-Loop Anomaly Detection

In existing works, incorporating human feedback into anom-
aly detection has been introduced. These works leverage the
idea of active learning and focus on tuning the weights and
scores in machine learning models. For instance, the online
mirror descent (OMD) algorithm™'! associates a convex loss
function to each feedback response which rewards the anoma-
ly score. Active anomaly discovery (AAD) algorithm™ > de-
fines and solves an optimization problem based on all prior
feedback, which results in new weights for the model.

2.2 Log-Based Anomaly Detection

Log-based anomaly detection first parses logs into log tem-
plates based on static code analysis or clustering mechanism,
and then builds anomaly detection models. These models in-
clude template frequency-based model, graph-based model,
model.  The

frequency-based model" * usually counts the number of dif-

and  deep  learning-based template
ferent templates in a time window and sets up a vector for
each time window. Then it utilizes methods such as machine
learning algorithms to distinguish outliers.

This model sacrifices the abundant information and the di-
agnosis ability of logs and it is not accurate and efficient. Thus
it cannot provide help for problem identification and diagno-

15" is the current research hot-

sis. The graph-based mode
spot. It extracts template sequence at first and then generates
a graph-based model to compare with log sequences in the pro-

duction environment to detect conflicts. This model has three

advantages. First, it can diagnose problems deeply buried in
log sequences, for example, performance degradation. Second,
it can provide engineers with the context log messages of prob-
lems. Third, it can provide engineers with the correct log se-
quence and tell engineers what should have happened. The
deep learning-based model™ "' leverages long short-term
memory (LSTM) to model the sequence of templates. This
model takes a long time for training and inference, and thus
cannot support online anomaly detection and diagnosis.

3 Approach

3.1 Overview

To solve the problems mentioned above, we design a human
feedback-aware anomaly detection approach, called LogFlash,
as shown in Fig. 1. The input is an online log stream [: =
(11,12,13,...), which is a log entry. Our approach consists of
three main components, namely the online log parser, the on-
line model learner, and the online anomaly detector. In the on-
line log parser, multiple log templates are mined from the log
stream and each log entry is replaced by its corresponding
template. In this way, the log stream is transformed into a tem-

plate stream p: = (pl,pz,p3,...). This template stream then goes

through online model learner and online anomaly detector con-
currently. The online model learner infers and updates a
graph model called time-weighted control flow graph (TCFG)
through mining the template stream. The online anomaly de-
tector utilizes the latest TCFG model to detect anomalies in
the template stream. Humans provide false positives in anoma-
lies as feedback to the online model learner. The learner then
adjusts the TCFG structure based on the feedback.

We leverage the existing online template mining algo-
rithm™ in the online log parser. Due to space limitations, we
will only describe the TCFG model, online model learner, on-
line anomaly detector, and human feedback loop.

Real-time log stream

Online log
parser

Real-time template stream

Online anomaly
detector

Online model
learner

Human

TCFG: time-weighted control flow graph

Feedback

AFigure 1. Approach overview
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3.2 Time-Weighted Control Flow Graph

A TCFG is a directed graph consisting of edges and nodes
and each edge has a time weight recording the transition time.
The TCFG model stitches together various log templates and
represents the healthy state of the baseline system. It is used
to flag deviations from expected behaviors at runtime. A tem-
plate is an abstraction of a print statement in a source code,
which manifests itself in logs with different embedded parame-
ter values in different executions. Represented as a set of in-
variant keywords and parameters (denoted by parameter place-
holder *), a template can be used for summarization of multi-
ple log lines. The TCFG is such a graph where the nodes are
templates and the edges represent the transition from one tem-
plate to another. Besides, every log has a timestamp indicating
its print time, and thus the difference between two log time-
stamps represents the program execution time between the two
logs. The time weight on each edge in the TCFG records the
longest normal transition time between two templates. If the
execution time between two logs exceeds the time weight, it
means the system is suffering from performance problems.

Fig. 2 shows an example of log templates and TCFG model.
Each log has some invariant keywords and some variable pa-
rameters (shown in green), and log templates only reserve in-
variant keywords. Nodes in the TCFG are different log tem-
plates. Edges represent how each request flow passes between
nodes, and the weight of edges indicates the transition time be-
tween two nodes.

3.3 Online Model Learner

We aim to construct a TCFG model in a black-box manner
with only the template stream p. Our key idea is to define a dy-
namic pairwise transition rate a;; which models how frequent-
ly a request flows from template j to template ¢ and trains/up-
dates the transition rate c;, overtime with template stream p.

We further definef(t It ) to be the conditional likelihood

[
of transition between template j and template i, where ¢; and ¢,
are the timestamps of two occurrences of template j and tem-

plate ¢ in p. We assume the conditional likelihood depends on
the transition time (t/,ti) and the transition rate a;;. To model

this parametric likelihood, we first conduct a statistical analy-
sis of the distribution of template transitions.

We collect system logs of 5 minutes from an industrial
cloud system Ada. Then we record the transition time between
every occurrence of two neighboring templates in the same re-
quest by calculating the difference of their timestamps. Next,
we count the number of occurrences with the same transition
time and plot the distribution of each template transition. Re-
sults are shown in Fig. 3. The distributions of these transitions
show obvious long-tail distribution characteristics and the
most transitions cost less than 0.2 norm-value of time.

Based on the above observations, the power-law likelihood

is appropriate to modelf(t l¢. oz]l), that is:

ity

Qi t = o ift + 6
Sa)=18 "5 Bhrosth

0 otherwise (1)

where 6 states the minimum transition time from template j to
template i. In Section 4, the power-law distribution proves to
be generic enough to adapt anomaly detection methods to test-
ing logs from diverse industrial systems. Then we apply net-
work inference algorithm to train the structure of TCFG.

1) Template stream likelihood. In the template stream p,
transitions from different templates to a certain template are
independent, that is, each occurrence of template i can only
be transmitted from the occurrence of one parent template.
Then the likelihood of occurrence of template i at time ¢, giv-

Log Entries:

v

Log Templates:

(1)parse_params: {*} T1
(2)parse_params: {*} T1
(3)cc.dispatch host: * T2
(4)Request failed: 400:{"code"=>*, "description"=>"""} T3
(5)cc.dispatch host: * T2
(6)Completed 200 vcap-request-id: * T4
(7)Completed 400 vcap-request-id: * T5

(1)2016-10-10T01:00:18.866Z parse_params: {"inline-relations-depth"=>"1"}

(2)2016-10-10T01:00:18.867Z parse_params: {"inline-relations-depth"=>"1", "q"=>"name:test-app-1476011110087"}
(3)2016-10-10T01:00:18.870Z cc.dispatch host: 9e65a679-f602-4366-bfe8-24b3efa73230
(4)2016-10-10T01:00:18.957Z Request failed: 400: {"code"=>170002, "description"=>"App has not finished staging’ } parameters Request 1
(5)2016-10-10T01:00:18.964Z cc.dispatch host: 9e65a679-f602-4366-bfe8-24b3efa73230
(6)2016-10-10T01:00:18.987Z Completed 200 request-id: d89bb92b-bcc5-467b-4120-54e82eac7873
(7)2016-10-10T01:00:18.987Z Completed 400 request-id: {010f420-04{5-425a-4aab-a38bbcc18a9f

TCFG: time-weighted control flow graph

Request 1
Request 2
Request 1

Request 2

Request 2
Request 1

TCFG

Request 1

A Figure 2. Log templates and TCFG model
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A Figure 3. Template transition distributions of an industrial software
system Ada

ots\‘ltk < tl)’
results from summing over the likelihood of the mutually dis-

en a collection of previous occurred templates (¢,...

joint transition from each previously occurred template to tem-
plate i

f(tiltl,...,tml ) Zf(tllt/,a) 11 S(ziltk,a,{’i),

Jitp <t ek # gy, < t; (2)

where A ={a,lij=1,.,Nji=#j}, and S(tiltk,akyi) is a defined

survival function of transition j — i as
S(tiltk,akti) =1- F(tiltmak,i) s 3)

where F tltk,ak, ff tlt;,;)dt is the cumulative transition

density function computed from the transition likelihood.

To simplify the modeling process, we assume that transi-
tions are conditionally independent, given a set of parent
templates. The likelihood of all transitions in the template
stream is

<17A Hrf(t lt,,... w\z,’A)’ )

where ¢*7 denotes that the time of template stream is up to T.
After plugging Eq. (2) into Eq. (4) and removing the condition
k # j, the product result is independent of J:

= H H S(Zilt,(,akyi) 27

it < Thty <t

The fact that some templates are not shown in the observa-
tion window is also informative. We therefore add multiplica-
tive survival terms to Eq. (5) and rearrange it with hazard func-

. 25 . ol o . .
tion™! or instantaneous transition rate of transition J 1 as

H(tla,) = f (tlty,) /S (1lt0,). Then the likelihood of

(A 4 [ iy

the template stream is reformulated as

f(eA)=
11 S(Tltt,a,,,,)x 1T S(tiltk,a,{_l) | (tllz/,a/) .

i, < Tmat, > T ki, <1, ity <1 (6)

2) TCFG structure inference problem. Our purpose is to in-
fer a TCFG structure that is most possible to generate the tem-
plate stream p. Given a TCFG with constant edge transition
rate A, the TCFG structure inference problem problem reduc-
es to solving a maximum likelihood problem:

logf (1,A)
>0,i,j = 1.

maximize ,

subject to

Ni#j o, (7)
where A ={a,lij =1,..N,ji=#j} are the edge transitions we
aim to train. The edges in TCFG are those pairs of templates
with transition rates a;; > 0.

To support online model update, we generalize the infer-
ence problem to dynamic TCFG structure with edge transition
rates A(t) that may change over time. To this aim, we first
split the template stream p to a set of sub-streams ¢ =
(01,02,03,...) based on the arrival of new templates. Given a
time window size w, each time a template ¢ arrives, we split
out a sub-stream in which ¢ is the latest template. An example
is shown in Fig. 4. At time ¢,, log stream in the red block is
the current sub-stream. At time t,, a new template T, is ob-
served and the current sub-stream becomes {T,,T,,T,T,}.
When it comes to time t; when T is observed, the current
sub-stream becomes {T,,T,,T,,T;}. In this way, at any given

(e \@

(a) A TCFG example

0.1

(b) Different types of anomalies

TCFG: time-weighted control flow graph

AFigure 4. A TCFG example and different types of anomalies
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time ¢, we solve the maximum likelihood problem over the set
of sub-streams:

D fnA@)
o, (1) 2 0,ig = 1,.N,i % 8)

maximize,,

subject to

where ¢ € ¢. Next, we show how to efficiently solve the above
optimization problem for all time points .

3) Training method. The problem defined by Eq. (8) is seri-
ous for the power-law transition model. Therefore, we aim to
find optimal training solution at any given time ¢. Since in the
condition of power-law model, the edge transition rates usually
vary smoothly, classical stochastic gradient descent™ can be
a perfect method for our training as we can use the inferred
TCFG structure from the previous time step as initialization
for the inference procedure in the current time step. The train-
ing phase uses iterations of the form:

.

o (1) = (e (1) =99, L(4 () . o)

where k is the iteration number, V, L (*) is the gradient of the
i

log-likelihood L, (%) of sub-stream ¢ with respect to the edge

transition rate o,

max (0,z). The computations of log survival function, hazard

y is the update step size, and (z) =

function and gradient of sub-stream ¢ for power-law model in
Eq. (1) are given in Table 1.

Importantly, in each iteration of the training phase, we only
need to compute the gradients Vo L. (Ak) for edges between

template j and template i, as node j has been observed in
sub-stream ¢, and the iteration cost and convergence rate are
independent of | ¢|.

3.4 Online Anomaly Detector

The basic idea for anomaly detection is to compare the log
stream with TCFG to find the deviation. We first define three
types of deviations/anomalies, namely sequence anomaly, re-
dundancy anomaly, and latency anomaly. A sequence anomaly
is raised when the log that follows the occurrence of a parent
node cannot be mapped to any of its children. A redundancy

VTable 1. Computations of transition likelihood for power-law model

Computation Entity Computation Method

Log survival
function: - (t‘ - tf)
ji108 5
logS (t,ltk.,ak,)
Hazard function: 1
o ———
2P
H(;i\zj,aﬂ) L=
Gradient for unobserved ones in ¢: T -
v, L (A) log(—5—)
Gradient for observed ones in ¢: lng(t:: B t;) _ (tf - t;i)il
Vo, L.(A) 6 Y (S = )
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anomaly is raised when unexpected logs that cannot be
mapped to any node in the TCFG occur. A latency anomaly is
raised when the child of a parent node is seen but the transi-
tion time exceeds the time weight recorded on the edge. Fig. 4
shows an example of different types of anomalies. Fig. 4(a) is
an example of TCFG with 7 nodes. As shown in Fig. 4(b), sup-
pose the transition time between Node 1 and Node 2 exceeds
the time weight 0.2, they suffer from a latency anomaly. Node
5 appears after Node 2 unexpectedly and suffers from a se-
quence anomaly. Node 8 appears after Node 6 while Node 8 is
a new template that has not been recorded in the TCFG, and
thus a redundancy anomaly occurs.

3.5 Human Feedback Handling

As mentioned before, users report false positives in anoma-
lies through detection results webpage as human feedback.
The online model learner receives the feedback and adjust the
TCFG based on the feedback. For different types of anomalies,
the online model learner takes different operations. These op-
erations are shown in Algorithm 1.

Algorithm 1. Human Feedback Handling Algorithm

Input: Human feedback Anomaly.

Definition: TCFG denotes the current TCFG model

1.  if Anomaly. type = “Sequence”

2. then TCFG. addEdge (Anomaly. parentNode,
Anomaly. childNode)

if Anomaly. type = “Redundancy”
then TCFG. addNode (Anomaly. redundantNode)

if Anomaly. type = “Latency”
then TCFG. setTimeWeight (Anomaly. parentNode,
Anomaly. childNode, Anomaly. transitionTime)

SNk w

* Sequence anomaly. A sequence anomaly is raised when
the log that follows the occurrence of a parent node cannot be
mapped to any of its children. If a sequence anomaly is a
false positive, it means the log that follows the occurrence of
the parent node should be its child. In other words, the tran-
sition between the parent and the child has not been correct-
ly learned. For instance, in Fig. 4(b) Node 5 appears after
Node 2 unexpectedly and suffers from a sequence anomaly.
If it is a false positive, it means there should be a transition
edge from Node 2 to Node 5. Therefore, the online model
learner takes the operation to add a transition edge from the
parent and the child in TCFG.

* Redundancy anomaly. A redundancy anomaly is raised
when unexpected logs occur that cannot be mapped to any node
in TCFG. If a redundancy anomaly is a false positive, it means
the template of the unexpected log should be in TCFG. For in-
stance, in Fig. 4(b) Node 8 appears unexpectedly and raises a
redundancy anomaly. If it is a false positive, it means Node 8
should be in the path. Therefore, online model learners take the
operation to add the template of the unexpected log to TCFG.

e Latency anomaly. The time weight on each edge in the
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TCFG records the longest normal transition time between two
nodes. An intuitive way to determine time weight is to update
the time weight once it meets a longer transition time in the
log stream. However, it is hard to determine whether the lon-
ger transition time is a real latency anomaly or normal latency
fluctuation. Therefore, we rely on human feedback to update
the time weight. If a latency anomaly is a false positive, it
means the time weight is too small and should be updated.
Therefore the online model learner updates the time weight
once it receives feedback of latency anomaly. For instance, in
Fig. 4(b) the transition time between Node 1 and Node 2 ex-
ceeds the time weight 0.2, and then they suffer a latency anom-
aly. If it is a false positive, it means the transition time 1.3 is
normal. Therefore, the online model learner takes the opera-
tion to update the time weight from 0.2 to 1.3.

4 Experiment and Evaluation

4.1 Experiment Setup

We test our approach on three industrial large-scale sys-
tems called Ada, Bob, and Dockerd. Ada is an online image
identification and analytics system that serves thousands of us-
ers. Bob is a software distribution system for 5G stations and
chipboards. It distributes upgrade or bug fixing patches to
thousands of 5G chipboards. We collect system logs of two
days from Ada and Bob and use logs for training. Dockerd is a
component of a Platform as a Service (PaaS) platform which
contains 10 components and 957 nodes producing more than
8.1 million system logs per day. We collect logs of 20 days
with a size of 52.94 G to verify the effectiveness of our ap-
proach.

We choose the state-of-the-art log-based anomaly detection
Deeplog™ and LogSed® as baselines. Deeplog leverages
LSTM to model template sequences and detect anomalies
through computing the distance between observed templates
and predicted templates. LogSed first proposes TCFG model
and infers the TCFG model based on frequent sequence mining.

We use typical Recall and Precision as our evaluation met-
rics, which are defined as follows:

b TP
recision = TP n FP ’ (10)
TP
all=———
Recall = 75N (11)

where TP, FP, TN, FN are referred to as true positive, false pos-
itive, true negative, and false negative.

4.2 Evaluation Results

Logs in real-world industrial systems are much more com-
plex and heterogeneous than lab systems, and it is very hard for
today’s anomaly detectors to produce satisfying results. Table 2

shows the evaluation results of Ada. Both LogSed and DeepLog
show poor precision which means they produce lots of false pos-
itives. Our approach outputs 74 anomalies in which 31 anoma-
lies are true positives leading to a precision of 0.42 without hu-
man feedback (statistics in parentheses). After we incorporate
human feedback, our approach produces 36 anomalies. We also
record the times of human feedback during training. Experts la-
beled 28 false positives as feedback to guide the system and the
labeling task only costs about 5 minutes.

Bob is even more complex than Ada. Each 5G station and
chipboard are in different environments with different network
status, load status, etc. Logs of many processes such as net-
work test, heartbeat, software download, reconnect, software
security and consistency check are interleaved together. It is
almost impossible for existing detectors to learn a usable mod-
el from such noisy system logs. As shown in Table 3, LogSed
and DeepLog show a precision of 0.04 and 0.09 separately.
Our approach detects 137 anomalies without human feedback
in which 10 anomalies are true positives. After incorporating
human feedback, the number of detected anomalies reduces to
13 leading to 0.77 precision. During training, experts label 52
false positives as feedback in total that costs about 15 minutes.

As evaluating the performance of the framework on Dock-
erd logs, our approach detects 1 515 sequence anomalies with-
out human feedback, of which less than 160 are true positives.
After dropping duplicates and incorporating human feedback,
the accuracy rate increases to 0.82. In summary, our approach
achieves much better precision than baseline works. Incorpo-
rating human feedback effectively reduces false positives and
significantly improves model performance. Besides, the feed-
back process is very easy for experts and saves a lot of time.

S Conclusions and Future Work

In this paper, we propose a feedback-aware anomaly detec-
tion approach. It builds a TCFG model to describe normal sys-
tem status and incorporates human feedback to adjust the
graph structure to reduce false positives. Experiment results
on two industrial large-scale systems show that our approach
enjoys much better precision than baselines. Besides, human
feedback can significantly reduce false positives and improve
model performance.

VTable 2. Evaluation results of Ada

Approaches Precision/% Recall/% #Human Feedback
LogSed!"®! 0.34 1.00 /
DeeplLog® 0.45 1.00 /

Our approach 0.86(0.42) 1.00 28
VY Table 3. Evaluation results of Bob

Approaches Precision/% Recall/% #Human Feedback
LogSed!"®! 0.04 0.89 /
DeepLog® 0.09 0.99 /

Our approach 0.77(0.07) 0.96 52
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In the future, we will improve the human feedback handling
process and perform more sophisticated tuning on the model
with human feedback.
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