
ISSN 1673-5188
CN 34-1294/ TN

http://tech⁃en.zte.com.cn

ZTE COMMUNICATIONS
March 2021, Vol. 19 No. 1

Special Topic:
Energy Consumption Challenges and Prospects on

B5G Communication Systems

An International ICT R&D Journal Sponsored by ZTE Corporation

中兴通讯技术（英文版）

Legitimate
Link (U2B)

IoT Device

UAV

Legitimate
Link (I2U)

Base Station

Eavesdropping
Link (U2B)

Eavesdropping
Link (I2U) Eavesdropper

ZTE
C
O
M
M
U
N
IC
ATIO

N
S

VO
LU

M
E
19

N
U
M
BER

1
M
AR

C
H

2021
中
兴
通
讯
技
术
（
英
文
版
）



Members (Surname in Alphabetical Order)

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

•••••••

The 8th Editorial Board of ZTE Communications

AI Bo
CAO Jiannong
CHEN Chang Wen
CHEN Yan
CHI Nan
CUI Shuguang
GAOWen
GAO Yang
GE Xiaohu
HWANG Jenq⁃Neng
Victor C. M. LEUNG
LI Guifang
LI Xiangyang
LI Zixue
LIN Xiaodong
LIU Chi
LIU Jian
LIU Ming
MA Jianhua
MA Zheng
NIU Zhisheng
PAN Yi
REN Fuji
REN Kui
SHENG Min
SONGWenzhan
SUN Huifang
SUN Zhili
TAO Meixia
WANG Haiming
WANG Xiang
WANG Xiaodong
WANG Xiyu
WANG Yongjin
WANG Zhengdao
XU Chengzhong
XU Ziyang
YANG Kun
YUAN Jinhong
ZENGWenjun
ZHANG Chengqi
ZHANG Honggang
ZHANG Jianhua
ZHANG Yueping
ZHOUWanlei
ZHUANGWeihua

Beijing Jiaotong University (China)
Hong Kong Polytechnic University (China)
The State University of New York at Buffalo (USA)
Northwestern University (USA)
Fudan University (China)
UC Davis (USA) and The Chinese University of Hong Kong, Shenzhen (China)
Peking University (China)
Nanjing University (China)
Huazhong University of Science and Technology (China)
University of Washington (USA)
The University of British Columbia (Canada)
University of Central Florida (USA)
University of Science and Technology of China (China)
ZTE Corporation (China)
ZTE Corporation (China)
Beijing Institute of Technology (China)
ZTE Corporation (China)
Institute of Microelectronics of the Chinese Academy of Sciences (China)
Hosei University (Japan)
Southwest Jiaotong University (China)
Tsinghua University (China)
Shenzhen Institute of Advanced Technology, Chinese Academy of Sciences (China)
Tokushima University (Japan)
Zhejiang University (China)
Xidian University (China)
University of Georgia (USA)
Mitsubishi Electric Research Laboratories (USA)
University of Surrey (UK)
Shanghai Jiao Tong University (China)
Southeast University (China)
ZTE Corporation (China)
Columbia University (USA)
ZTE Corporation (China)
Nanjing University of Posts and Telecommunications (China)
Iowa State University (USA)
University of Macau (China)
ZTE Corporation (China)
University of Essex (UK)
University of New South Wales (Australia)
Microsoft Research Asia (China)
University of Technology Sydney (Australia)
Zhejiang University (China)
Beijing University of Posts and Telecommunications (China)
Nanyang Technological University (Singapore)
City University of Macau (China)
University of Waterloo (Canada)

GAOWen, Peking University (China)
XU Ziyang, ZTE Corporation (China) ｜ XU Chengzhong, University of Macau (China)

Chairman

Vice Chairmen



ZTE COMMUNICATIONS March 2021 Vol. 19 No. 1 (Issue 73)

CONTENTS

Submission of a manuscript implies that the submitted work has not been published before (except as part of a thesis or lecture note or report or in the form of an
abstract); that it is not under consideration for publication elsewhere; that its publication has been approved by all co-authors as well as by the authorities at the
institute where the work has been carried out; that, if and when the manuscript is accepted for publication, the authors hand over the transferable copyrights of the
accepted manuscript to ZTE Communications; and that the manuscript or parts thereof will not be published elsewhere in any language without the consent of the
copyright holder. Copyrights include, without spatial or timely limitation, the mechanical, electronic and visual reproduction and distribution; electronic storage and
retrieval; and all other forms of electronic publication or any other types of publication including all subsidiary rights.
Responsibility for content rests on authors of signed articles and not on the editorial board of ZTE Communications or its sponsors.
All rights reserved.

Ser ia l parameters :CN 34-1294/TN*2003*q*16*90*en*P*¥ 20.00*2200*10*2021-03

Special Topic
Energy Consumption Challenges and Prospects on B5G Communication Systems

Editorial
GE Xiaohu, YANG Yang

Saving Energy for Wireless Transmission: An
Important Revelation from Shannon Formula

To develop the energy-saving technologies for future wireless transmis‑
sions and networks, this paper presents two basic study points: The

multiple events are merged into a single event; The high-order mode is
changed to the low-order mode. For this reason, the authors seek that
multiple events in wireless transmission links are fused into a single
event from Shannon formulas. The authors also analyze the relation‑

ship between the information modulation and the error correction, and
give a fusion structure of error-corrected modulation. The results of nu‑
merical analysis demonstrate the wireless energy saving methods for
wireless systems based on Shannon formulas are the achievable effi‑

cient schemes.
ZHU Jinkang, ZHAO Ming

Efficient Network Slicing with Dynamic
Resource Allocation

With the rapid development of wireless network technologies and the
growing demand for a high QoS, the effective management of network
resources has attracted a lot of attention. Specifically the authors re‑

duce the time consumed for routing by slicing, but the routing success
rate after slicing is reduced compared with the unsliced case. In this
context, the authors propose a two-stage dynamic network resource al‑
location framework that first makes decisions on the slices to which
flows are assigned, and coordinates resources among slices to ensure
comparable routing success rate as in the unsliced case, while taking

advantage of the time efficiency gains from slicing.
JI Hong, ZHANG Tianxiang, ZHANG Kai, WANG Wanyuan, WU Weiwei

Enabling Energy Efficiency in 5G Network
This paper introduces NR cell switching on/off schemes in 3GPP to
achieve energy efficiency in 5G RAN, including intra-system ES
scheme and inter-system ES scheme. Additionally, NR architectural
features including CU/DU split and dual connectivity are also consid‑
ered in NR energy saving. How to apply artificial intelligence applica‑
tion in 5G networks is a new topic in 3GPP, and the authors also pro‑
pose a machine learning based scheme to save energy by switching off
the cell selected relying on the load prediction. According to the re‑
sults of experiments in the real wireless environment, the ML based
ES scheme can reduce more power consumption than the conventional
ES scheme without load prediction.
LIU Zhuang, GAO Yin, LI Dapeng, CHEN Jiajun, HAN Jiren

Cluster Head Selection Algorithm for UAV
Assisted Clustered IoT Network Utilizing
Blockchain
An unmanned aerial vehicle (UAV) network assisted clustered IoT
system is proposed, and a corresponding UAV cluster head (CH) se‑
lection algorithm is designed. In this scheme, UAVs are selected as
CHs to serve IoT clusters. The proposed CH selection algorithm con‑
siders the maximal transmit power, residual energy and distance in‑
formation of UAVs, which can greatly extend the working life of IoT
clusters. Through Monte Carlo simulation, the key performance in‑
dexes of the system, including energy consumption, average secrecy
rate and the maximal number of data packets received by the base
station (BS), are evaluated. The simulation results show that the pro‑
posed algorithm has great advantages compared with the existing CH
selection algorithms.
LIN Xinhua, ZHANG Jing, LI Qiang
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Green Air-Ground Integrated Heterogeneous
Network in 6G Era

The integration of aerial network and terrestrial network has been an inev‑
itable paradigm in the 6G era. However, energy-efficient communications
and networking among aerial network and terrestrial network face great
challenges. This paper is dedicated to discussing green communications
of the air-ground integrated heterogeneous network. The authors first pro‑
vide a brief introduction to the characteristics of AGIHN in 6G networks，

and then analyze the challenges of green AGIHN from the aspects of
green terrestrial networks and green aerial networks. Finally, several solu‑

tions and key technologies to the green AGIHN are discussed.
WU Huici, LI Hanjie, TAO Xiaofeng

Kinetic Energy Harvesting Toward Battery-Free
IoT: Fundamentals, Co-Design Necessity

and Prospects
This paper gives a brief introduction to the configurations and basic
principles of practical Kinetic energy harvesting IoT systems, includ‑
ing their mechanical, electrical, and computing parts. Although there
are already a few commercial products in some specific application
markets, the understanding and practice in the co-design and optimi‑
zation of a single KEH-IoT device are far from mature, let alone the
conceived multiagent energy-autonomous intelligent systems. Future
research and development of the KEH-IoT system beckons for more

exchange and collaboration among mechanical, electrical, and comput‑
er engineers toward general design guidelines to cope with these inter‑

disciplinary engineering problems.
LIANG Junrui, LI Xin, YANG Hailiang

Next Generation Semantic and Spatial Joint
Perception—Neural Metric-Semantic

Understanding
The author attempts to summarize the recent trends and applications of
neural metric-semantic understanding. Starting with an overview of the
underlying computer vision and machine learning concepts, he discusses
critical aspects of such perception approaches. Specifically, the empha‑

sis is on fully leveraging the joint semantic and 3D information. Later on,
many important applications of such perception capability such as novel
view synthesis and semantic AR contents manipulation are also present‑
ed. Finally, the author concludes with a discussion of the technical impli‑
cations of such technology under a 5G edge computing scenario.
ZHU Fang

Integrating Coarse Granularity Part-Level
Features with Supervised Global-Level
Features for Person Re-Identification
A robust coarse granularity part-level network or person Re-ID, which
extracts robust regional features and integrates supervised global fea‑
tures for pedestrian images is proposed. CGPN gains two-fold benefit to‑
ward higher accuracy for person Re-ID. On one hand, CGPN learns to
extract effective regional features for pedestrian images. On the other
hand, CGPN learns to extract more accurate global features with a su‑
pervision strategy. The single model trained on three Re-ID datasets
achieves state-of-the-art performances.
CAO Jiahao, MAO Xiaofei, LI Dongfang, ZHENG Qingfang, JIA Xia

Adaptability Analysis of Fluctuating Traffic for IP
Switching and Optical Switching
This paper establishes a multi-layer network architecture through Clos
network model and discusses the impacts of maximum allowable
blocking rate and service bandwidth standard deviation on CAPEX of
IP network and OTN network to find CAPEX demarcation point in dif‑
ferent situations. As simulation results show, when the bandwidth devi‑
ation mean rate is 0.3 and the maximum allowable blocking rate is
0.01, the hardware cost of OTN switching will exceed IP switching as
the average bandwidth is greater than 6 100 Mbit/s. When the service
bandwidth fluctuation is severe, the hardware cost of OTN switching
will increase and exceed IP switching as the single port rate is allowed
in optical switching. The increasing of maximum allowable blocking
rate can decrease the hardware cost of OTN switching. Finally, it is
found that Flex Ethernet (FlexE) can be used to decrease CAPEX of
OTN switching greatly at this time.
LIAN Meng, GU Rentao, JI Yuefeng, WANG Dajiang, LI Hongbiao
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GE Xiaohu, YANG Yang

EditorialEditorial:: Special Topic onSpecial Topic on
Energy Consumption Challenges and Prospects onEnergy Consumption Challenges and Prospects on

BB55G Communication SystemsG Communication Systems

GE Xiaohu received the Ph.D. degree in communication
and information engineering from the Huazhong University
of Science and Technology (HUST), China in 2003. He has
been working with HUST since November 2005. Prior to
that, he was a researcher with Ajou University, South Ko‑
rea, and the Politecnico di Torino, Italy, from January 2004
to October 2005. He is currently a full professor with the
School of Electronic Information and Communications,
HUST. He is also an adjunct professor with the Faculty of
Engineering and Information Technology, University of

Technology Sydney (UTS), Australia. He has authored more than 200 papers in
refereed journals and conference proceedings and has been granted 35 patents in
China. He is leading several projects funded by the NSFC, China MOST, and in‑
dustries in China. He is taking part in several international joint projects, such as
WiNDOW and CROWN sponsored by the EU FP7-PEOPLE-IRSES. His re‑
search interests include mobile communications, traffic modeling in wireless net‑
works, green communications, and interference modeling in wireless communica‑
tions. He was a recipient of the best paper awards from the IEEE GLOBECOM
2010. He serves as an associate editor of IEEE Transactions on Vehicular Tech⁃
nology and IEEE Wireless Communications. He is a senior member of the IEEE.

YANG Yang is currently a full professor at Shanghai‑
Tech University, China, serving as the master of Kedao
College and the director of Shanghai Institute of Fog
Computing Technology (SHIFT). He is also an adjunct
professor with the Research Center for Network Com‑
munication at Peng Cheng Laboratory, China. Before
joining ShanghaiTech University, he has held faculty
positions at the Chinese University of Hong Kong, Bru‑
nel University (UK), University College London (UCL,
UK), and SIMIT, CAS (China). His current research in‑

terests include fog computing networks, service-oriented collaborative intel‑
ligence, wireless sensor networks, IoT applications, and advanced testbeds
and experiments. He has published more than 200 papers and filed more
than 80 technical patents in these research areas. He has been the chair of
the Steering Committee of Asia-Pacific Conference on Communications
(APCC) since January 2019. In addition, he is a general co-chair of the
IEEE DSP 2018 conference and a TPC vice-chair of the IEEE ICC 2019 con‑
ference. He is a fellow of the IEEE.

The objective of this special issue was to attract high
quality research articles on energy consumption chal‑
lenges and prospects for beyond fifth generation (B5G)
communication systems. We have received approxi‑

mately 10 papers in different areas. The submitted papers
were rigorously reviewed, and six papers were finally accepted.
The first paper entitled“Saving Energy for Wireless Trans‑

mission: An Important Revelation from Shannon Formula”by
ZHU et al. presents two basic study points for wireless saving
energy and provides the error-corrected modulation method
based on extending the Shannon formulas. The numerical anal‑
ysis shows that the given error-corrected modulation method
greatly improves the energy-saving effect of the traditional
method in theory. The second paper entitled“Efficient Net‑
work Slicing with Dynamic Resource Allocation”by JI et al.
proposes a two-stage dynamic resource allocation framework
that first makes decisions on the slices to which flows are as‑
signed, and then coordinates resources adjustment among slic‑
es to overcome the resource imbalance. The proposed algo‑
rithm is evaluated in simulation environments for hierarchical
ring 5G networks. The third paper entitled“Enabling Energy

Efficiency in 5G network”by LIU et al. focuses on the energy
efficiency of radio access networks and introduces NR cell
switching on/off schemes in 3GPP to achieve energy efficiency
in 5G RAN. The proposed scheme is experimented in the real
wireless environment, whose power consumption can be re‑
duced significantly. The fourth paper entitled“Cluster Head
Selection Algorithm for UAV Assisted Clustered IoT Network
Utilizing Blockchain”by LIN et al. proposes a designed un‑
manned aerial vehicle (UAV) cluster head selection algorithm
for UAV networks assisted clustered IoT system. The simula‑
tion results show that the proposed algorithm has great advan‑
tages compared with the existing cluster head selection algo‑
rithms. The fifth paper entitled“Green Air-Ground Integrated
Heterogeneous Network in 6G Era”by WU et al. is dedicated
to discussing green communications of air-ground integrated
heterogeneous network (AGIHN). From the aspects of green
terrestrial network and green aerial network, challenges of
green AGIHN are analyzed and several promising green tech‑
niques which can be employed in AGIHN are discussed. The
final paper entitled“Kinetic Energy Harvesting Toward Bat‑
tery-Free IoT: Fundamentals, Co-Design Necessity and Pros‑
pects”by LIANG et al. gives a brief introduction to the config‑
urations and basic principles of practical KEH-IoT systems,
including their mechanical, electrical, and computing parts.
We would like to thank all the authors for their valuable contri‑

butions. We hope that our readers will enjoy reading the articles
and find this special issue helpful to their own research work.

Guest Editor

DOI: 10.12142/ZTECOM.202101001
Citation（IEEE Format）：X. H. Ge and Y. Yang,“Editorial: special topic on
energy consumption challenges and prospects on B5G communication
systems,”ZTE Communications, vol. 19, no. 1, pp. 1– 1, Mar. 2020. doi:
10.12142/ZTECOM.202101001.

Guest Editor
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Saving Energy for WirelessSaving Energy for Wireless
TransmissionTransmission:: An ImportantAn Important
Revelation from Shannon FormulaRevelation from Shannon Formula

ZHU Jinkang1,2, ZHAO Ming1,2

(1. Key Laboratory of Wireless-Optical Communications, Chinese Academy of Sciences, Hefei 230027, China;
2. School of Information Science and Technology, University of Science and Technology of China, Hefei 230027, China)

Abstract: The reduction of power consumption is important for wireless communications
and networks. To develop the energy-saving technologies for future wireless transmissions
and networks, this paper presents two basic study points: 1) The multiple events are merged
into a single event; 2) the high-order mode is changed to the low-order mode. For this rea‑
son, we seek that multiple events in wireless transmission links are fused into a single event
from Shannon formulas. We also analyze the relationship between the information modula‑
tion and the error correction, and give a fusion structure of error-corrected modulation. The
energy-saving performance of the error-corrected modulation method is further analyzed
through comparison with the traditional methods of modulation plus error correction. The re‑
sults of numerical analysis demonstrate the wireless energy saving methods for wireless sys‑
tems based on Shannon formulas are the achievable efficient schemes.
Keywords: wireless saving energy; extension of Shannon formula; error-corrected modula‑
tion; energy-saving performance

Citation (IEEE Format): J. K. Zhu and M. Zhao,“Saving energy for wireless transmission: an important revelation from Shannon formula,”
ZTE Communications, vol. 19, no. 1, pp. 02–10, Mar. 2021. doi: 10.12142/ZTECOM.202101002.

1 Introduction

1.1 Motivation

The energy saving, also said as the power efficiency of
wireless communications, has always been an important
aim pursued for wireless communications and networks.
From 3G, 4G to 5G, the energy consumption per infor‑

mation bit has dropped significantly.
However, on the other hand, 5G networks are pursuing ex‑

tremely high peak rates and cloud network uniform manage‑

ment, which requires high power consumption. The failure to
basically seek a solution to this problem will seriously affect
the operation of 5G and the future B5G/6G development.
Therefore, various energy efficient methods have been re‑
searched and developed, to optimize and reduce the energy
consumption in various links of wireless communications and
networks. However, some proposals and methods seem too
scattered or specific, and show no systematic support from the
basic theory.
In the face of increasing demands for higher transmitting

rates and energy, it is necessary to find solutions by seeking
enlightenment from expansion and augmentation of the most
basic Shannon formula. This is an important issue facing B5G/
6G in the future, which is worth studying carefully.

DOI: 10.12142/ZTECOM.202101002

https://kns.cnki.net/kcms/detail/34.1294.
TN.20210220.1358.002.html, published
online February 20, 2021

Manuscript received: 2020-12-10

This work was supported by National Natural Science Foundation of Chi⁃
na (NSFC) under Grant No. 61631018.

02



Saving Energy for Wireless Transmission: An Important Revelation from Shannon Formula Special Topic

ZHU Jinkang, ZHAO Ming

ZTE COMMUNICATIONS
March 2021 Vol. 19 No. 1

1.2 Related Work
The Green Wireless Conference held in Huangshan, China

in 2009 is still vivid in our memory. As an outcome of this con‑
ference, Ref. [1] summarized the preliminary research on an‑
tenna design, service transmission, network design and ener‑
gy-saving function design, reflecting the results and thinking
on green wireless communication technology at that time. A re‑
lated R&D research project supported by National Key Basic
Research Program of China (“973”Program) was subsequent‑
ly launched in 2010 and has made outstanding contributions
to promoting the development of energy-saving technology for
wireless communications in China. Moreover, among the
achievements are several representative important papers
such as“Cell Zooming for Cost-Efficient Green Cellular Net‑
works”[2] and“Traffic-Aware Network Planning and Green Op‑
eration (TANGO)”[3]. The international communities have also
been studying green wireless communications actively.
Many research papers focusing on energy efficiency and en‑

ergy saving have been published around the world. These pub‑
lications concern three main aspects: fundament research, cel‑
lular networks and sensor networks.
The basic concepts of energy-efficient communications can

be found in Ref. [4], which also summarized some fundamen‑
tal works and advanced techniques for energy efficiency, in‑
cluding information-theoretic analysis and multiple transmis‑
sion technologies.
Based on energy conservation and the Shannon capacity

theorem, the capacity-power consumption formula was pro‑
posed in Ref. [5]. The network spectral efficiency and energy
efficiency functions of the cellular network were researched,
and the relationship between the power consumption and the
spectrum efficiency in the cellular networks was also re‑
vealed[6]. A consumption factor theory to analyze and compare
energy efficient design choices for wireless communication
networks was presented in Ref. [7]. These approaches provide
new methods for analyzing and comparing the power efficien‑
cy of communication systems.
For 5G development, the optimization solutions to energy

and cost efficiency were investigated for wireless communica‑
tion systems with a large number of antennas and radio fre‑
quency (RF) chains[8]. The overall power transfer efficiency
(PTE) and the energy efficiency (EE) of a wirelessly powered
massive multiple input multiple output (MIMO) system were
investigated in Ref. [9]. Moreover, a novel quadrature space-
frequency index modulation (QSF-IM) scheme was proposed
as a promising energy-efficient radio-access technology for 5G
wireless systems[10]. Using dual antenna constellation, the pro‑
posed scheme can enhance data rates with no extra cost of en‑
ergy consumption.
Recently, the energy-saving research on sensor networks

has made further progress. A novel inter-cluster routing was
proposed in Ref. [11], which simultaneously takes the energy
efficiency in both intra-cluster and inter-cluster phases into

account. Moreover, a novel concept of energy efficiency wel‑
fare was introduced[11]. The nonlinear fractional programming
for the optimal solution to energy efficiency maximization was
presented, based on which a particle-swarm optimization-
based solution algorithm was proposed in Ref. [12]. An analyt‑
ical framework for studying the energy efficiency trade-off of
cooperation in sensor networks was presented in Ref. [13]; this
trade-off is shown to depend on several parameters such as the
received power, processing power and the power amplifier
loss. The analytical and numerical results reveal that for small
distance separation between the source and destination, direct
transmission is more energy efficient than relaying.
The joint research of spectrum efficiency and energy effi‑

ciency in wireless communications is also one of the most
important topics in the next-generation wireless networking
area, which is attracting more and more attention from indus‑
try, research, and academia[14]. In Ref. [15], the energy effi‑
ciency and spectrum efficiency in underlay device-to-device
(D2D) communications enabled cellular networks were in‑
vestigated.
In summary, since 2009, the research on improving energy

efficiency and energy saving has achieved many results. How‑
ever, compared with the prediction made by Green Touch’s
research that the net energy consumption in communications
networks would be reduced by up to 98% by 2020 relative to
2010[16] or that the energy efficiency would be increased by a
factor of 1 000 compared to the 2010 level[17], it is far from be‑
ing achieved. Therefore, from the enlightenment of expending
Shannon formulas, this paper will study the foundation and
new methods of energy saving in wireless transmission and
network coverage to meet the needs of future B5G/6G develop‑
ment.
1.3 Contributions
Energy saving has always been an important aim pursued

from 3G, 4G to 5G. The energy consumption per information
bit has dropped significantly. However, it is still far away from
the future B5G/6G development requirement.
To develop the energy-saving technologies for future wire‑

less transmissions and networks, this paper presents two basic
study points: 1) The multiple events are merged into a single
event, or the opposite; 2) The high-order mode is changed to
the low-order mode, or the opposite.
Making the joint study of the two points above, we seek that

the multiple events are merged into a single event in wireless
transmission links, from Shannon channel capacity formula, to
obtain a new relationship between the information modulation
and the error correction, and give a new method of fusing con‑
stellation structures of error correction and modulation. Fur‑
ther, the energy-saving performance of the given fusion struc‑
ture is analyzed, and compared with traditional method of
modulation plus error correction.
The research results indicate the given method of wireless
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saving energy with the revelation from the Shannon formula
has high energy efficiency.
The remainder of this paper is organized as follows. Section

2 is the problem formulation. Section 3 gives a fusion method
of error correction and modulation with revelation from the
Shannon channel capacity formula. Section 4 analyzes the en‑
ergy-saving performance of the given method. Finally, in Sec‑
tion 5, we conclude this paper.

2 Problem Formulation
Facing the future communications, high transmission

speed, low energy consumption and short time delay are im‑
portant requirements that must be met. The historical experi‑
ence tells us that the solution to major problems must begin
from the analysis and demonstration of basic theories.
From the perspective of theoretical analysis of saving ener‑

gy, the topology structures of two basic study points presented
by this paper can be written into two expressions.
The first topology structure is to transform the processing

with two or more sub-events into a simple event (or vice ver‑
sa). It can be expressed as
A =∑

j = 1

g

Ag ⇔ B, (1)

where the g sub-events of event A are turned into event B; the
event B is turned into g sub-events of event A.
The second expression of topology structure is that the high-

order event is transformed into the multiple low-order sub-
events to improve the energy efficiency (or vice versa), which
can be expressed as
Ae ⇔ q ( Ae - 1 ), (2)

where the exponential order e - 1 of event Ae - 1 is lower than
the exponential order e of Ae, and not as complicated as Ae. q is
the coefficient of the parallel lower-order.
Therefore, this paper discusses the mathematic expressions

of energy-saving ability of the two topology structures, includ‑
ing the performance evaluation of energy saving.
2.1 Evaluation Function of Power Consumption
When wireless communication event A is considered, such

as modulation/demodulation (Mod/Dem), the required power
consumption Pa, for achieving transmission capability Sa, canbe expressed as
Pa = fa (Sa ; Qa) , (3)

where Qa is other resource consumption items required forachieving expected capability Sa. This formula represents theenergy consumption to realize the transmission capacity Sa. Ingeneral, the unit of power consumption is mW and the unit of

transmission capability is bit.
Given the other resource consumption items Qa, such as thefrequency bandwidth and the time delay, the relationship be‑

tween the fluctuation in achievable performance and the in‑
crease or the decrease in power consumption can be derived
by the partial differentiation of the power consumption in Eq.
(3) as
∂Pa
∂Sa =

∂fa (Sa ; Qa )
∂Sa |Qa = Q, (4)

where Q is a given value of other resource consumption. This
formula represents the energy consumption for one-bit in‑
crease of the transmitted information, which is the incremental
relationship between energy consumption and information bits.
Therefore, we define the energy-saving evaluation function

of event A as
ηa = 1

∂Pa
∂Sa |Qa = Q

= ∂Sa∂Pa |Qa = Q, (5)

where ηa is the amount of information that can be obtained peradded unit of power, and it must be greater than zero. As long
as ηa > 1, the performance improvement will be greater thanthe increased energy consumption, and it is possible for im‑
proving the energy-saving effect. The larger ηa, the greater theenergy efficiency, or vice versa.
Obviously, Eqs. (3), (4) and (5) are also suitable for event B.
As in Eq. (1), wireless event A consists of g sub-events and

the energy consumption is Pa = Pa1 + ... + Pa g. Then the in‑cremental relationship between energy consumption and infor‑
mation bits is
∂Pa
∂Sa =∑j = 1

g ∂faj (Saj ; Qaj
)

∂Saj |Qaj = Q, (6)

and the energy-saving evaluation function of event A is rewrit‑
ten as
ηa =∑

j

g ∂Saj
∂Pa |Qaj = Qa. (7)

Therefore, in wireless communications, how to seek an
achievable technical method to obtain high energy-saving effi‑
ciency is an important problem.
2.2 Energy Saving of Combining Multiple Events
Now, we consider to develop a new event (event B), which is

synthesized by the g sub-events of event A. Also we will com‑
plete the design for selecting event B or original event A de‑
pending on the consumed energy Pb. Based on the principleof minimum energy expenditure, Eq. (8) can be used to
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choose the best design of a new event according to the prin‑
ciple of consuming less energy.
if Pa > Pb, choose B ,
if Pa < Pb, choose A . (8)

In fact, the design above is not that simple. For example,
are the changes of energy consumption of event A and event
B for the change of transmission ability the same? When the
transmission capability S of event A and that of event B are
the same, the answer to this problem is

Pa > Pb and
∂∑
i = 1

g

Pai

∂Sa > ∂Pb∂Sb ,
(9)

and then we must choose event B, and vice versa.
Therefore, in-depth research is needed to find a better

method and effective design for achieving the given wireless
event, which facilitates minimizing the energy expenditure.
2.3 Energy Saving of High-Order Event
There is a wireless event with e-order, denoted as Ae, of

which the power consumption is Pae. For the order reduction
processing, we transform event Ae into event Ae - 1, reducing
the event from e-order to (e-1) -order. Generally, the energy
consumption of event Ae - 1 will be less than that of event Ae,
and its performance will also be less than the performance of
event Ae.
Thence, we need to confirm how many events Ae - 1 have

the same performance with the single event Ae, and carefully
study if their power consumption is less than that of the sin‑
gle event Ae. The comparison of the achievable performance
and the energy consumption between the high-order event
and q low-order events, when the transmission capability S
of event A and that of event B are the same, can be ex‑
pressed as
Pae > Pae - 1 and

∂Pae
∂Sae > q

∂Pae - 1∂Sae - 1 , (10)

and then, we must choose event B, and vice versa.
Eq. (10) represents that the higher the energy efficiency,

the lower the energy consumption required for performance
improvement and the better the design.
Thence, the energy-saving issue of wireless communica‑

tions and networks is divided into two research topics:
1) When an event having multiple sub-events compares

with another single event, which one has smaller energy con‑
sumption?
2) Comparing a high-order event and multiple low-order

sub-events, which one has smaller energy consumption?
Here, we have presented the mathematical expressions of

two types of energy-saving problems. The next sections will
show the revelation from the Shannon formula and accord‑
ingly provide energy-saving solutions to the problems.

3 Revelation from Shannon Channel Ca⁃
pacity Formula
As is well known, the channel capacity formula of Shan‑

non theory is a very important theoretical foundation of wire‑
less communications. It is also very important for our re‑
search on energy saving for wireless transmission links, wire‑
less area coverage, wireless networking, etc.
Here, we discuss energy-saving issues of the wireless

transmission link that includes two parts: the error correc‑
tion coding/decoding (codec) and the modulation/demodula‑
tion (Mod/Dem), as shown in Fig. 1. This link is a stable
transmission flow for a given channel. In this regard, some
researchers have made considerable efforts, trying to com‑
bine the error correction and the modulation into one event.
However, they have not yet obtained good usable results.
From the perspective of saving energy, it is worth deep
studying.
Therefore, we suggest seeking the inspiration and meth‑

ods by extending the Shannon formula, study the fusion of
the error correction codec and the modulation/demodulation,
and analyze the relationship between the information rate
and power consumption in the fading channel.

3.1 Fusion of Error Correction and Modulation
If the input signal is x (t) and the output signal is y (t)

through the Gaussian fading channel, the characteristic of
the Gaussian channel is h, and the channel noise is N0, therelationship between input and output is
y (t) = hx (t) + N0. (11)
According to the Shannon formula of channel capacity[18],

the wireless transmission capacity C(x,y ) can be written as
C(x,y ) = MaxP (x ) H ( y ) - H (N0 ), (12)

Mod: modulation Dem: demodulation

▲Figure 1. Current wireless transmission link

Coding Mod Dem Decoding
Channel

Sub⁃event A2
Sub⁃event A1
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where C(x,y ) is the entropy of the output signal y when the in‑put is x, i.e., the channel capacity; H (N0 ) is the lost entropydue to channel noise; P ( x ) is the statistics function deter‑
mined by the transmitted signal source x ( t ). Generally,
Max H (y) is the entropy of the input signal x, i.e. Max H (y) =
H (x). H (x) is an integral from negative infinity to positive
infinity, which is unavailable in practical applications.
For this reason, we can define the confidence of the cumu‑

lative probability distribution as a reference variable, which
is denoted as ω, and get the accurate entropy under the giv‑
en confidences.
We assume ω is the achievable confidence of the signal

x ( t ), the reliable channel capacity Cω under the given confi‑dence is the difference of the entropy of input signal H (x)
and the entropy of noise HN0,(1 - ω ), which contains the noiseentropy and the out-of-confidence discarding entropy. There‑
fore, the achievable transmission capacity Cω under the con‑fidence ω is expressed as
Cω = Hx - HNo, (1 - ω ). (13)
If HN0,(1 - ω ) > 0, Cω < Hx and ω < 1. It was only when

ω =100% and N0 =0 that we may achieve the lossless capac‑ity, Cx,ω = Hx.
When the input signal x (t) has n symbols, (x1,..., xn) and

the Gaussian channel is a normal distributed channel, the
mean probability of errors appearing at the Gaussian chan‑
nel is p̄ (N0,i ) = 1/Cni , where Cmi is the number of combina‑tions of i in n. Then the entropy of N0, which causes i errorsymbols in the output, is expressed as
HN0,i = log n!

i!(n - i )! . (14)

In this way, the reliable transmission capacity Cω basedon the confidence ω can be expressed as
Cω = n - log∑

i = 0

k

Cni , Cni = n!
i!(n - i )! , (15)

where k is the maximum number of the error symbols that
can be corrected at the same time.
If there is only one error or error-free in n output symbols,

the n + 1 symbol combination states in the output will be on‑
ly received, and the reliable transmission capacity Cω canbe simplified to
Cω = n - log2 (1 + n ), for k = 1. (16)
The channel capacity Cω is the amount of receivable infor‑mation (denoted as m) transmitted by n symbols. For exam‑

ple, if the signal x has three symbols (n = 3), x1, x2 and x3

will be treated as a block, including one information symbol
(m=1), and input into the Gaussian fading channel. The pos‑
sible states received are one error-free state, and three
states with a single error. The total is four combination out‑
put states (Fig. 2).
Here we express the probability of the right symbol and

the wrong symbol as pi and q1, respectively. If the appearingprobabilities of the four output states are all the same, i. e.,
pi = q1 = 1/4 for i = 1, 2, 3, the confidence of this block is
ω =3/4 = 75% and the reliable channel capacity of correct‑
ing one error is Cω=3-log2(1+3)=1 bit.Therefore, based on Eqs. (15) and (16), we can give an er‑
ror-corrected modulation method. For example, in the 1/3
code block shown in Fig. 2, x2 is the information bit whilethe others are check symbols. In this way, one symbol error
can be corrected and the transmission efficiency is 1/3. Sim‑
ilarly, we can build error-corrected modulation of 2/5 code,
3/7 code, 4/9 code, 5/11 code, 6/13 code, 7/15 code, etc.
3.2 Constellation Diagram of Error-Corrected Modulation
Based on the above modulation method, we can combine

the error-correction function with modulation structure.
The error-corrected modulation method is a constellation

modulation structure with the error correction capability.
To construct the constellation diagram of the error-correct‑

ed modulation, the processing steps are divided into three
parts: 1) planning the constellation point with the information
bit plus check bit as a code; 2) choosing a location of the con‑
stellation point suitable for transmitting information bits; 3) di‑
viding the constellation area of the correctable error, where
the erroneous information bit can be directly detected by the
receiver.

p: right state probability, by solid line
q: wrong state probability, by dotted line
s: possible reception states

x: symbols sent to the channel, i. e. ,
x1, x2, x3

▲Figure 2. Modulation block with one error correction
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Fig. 3 shows the (3,1) modulation code with 3 symbols as an
example, where one information bit and two check symbols are
included and the single error can be corrected. Therefore, the
information symbol of the (3,1) code is 0 or 1 and the added er‑
ror check symbols can be 00, 11, or 01, 10. The modulation
coding has one of two structures with no error: (0,0,0) (1,1,1) or
(0, 0, 1) (1, 1, 0). This modulation code with the constellation
points can correct one error.

4 Analysis of Energy-Saving Efficiency

4.1 Energy Consumption of Two Modulation Methods
Based on the above processing, this section analyzes the pow‑

er consumption of two structures of the error correction plus
modulation and the error-corrected modulation for wireless
transmission links, to find which method saves more energy.
First, let us consider the traditional transmission link, in

which the error correction codec is event A1 and the Mod/Demis event A2, to analyze the energy-saving efficiency.The power consumption of event A1 can be expressed as
Pa1 = (fT (Sa1 ; Qa1 ) + fR (Sa1 ; Qa1 ) ) |Qa1 = 1 ≈ (fT (Sa1 ) +

fR (Sa1 ) )P0. (17)
In general, the coding process is addition operation depend‑

ing on the coding length n, and the power consumption of the
coding process can be expressed as the function of iT-ordercoding length n. For simplicity, the power consumption of the
decoding process can be expressed as the function of iR-ordercoding length n. Then, the power consumption of the coding
and decoding processing of the (n,m ) code can be respective‑
ly simplified to
fT (Sa1 ) ≈ αT (niT ), fR (Sa1 ) ≈ αR (niR ). (18)
Therefore, the total power consumption of the coding and

decoding processing of the (n,m ) code for the corrected error
k = 1, i.e., the total of event A1, is
Pa1 ≈ (αT (n ) iT + αR (n ) iR)P0 , (19)

where the subscript T means the transmitting process, R
means the receiving process, and P0 is the power consumptionof a single addition operation (i = 1) of one symbol. Moreover,
i = 1 means the addition operation, and i = 2 and i = 3 are re‑
spectively the multiplication operation and the convolution or
iteration operation.
Second, event A2 is the n-order quadrature amplitude modu‑

lation (QAM) modulation. By the Shannon theory, the transmit‑
ted signal symbol rate in unit bandwidth and unit time is

n = log (1 + Pa2
N0
) ≈ log Pa2

N0
, Pa2 ≈ 2nN0 , (20)

where n is the number of transmitted signal symbols in a
block. The receiving demodulation of event A2 is similar tocode demodulation, with only multiplication and comparison;
the power consumption can be expressed as ( βRniR )P0.Therefore, the power consumption of Mod/Dem with n sym‑
bols is
Pa2 = fT (2n (N0 )) + fR (nr ) ≈ ( βT2n )N0 + ( βRnr )P0 , (21)

where N0 is the power of channel noise; fR (nr ) is the powerconsumption of the receiver, which is proportional to the code
length n.
Therefore, the total power consumption of coding/decoding

plus Mod/Dem can be expressed as
Pa = Pa1 + Pa2 ≈ (αTniT + αRniR + βRnr)P0 + ( βT2n )N0 .

(22)
When iT = iR = r = 2, all power operations in P0 item of

Eq. (22) are multiplication operation. The power consumption
of the operation of one symbol is denoted as P0, and is equalto the unit noise power N0. If P0 = N0, Eq. (22) can be simpli‑fied as
Pa ≈ N0 ( (αT + αR + βR )n2 + βT2n) . (23)
Fig. 4 shows the power consumptions of event A under dif‑

ferent sending/receiving parameters with k = 1 and
N0 = P0 =1 μW. Obviously, the power consumption increasesexponentially as n increases. With the increase of the sending/

▲Figure 3. Error-corrected modulation constellation of (3, 1) coding
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receiving parameters, the power consumption also increases
significantly.
Fig. 4 demonstrates that for every additional bit of informa‑

tion in error correction coding, from m to m+1, the code length
must be increased by two symbols at least, from n to n+2, that
is m= (n-1)/2. Therefore, (3, 1) code, (5, 2) code, (7, 3) code,
(9, 4) code, (11, 5) code, (13, 6) code, (15, 7) code, etc. are all
such coding.
Based on Eq. (5) in Section 2, the evaluation function of

power consumption of event A can be expressed as
ηa = ∂Sa∂Pa ≈

1/N0
(αT + αR + βR ) ( )(n + 2)2 - n2 + βT ( )2n + 2 - 2n . (24)

If αT = βT = 1and αR = βR = 3, the evaluation function ofpower consumption of event A can be expressed as
ηa ≈ 1/N0

7 ( )(n + 2)2 - n2 + ( )2n + 2 - 2n . (25)

Based on different lengths of symbol blocks and information
bits (n, m), the evaluation function of the power consumption
for error correction and modulation separation in the tradition‑
al transmission link is shown in Fig. 5.
Now, let us consider the fusion structure of error-corrected

modulation of event B. Only Mod/Dem processing is taken for
Cnj combination states shown in Eq. (15), where j = 0, 1,...,k (kis the number of error correction symbols of a block). Then,
the power consumption of event B can be simplify as
Pb ≈ βT (N0 )∑

j = 0

k = 1
Cnj 2m + βR (n ) rP0 ≈

N0 (βRn2 + βT (1 + n )2m) , (26)
where i = 2 and P0 = N0.The power consumptions of event B under different sending/
receiving parameters are shown in Fig. 6, where the parame‑
ters are αT, βT,αR, and βR, k = 1, and N0 = P0 = 1 μW. Obvi‑ously, the power consumption increases exponentially with m.
Along with the increase of the sending/receiving parameters,
the power consumption also increases. However, compared
with event A shown in Fig. 4, the power consumption is signifi‑
cantly reduced.
Similar to Eq. (25), the evaluation function of the power con‑

sumption of event B can be expressed as
ηb ≈ 1/N0

( βR ) ( )(n + 2)2 - n2 + βT ( )(3 + n )2m + 1 - (1 + n )2m .
(27)
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▲Figure 4. Power consumption of event A under different parameters
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When αT = βT = 1 and αR = βR = 3, the evaluation func‑tion of power consumption of event B can be simplified as
ηb ≈ 1/N0

3( )(n + 2)2 - n2 + ( )(3 + n )2m + 1 - (1 + n )2m . (28)

Based on different length of symbol blocks and information
bits (n, m), the evaluation function of power consumption of
the given modulation method for event B is shown in Fig. 7.
4.2 Energy-Saving Comparison of Two Modulation Methods
According to the above analysis, the modulation link of (n,

m) code structure is divided into two modes, event A and event
B. The amount of information transmitted in a block with a
coding length n is m, that is, the transmission rate is m/n.
Then, the power consumption of event A is Pa ≈ N0 ( (αT +
αR + βR )n2 + βT2n) and that of event B is Pb ≈ N0 (βRn2 +
βT (1 + n )2m).
Therefore, the improved energy-saving degree from event A

to event B at the same information rate m/n is defined as
μB/A = ηb - ηaηa

=
(αT + αR + βR ) ( )(n + 2)2 - n2 + βT ( )2n + 2 - 2n

( βR ) ( )(n + 2)2 - n2 + βT ( )(3 + n )2m + 1 - (1 + n )2m - 1.
(29)

When αT = βT = 1 and αR = βR = 3, the improved energy-saving degree of conversion of event A into event B is
μB/A = 7 ( )(n + 2)2 - n2 + ( )2n + 2 - 2n

3( )(n + 2)2 - n2 + ( )(3 + n )2m + 1 - (1 + n )2m - 1.
(30)

The improved degree of energy saving is shown in Fig. 8,
which demonstrates that the longer the code length, the higher
the improved degree in energy saving. If the length of coding
is 15, the improved energy-saving degree reaches up to 35%
in theory.

5 Conclusions
With the widespread deployment and application of 5G net‑

works, the requirements for wireless energy saving are getting
higher and higher. This paper introduces two basic study
points for wireless energy saving and gives the error-corrected
modulation method and its fusing constellation structure
based on extending the Shannon formulas.
This paper also analyzes and compares the energy-saving

performance of two wireless transmission chains, the traditional
and the proposed. The numerical analysis shows that the pro‑

posed error-corrected modulation method improves the energy-
saving effect of the traditional method by 35% in theory.
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Abstract: With the rapid development of wireless network technologies and the growing de‑
mand for a high quality of service (QoS), the effective management of network resources has
attracted a lot of attention. For example, in a practical scenario, when a network shock oc‑
curs, a batch of affected flows needs to be rerouted to respond to the network shock to bring
the entire network deployment back to the optimal state, and in the process of rerouting a
batch of flows, the entire response time needs to be as short as possible. Specifically, we re‑
duce the time consumed for routing by slicing, but the routing success rate after slicing is re‑
duced compared with the unsliced case. In this context, we propose a two-stage dynamic net‑
work resource allocation framework that first makes decisions on the slices to which flows
are assigned, and coordinates resources among slices to ensure a comparable routing suc‑
cess rate as in the unsliced case, while taking advantage of the time efficiency gains from
slicing.
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1 Introduction

With the fast growth of network technologies, such
as 5G and data center networks, and ever-increas‑
ing demand for the high quality of service (QoS)[1],
efficient employment of existing network infra‑

structure becomes a challenging task. Network slicing pro‑
vides an effective method that can introduce flexibility and
faster resource deployment in network resource manage‑
ment[2]. A slice is a horizontal subset of the entire network
which is set to satisfy resource requests, for example, band‑
width for flows. A flow is a certain amount of bandwidth re‑
quirement on the passing links[3].
Many studies have been devoted to making full use of QoS

and network resource utilization for traffic scheduling, for

which queue management and scheduling are widely used.
Generally, the flows in the queue may have different priorities,
for example, the preceding flows may have a higher priority
than other flows[4]. In floodlight-based software defined net‑
works (SDN) [5], queue-based scheduling technology is widely
used to implement QoS support. In the above research, the
traffic to be transmitted is divided into QoS flows and optimal
flows, and assigned to the queue according to their priorities[6].
However, the queuing nature of the above resource alloca‑

tion or scheduling strategy has shortcomings. It is necessary to
calculate the feasible route of the flow/request in real-time by
checking the remaining available bandwidth on the network
link. However, it is time-consuming to calculate the feasible
route for the flows in the queue which need to be processed in
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sequence. Inspired by network slicing, which has revealed an
acceleration effect on routing[7], we introduce a network slicing
model to parallel and speed up routing calculations. In the pro‑
posed network slicing model, different slices (e. g., horizontal
slices) share the same topology, but have different bandwidth
resources on the link. Flows are allocated to different slices,
and routed in an independent manner in each slice. Finally,
the routing process can be calculated in parallel, thus speed‑
ing up the routing process.
The main challenge of network slicing is to determine to

which slice the request should be deployed. The objective of
resource allocation is to ensure a high deployment success
rate, for which some flows may not be deployed due to scarce
resources. Moreover, using the checking mechanism to test
whether the route is feasible or not will degrade the efficiency
of parallel routing. Against this background, the first contribu‑
tion of this paper is that we propose a two-stage resource allo‑
cation algorithm, which consists allocation to slice and the re‑
source adjustment among slices. In the first stage of the flow
allocation, given the current arrival flows, a reinforcement
learning (RL) based mechanism is proposed to deploy these
flows. In the second stage of resource adjustment, a dynamic
and parallel network resource reallocation among slices is pro‑
posed. Another contribution is that we conduct an experimen‑
tal evaluation in a hierarchical ring 5G network similar to a re‑
al large-scale network. Simulation results show that this meth‑
od can still reduce the routing calculation time and maintain
the deployment success rate when dealing with large-scale net‑
works.
The rest of this paper is organized as follows. Section 2 re‑

views the related work on resource allocation of network tech‑
nologies. Section 3 describes the problem and forms the mod‑
el. We propose the resource allocation algorithm in Section 4.
Section 5 presents the results of the experiments. Finally, we
conclude this paper in Section 6.

2 Related Works
In recent years, network slicing and effective use of network

resources have received a lot of attention. SDN is the candi‑
date technology for implementing network slicing on common
network infrastructure for deploying a number of services with
different requirements. Deployed slices guarantee the isola‑
tion in terms of connectivity and performance[8].
Network resource virtualization (slicing) has been regarded

as one of the main development trends of 5G cellular networks
and data center networks, which can improve QoS, quality of
experience (QoE), and network resource utilization[9]. Through
network slicing, the whole network can easily accommodate
the different needs of divergent service types, applications,
and services in support of vertical industries[10]. A virtualized
infrastructure is provided in Ref. [11], which is a network in‑
frastructure in which some or all of the elements are virtual‑

ized by the data center network, such as servers, links, switch‑
es and topology. The cloud computing platform consists of sin‑
gle or multiple virtualized infrastructure, which relies on virtu‑
alization technology to divide available resources and share
them among users.
For the limitation of network resources, a resource alloca‑

tion plan can be implemented to improve communication reli‑
ability and network utilization. However, slicing may cause se‑
vere network performance degradation. ZHANG et al. [12] use a
supply-demand model to quantify slicing interference. In or‑
der to maximize the total throughput of accepted requests, an
adaptive interference awareness (AIA) heuristic method is pro‑
posed to automatically place slices in network slices custom‑
ized for 5G services. CHEN et al. [13] also develop a dynamic
network slice resource scheduling and management method
based on SDN to meet the services’requirements with time-
varying characteristics. A resource combination and allocation
mechanism is proposed to maximize the total rate of the virtu‑
alized network based on its channel state information[14]. An al‑
gorithm based on iterative slice provision has been proposed,
which adjusts the minimum slice requirement based on chan‑
nel state information, but does not consider the global re‑
source utilization rate of the network and slice priority. A cen‑
tralized joint power and resource allocation scheme for priori‑
ty multi-layer cellular networks has been proposed[15], which
works by allowing users with higher priority to maximize the
number of service users. Priority is only considered at the user
level, and different priorities between slices are ignored.
In this paper, we formulate the network slicing model,

which enables flow requests to be dispatched among different
slices, thereby speeding up routing computations. Moreover,
the proposed algorithm is validated to have the advantage of
maximizing the success rate of flow deployment.

3 Problem Formulation

3.1 Network Formulation
We model the wide area network (WAN) as an undirected

graph G = {V,E, A }, where V = { v1 , v2 ,..., vn} is a set ofnodes which can represent switches or routers in the WAN,
and E = {( vs, vd ) i|i = 1,2,...,m } is a set of edges in the graphwhich can represent link connections between WAN nodes.
Let A = { a1 , a2, . . . , am} represent the available bandwidthper link. We use the abbreviation esd or abbreviation of edgenumber ei, i = 1, 2,...,m, to denote an edge between vs and vd.We use asd or ai to denote the available bandwidth of a spe‑cific link. The notations to be used in this section can be
found in Table 1.
Define a flow fj as users’requests, indicating that at eachtime period, a user requests certain channels of a pre-defined

transmission rate (bandwidth demand). Let F = {( vs,vd ) j|j =1,2,...,h } denote a flow set, and dj denote the pre-defined
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transmission rate of a flow. Each flow can be represented by a
path that consists of a series of links, which is generated by
the shortest path (SP) routing scheme. Note that a feasible SP
route scheme depends on the current network state especially
each link’s available bandwidth. Let the path calculated by a
certain routing scheme for fj as Pj. After determining a routingscheme, we can get all links in Pj, so Pj also can be represent‑ed as a set of links. These links should also satisfy the con‑
straints described above: dj ≤ ai , ∀ei ∈ Pj.
3.2 Network Slicing
Assuming we have a real network and several flows, after al‑

locating some bandwidth resources to a flow, the network state
will be changed, so the next flow’s routing scheme must de‑
pend on the changed network state. If they are planned togeth‑
er, some conflicts may happen, for the reason that, to deploy a
bunch of flows, the shortest path should be calculated sequen‑
tially to avoid deployment failures of following flows. For exam‑
ple, there are two flows, namely f1 and f2 , established on a net‑work in Fig. 1, where f1 = { v1 , v3 , 80 } and f2 = { v1 , v3 , 60 } iftheir shortest paths are calculated at the same time. Both of
them will have the same path v1 → v2 → v3, but the link be‑

tween v1 and v2 cannot hold these two flows, so we need to cal‑culate paths sequentially.
Due to this, the total time for planning all flows is the sum

of time planning for each flow. In the real production environ‑
ment, we always expect a minimum deployment time. To
achieve this goal, we need to establish some resource isola‑
tion, so that paralleling computing can be applied to the sepa‑
rate resource part. This is a method called slicing which is
what we are going to introduce in the following. First, we intro‑
duce the slice set S = { s1 ,..., sk ,..., sK} , which represents a setof slices. Each slice has the same topology as G, and each
links’capacity is part of the original network. We call the pro‑
cess of dividing bandwidth into parts slicing. Assuming that
the original network is divided into K slices, in this scenario,
the total time of calculating route paths is the maximum time
consumed among all slices. If we have K slices, the time con‑
sumed can be approximately reduced to 1/K of original time-
consuming.
All slices can be seen as virtual networks based on the

same physical network. In detail, we can also formulate a slice
as an undirected graph sk = {V,E, Ak}, which has the same to‑pology as the original network. Additionally, the delay of an
edge is the same across slices.
Different slices have the same network topology and delay,

while their bandwidths and available bandwidths can be differ‑
ent, which depends on the slicing method. Fig. 2 illustrates

v1

v2

Slice 1

v3

a12= 8, d12= 5, a23= 6, d23= 3,…

a12= 7, d12= 5, a23= 10, d23= 3,…

v1

v2

Slice 2

v3

a12= 17, d12= 5, a23= 8, d23= 3,…

v1

v2

Slice k

v3

︙

▲Figure 2. Network slices in our slicing model

▼Table 1. Notation overview
Notation

V = { v1,... ,vn}
E = { ( )vs, vd

i
|i = 1,2,... ,m }

ei or esd
A = { a1,... ,am}
G = {V,E,A }

F = { (vs, vd)
j
|j = 1,... ,h }

fj or fsd
dj

Pj
S = { s1,... ,sk,... ,sK}

f kj ∈ Fk

Description
the set of nodes
the set of edges
a certain link

available bandwidth per link
the set of a network
the set of flows
a certain flow
demand of a flow

a path the flow j takes
set of slices

set of flows to be deployed in slice k

▲Figure 1. A network with 3 nodes and 3 edges
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the slicing method in our slicing model.
3.3 Resources Allocation
Given the network slicing, by randomly allocating users’

flow requests to slices, these flows in different slices can be
routed by SP in parallel, which in turn can reduce total rout‑
ing time. However, compared with routing on the original net‑
work, this network slicing-based routing mechanism will lead
to a higher failure rate, since the network resources might be
sliced in unavailable fragments. Therefore, this method of di‑
rectly slicing reduces the flexibility of routing compared with
routing on the original network without slicing. In other words,
this method improves the calculation time performance at the
expense of the success rate of routing.
To improve the flow deployment success rate, we design an

appropriate method to determine which slice the flow should
be deployed in. We use fj k to denote that fj will be deployed in
sk, Fk = { f1 k,... , fh k} represent the set of flows deployed in sk ,and we also use Fk to represent the set of flows F k

succ successful‑ly deployed in sk.Our objective is to design a flow allocation algorithm to
maximize the success rate of flow deployment on slices, which
can be formulated as max∑

i = 1

K |F i
succ|. Particularly, we hope that

the success rate after slicing can be close to the success rate
of deployment on the original topology.

4 Algorithm
In this section, we propose a two-stage network resource al‑

location algorithm. In the first stage, once the flow requests
are received, we propose a RL-based mechanism to allocate
these flows to slices in sequence. In the second stage, aware of
the imbalance of resources among slices, we propose a real-
time resource adjustment mechanism to balance the resources
dynamically.
4.1 RL Based Flow Allocation
We use reinforcement learning to train a general policy for

specific topology and flow, which is used to determine on
which slice each flow is deployed to maximize the success
rate.
RL is a field of machine learning that emphasizes how to

act based on the environment to maximize the expected bene‑
fits[16]. The basic reinforcement learning model is defined by
the tuple < S, A,R,P >, where S is the set of states, A is the
set of actions, R is the reward function and P is the state tran‑
sition probability. We formulate the flow deployment with net‑
work slicing problem as a Markov decision process (MDP),
shown as follows:
• Observation state: The observation obtained by the agent

from the simulation environment is composed of two parts.
One is the current state of all slices, and the other is the infor‑

mation of the flow to be deployed. We use obs and obf to repre‑
sent these two parts. So, the state s ∈ S can be denoted by s =
{ obs,obf}. More specifically, obs is represented by the adjacen‑cy matrix of the available bandwidth of each slice. obf in‑cludes the source node and the target node, and the size of the
current flow fj.• Action: The action space is a discrete space of slice in‑
dex. Specifically, our RL agent selects the slice number to de‑
ploy for each flow, so we use A = {1,2,...,K } to represent the
action space, where K is the number of slices.
• Reward: Reward is numerical feedback obtained by the

agent after taking an action according to the current state and
applying it in the environment. The magnitude of the value
can reflect the quality of the action, and the reinforcement
learning design is used to maximize the reward value in the
long-term range. In our situation, the specific form of the re‑
ward is shown in Eq. (1) below.
R (fj, a) = saj × K

∑
k = 1

K

I ( )saj = skj , (1)

in which skj ∈ { -1, 1 } is a binary variable, when a flow fj to bedeployed is successfully deployed on the the slice sk. The val‑ue of skj is 1, otherwise the value is -1. The I (·) is an indicator
function, and the condition is 1, otherwise, it is 0.
The reward function designed in this way can properly re‑

flect the correctness of the decision made by the RL agent.
When most of the slices can correctly deploy the flow, it is
easy to make a decision, so a small reward will be generated.
Moreover, if most of the slices cannot deploy the flow correct‑
ly, and the RL agent makes a correct decision, it will produce
a large positive reward. Conversely, the wrong decision will al‑
ways produce a negative reward. The absolute value of the re‑
ward is related to the difficulty of making a wrong decision.
• Transition probability: The MDP transition probability

p ( st + 1|st , at ) is deterministic, which depends on the way thatthe flow routing method and the resource adaptation between
slices after the flow is deployed. It will be introduced in the
next section.
We want to train an agent to decide which slice to assign

based on the state of each slice. The process that the RL poli‑
cy interacts with the environment and the specific elements of
the learning environment can be seen in Fig. 3.
1) RL training mechanism: We use an asynchronous proxi‑

mal policy optimization (APPO) algorithm[17] based on the im‑
portance weighted actor-learner architecture (IMPALA) [18] to
train our agent. Compared with synchronous proximal policy
optimization (PPO), APPO is more efficient in wall-clock time
due to its use of asynchronous sampling. Using a clipped loss
also allows for multiple stochastic gradient descent (SGD)
passes, and therefore the potential for better sample efficiency
compared with IMPALA. Meantime, V-trace can also be en‑
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▲Figure 3. Interaction between policy and environment
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abled to correct for off-policy samples. The PPO-based flow al‑
location algorithm is described in Ref. [17]. It repeatedly uses
the data obtained by sampling to update the strategy parame‑
ters with gradient ascent until the strategy is no longer updat‑
ed. The specific proof of convergence can be seen in the origi‑
nal paper[17].
The PPO is more stable than the Q-learning algorithm learn‑

ing process. This training framework can use distributed learn‑
ing to solve actual large-scale network topology scenarios.
2) RL Training Architecture: We use a framework called

ray[20–22] for our reinforcement learning training, which can
provide simple primitives for building and running distributed
applications. With the help of ray, we can build a distributed
framework to accelerate the training process of reinforcement
learning. The specific framework is shown in Fig. 4. Each roll‑
out worker contains a simulation environment and the latest
policy, where each policy exchanges weights with the central
SGD learning process at regular intervals to obtain the latest
learned policy.
In this distributed reinforcement learning architecture, the

central learner runs SGD in a tight loop, while asynchronously
extracting sample batches from many participant processes, and
also supports multiple GPU learners and experience replay.
4.2 Dynamic Resource Adjustment Among Slices
We first introduce the traditional resource allocation in the

slice scenario. In a network that already has some flows, each
link in the network has different remaining bandwidths. At
this time, we have to start the slicing operation. The common

method is to evenly allocate the remaining bandwidth of each
link to each slice. This relatively fair initialization strategy is
intuitive; however, the resources of slices are unchanged dur‑
ing deployment. Therefore, the flexibility of flow routing on
each slice is greatly reduced compared with when it is not
sliced.
We now propose the dynamic resource adjustment strategy

to increase the flexibility of resource allocation method. Com‑
pared with the traditional (static) method, our proposed meth‑
od dynamically adjusts resources among slices in a real-time
manner, aiming at balancing the type of flow deployed in the
slice.
The specific algorithm description can be seen in Algo⁃

rithm 1, and the deployment in each slice can be processed in
separate processes. In the beginning, in each slice process, we
expand the link bandwidth of the slice in step 3, and this step
is to apply resources transferred from other slices to the cur‑
rent slice before the flow deployment. Then in step 4, we cal‑
culate the path by the specified routing strategy. In the algo‑
rithm, we use the simple strategy of the SP as an example. In
fact, it can be any routing strategy. After this, in step 5 we
check the bandwidth request from another slice. If the avail‑
able bandwidth is greater than twice the maximum flow size,
we then transfer the required bandwidth and reduce it in the
link. At last, in step 6, we send requests to other slices to in‑
crease the bandwidth resources of each link in Pn.
Algorithm 1 Dynamic resource adjustment
Input: F-flows, S-slices.
Output: Resource adjustment
1: for all sk in S do:2: for fn in Fk do:
3: Expand link bandwidth in sk4: Pn← SPfn5: Meet the bandwidth transfer requirements of other slices
6: Request bandwidth resources of Pn from other slices7: end for
8: end for
The specific structure of Algorithm 1 can be seen in Fig. 5,

where we use a shared memory stack to asynchronously ex‑
change bandwidth resources between different slice processes.
This is an example of three slices, which can be adjusted to
any number of slices. Each slice first obtains the bandwidth
resources transferred by other slices, and then deploys the
flow. After that, the slice determines whether the current band‑
width resources can meet the requests of other slices, and if
so, transfers the bandwidth to the other slices. The slice final‑
ly sends bandwidth transfer requests to other slices according
to the path taken by the current deployment flow.
In the flow classification process of RL training, the envi‑

ronment that RL agent learns from also contains a resource ad‑
aptation strategy between slices. With the cooperation of the
two methods, RL can learn a policy to allocate flows that re‑

GPU: graphics processing unit
▲Figure 4. Reinforcement learning (RL) training architecture

ConcatTrainer
Sample batches Synchronous sampling

Synchronous broadcast New weights
Rollout workersMulti‑GPU learner
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peatedly pass through certain links to the same slice. One
slice focuses on transmitting the same type of flows, and other
infrequently used links’bandwidth resources are automatical‑
ly adjusted to other more needed slices.

5 Experiment
In this section, we conduct some experiments to explain the

effectiveness of our algorithm.
5.1 Experiment Setup
We first introduce the information of network topology and

flow.
Network topology: We use the ring network similar to a real

5G network as the experimental environment. This ring net‑
work consists of three kinds of rings, namely, the core layer,
the convergence layer, and the access layer. The bandwidth
and delay of links in three kinds of layers are different. The
core layer, a ring network composed of the core equipment,
has the largest bandwidth of the network, and it is the destina‑
tion of most services in the network. The convergence layer,
the bandwidth of which is smaller than that of the core layer,
connects the core layer and the access layer, and aggregates
each access layer network. The access layer has the smallest
bandwidth of the network, which is composed of users and ter‑
minals. An example of the network topology of the ring net‑
work is shown in Fig. 6. In this experiment, we use a ring net‑
work with 6 245 nodes and 8 135 links.
Flows: The source and end nodes of the flow are randomly gen‑

erated, and the size of the flow is U (0.1,0) *max bandwidthaccess,
where U (0.1, 1) is a uniform distribution.
5.2 Result of RL Agent
In the training process, thanks to the ray framework and

careful hyperparameter adjustment, our algorithm can tend to
converge within five iterations. The specific training loss is
shown in Fig. 7. The critic loss can reflect the accuracy of RL

Processof slice 1

Send bandwidth requests

Meet bandwidth requests

Route flow

Bandwidth expansion

▲Figure 5. Dynamic resource adjustment
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Bandwidth request stack of slice 1 Bandwidth request stack of slice 2 Bandwidth request stack of slice 3

Processof slice 2

Send bandwidth requests

Meet bandwidth requests

Route flow

Bandwidth expansion

Processof slice 3

Send bandwidth requests

Meet bandwidth requests

Route flow

Bandwidth expansion

Send bandwidth requests

▲Figure 6. An example of network topology of the ring network
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agent’s estimation of observation, and the policy loss is close
to zero, which indicates that the strategy is close to the opti‑
mal strategy.
In RL test, we use accumulated rewards to show whether

the classification effect is good or not, and we also convert
other classification into the same measurement indicators.
From Fig. 8, we can see that the cumulative reward of the
converged RL scheme fluctuates around -30 (the larger the

better). The cumulative reward of the classic pooling method
and random choice method used for comparison is around -70,
so we can see that RL can effectively choose the correct slice
for the flow.
The above is a unified measurement in the reinforcement

learning environment, and what we actually care about is
whether the success rate of the deployment can be improved
with the help of RL, which relates to whether our reward de‑
sign is reasonable.
So we test the success rate of using the RL agent for flow

classification, as well as the success rate of the classic method
and random method as a comparison, and the results are
shown in Fig. 9. We can see that the strategy learned using
RL is significantly better than the classic method while main‑
taining the same trend as in Fig. 8, which shows that the re‑
ward we designed for RL is reasonable.
5.3 Result of Dynamic Resource Adjustment Strategy
In the topology set above, we continuously increase the

number of flows to compare the effects of different strategies
by comparing the number of failed deployments. The first is
the non-slicing case. After slicing, due to the decrease of rout‑
ing flexibility, the failure rate will inevitably be greater than
the case without slicing, so we regard the non-slicing case as a
benchmark. Then we test the static slicing strategy and com‑
pare the dynamically adapted slicing strategy we proposed.
The result can be seen in Fig. 10.
From Fig. 10, we can see that the dynamic adjustment strate‑

gy can provide a failure rate that is almost close to that of an un‑
sliced case, and the effect is much better than the static solution.
The purpose of slicing is to save the calculation time for par‑

allel calculation, but the dynamic adjustment strategy will ob‑
viously increase some time consumption, so we test the aver‑
age time of routing each flow, and the results are shown in
Fig. 11. We can get that dynamic action almost bring no addi‑
tional time consumption.

▲Figure 7. Loss during training is based on a 2080 Ti graphics process⁃
ing unit (GPU) and 120 sampling processes (2 Xeon CPUs)
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5.4 Comparison of Effectiveness of Combined Methods
Although we have confirmed the effectiveness of the dy‑

namic resource adjustment strategy, we still have uncertain‑
ty about the combined effect of the two algorithms. There‑
fore, we conduct the following experiments to compare the
performance of the RL agent flow classification and the clas‑
sic method with and without the dynamic resource adjust‑
ment strategy. The result is shown in Fig. 12. It can be seen
that no matter which method is used, the dynamic adjust‑
ment strategy can indeed further improve the success rate of
flow deployment.

6 Conclusions
To solve the time-consuming problem of path calculation, a

slicing operation is used to separate resources so that parallel
path calculation can be performed to shorten the time. At the
same time, after slicing, although the calculation time is short‑
ened, the more serious problem occurs, which is the decline in

the success rate of flow deployment. In response to this prob‑
lem, we propose an efficient network slicing with dynamic re‑
source allocation algorithm to let the success rate of flow de‑
ployment close to the level when not sliced. It combines the
flow classification of reinforcement learning and resource ad‑
aptation between slices. The dynamic resource adaptive strate‑
gy between slices enables slice resources to be exchanged dur‑
ing flow deployment and gradually adapt to the characteristics
of the flows to be deployed in each slice. In this way, the paral‑
lel calculation path can be shortened without sacrificing the
success rate. Besides, we have also tested our method on a
large-scale actual network structure, and the effect exceeds
the previous classic methods.
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Abstract: The mobile Internet and Internet of Things are considered the main driving forc‑
es of 5G, as they require an ultra-dense deployment of small base stations to meet the in‑
creasing traffic demands. 5G new radio (NR) access is designed to enable denser network
deployments, while leading to a significant concern about the network energy consump‑
tion. Energy consumption is a main part of network operational expense (OPEX), and base
stations work as the main energy consumption equipment in the radio access network
(RAN). In order to achieve RAN energy efficiency (EE), switching off cells is a strategy to
reduce the energy consumption of networks during off-peak conditions. This paper intro‑
duces NR cell switching on/off schemes in 3GPP to achieve energy efficiency in 5G RAN,
including intra-system energy saving (ES) scheme and inter-system ES scheme. Addition‑
ally, NR architectural features including central unit/distributed unit (CU/DU) split and
dual connectivity (DC) are also considered in NR energy saving. How to apply artificial in‑
telligence (AI) into 5G networks is a new topic in 3GPP, and we also propose a machine
learning (ML) based scheme to save energy by switching off the cell selected relying on
the load prediction. According to the experiment results in the real wireless environment,
the ML based ES scheme can reduce more power consumption than the conventional ES
scheme without load prediction.
Keywords: cell switch off; energy efficiency; energy saving; 5G; machine learning
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1 Introduction

To cope with expected drastic data traffic growth, 5G
new radio (NR) is designed to enable denser network
deployments, while the densification of networks has
implied higher energy expenditure. In a typical radio

access network (RAN), most energy is consumed by base sta‑
tions. However, with the foreseen NR deployment of more
base stations with massive multiple-input multiple-output (MI‑
MO), energy efficiency (EE) in NR becomes even more urgent

and challenging.
Energy consumption (EC) is a main part of operational ex‑

pense (OPEX). The telecommunication operators are seeking
for a better way to expand market shares while energy con‑
sumption in networks can be decreased to lower their OPEX.
Energy efficiency in NR networks is also a significant re‑
search topic in 3GPP. Switching off cells is a widely used
strategy to reduce the energy consumption of networks during
off-peak conditions. Thus network elements with low power
consumption become more and more important and the shut‑
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down of unused capacity cells is also valuable. The important
aspect of RAN energy efficiency is, during the network run‑
ning, how to ensure cell switching-off without affecting the
customer satisfac e.g.，calls dropped; quality of service (QoS)
degraded. A typical energy saving (ES) scenario is that capaci‑
ty booster cells are deployed under the umbrella of cells pro‑
viding basic coverage and that the capacity booster cells can
be switched off to enter into the dormant mode when its capac‑
ity is no longer needed and to be reactivated on a need basis.
This paper introduces the 3GPP schemes for switching on/off
NR cells to achieve energy efficiency in 5G networks, includ‑
ing the 5G intra-system energy saving scheme and 4G/5G in‑
ter-system energy saving scheme involving different core net‑
works (CN), e. g., evolved packet core (EPC) and 5G core
(5GC) networks. We also propose a machine learning (ML)
based scheme to save energy by switching off the cell selected
relying on load prediction. According to the experiment re‑
sults in the real wireless environment, the ML based ES
scheme can reduce more power consumption than the conven‑
tional ES scheme without load prediction.

2 Cell Switch on/off for Energy Saving
An NR cell, which acts as a capacity booster, may be

switched off and enter into the ES dormant state if there is radio
coverage by another cell. Fig. 1 shows an example of the next-
generation Node B (gNB) capacity booster cell fully overlaid by
a coverage providing cell. The gNB is a node providing the NR
user plane and control plane with protocol terminations towards
user equipment (UE), and connected to the 5GC via the next-
generation (NG) interface. In the figure, Cell A is deployed to
provide continuous coverage of the area, while Cell B provides
more capacity only for special sub-areas, such as hot spots. The
ES activation procedure of Cell B may be triggered in case that
light traffic in Cell B is detected. Then the cell will be switched
off and enter into the ES dormant state; if there are some users
in service in Cell B, the cell will be switched off only after the
handover actions to offload its traffic to Cell A is completed.
The ES activation of Cell B may be triggered, that is, the cell is

switched on again, when the traffic of the ES area (measured by
Cell A) resumes to a high level[1].
In real network deployment, ES can be divided into central‑

ized ES and distributed ES. For the distributed ES, the NR ca‑
pacity booster cell may decide to switch off when it detects
that its traffic load is below a certain threshold, and its cover‑
age can be provided by the coverage providing cell. The cover‑
age providing cell decides to reactivate the NR capacity boost‑
er cell when it detects additional capacity is needed. For the
centralized ES, a centralized entity, such as the operation and
maintenance (O&M) entity, collects the traffic load perfor‑
mance measurements from the NR capacity booster cell and
coverage providing cells, and may request a NR capacity
booster cell to switch off when its traffic is below certain
threshold.
In general, NR energy saving solutions include the 5G intra-

system energy saving scheme and 4G/5G inter-system energy
saving scheme, involving different core networks (CN), such as
EPC and 5GC. Additionally, NR architectural features includ‑
ing central unit/distributed unit (CU/DU) split and dual connec‑
tivity (DC) are also considered in NR energy saving. We will
discuss these NR ES scenarios in the following sections.

3 5G Intra-System Energy Saving

3.1 Scenarios
In a 5G network, a next-generation RAN (NG-RAN) node is

either a gNB or a next-generation evolved Node B (ng-eNB),
providing Long Term Evolution (LTE) services or Evolved Ter‑
restrial Radio Access Network (E-UTRAN) services towards
the UE. The gNB provides services of the NR user plane and
control plane; the ng-eNB provides the E-UTRA user plane
and control plane with protocol terminations towards the UE,
and connected to the 5GC via the NG interface. The gNBs and
ng-eNBs are inter-connected with each other by means of the
Xn interface, while they are connected to the 5GC by means of
the NG interfaces. The scenarios for NR intra-system energy
saving are summarized in Table 1.

In 5G intra-radio access technology
(Intra-RAT) ES cases (Scenario 1; Sce‑
nario 2), some gNB (or ng-eNB) cells are
deployed to provide basic coverage,
while the other gNB (or ng-eNB) cells
boost the capacity (Fig. 2). Therefore,
the coverage provider and the capacity
provider are using the same RAT, e. g.,
5G NR or LTE, to provide NR services or
LTE/E-UTRAN services to UE. The NG-
RAN cell providing the capacity booster
can decide to switch off autonomously;
the switch-off decision may also be taken
by the O&M entity that will inform the

eNB: evolved Node B ES: energy saving gNB: next-generation Node B UE: user equipment
▲Figure 1. Capacity booster cell overlaid by coverage providing cell

ES activation

Before ES activation

Cell A Cell A

UE gNB/(e)NBUE gNB/(e)NB

Cell B gNBnot in ES Cell B gNBin ES

ES is activated
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neighbor NG-RAN cell about its deactivation action over the
Xn Application Protocol (XnAP). On the other hand, the NG-
RAN node providing the basic coverage can request to reacti‑
vate the switched-off booster cell over XnAP.
In 5G inter-radio access technology (Inter-RAT) ES cases

(Scenario 3; Scenario 4), some gNB (or ng-eNB) cells are de‑
ployed to provide basic coverage, while the other ng-eNB (or
gNB) cells boost the capacity (Fig. 3). Obviously, the booster
cells and coverage cells are in different RAT networks. That
is, the booster cells are in NR RAT while the coverage cells in
LTE RAT, or the booster cells are in LTE RAT while the cov‑
erage cells in NR RAT. The Xn signaling support for inter-
RAT ES is the same as that for intra-RAT ES.

3.2 Signaling Support
The Xn signaling support for both the intra-RAT ES and in‑

ter-RAT ES scenarios is same. As shown in Fig. 4, NG-RAN
Node 1 that owns a capacity booster cell and can autonomous‑
ly decide whether to switch off this cell based on cell load in‑
formation, while the switch-off decision may also be taken by
the O&M entity. All neighbor NG-RAN nodes are informed by
the NG-RAN Node 1 owning the concerned cell about the
switch-off actions over the Xn interface, by means of the NG-
RAN node configuration update message.
The purpose of the cell activation procedure is to enable

an NG-RAN node to request the neighboring NG-RAN node
to switch on one or more cells that are previously reported as

inactive due to energy saving reasons.
As shown in Fig. 5, if the basic cover‑
age is ensured by NG-RAN node cells,
the NG-RAN node owning non-capacity
boosting cells may request a reactiva‑
tion over the Xn interface via the cell
activation procedure if needed. Upon re‑
ceipt of a cell activation request mes‑
sage, the booster NG-RAN node acti‑
vates the cells indicated in the message
and these cells are also indicated in the
cell activation response message when
the request is fulfilled.
3.3 Intra-System Energy Saving for

Multi-Radio Dual Connectivity
In order to implement multi-radio

(MR) dual connectivity (DC), UE may be
configured to utilize the resources provid‑
ed by two different nodes, one providing
NR access and the other one providing
either E-UTRA or NR access. One node
acts as the master node (MN) and the oth‑
er as the secondary node (SN). The MN
and SN are connected via an Xn or X2
interface and at least the MN is connect‑
ed to a core network. In 3GPP Release
15, the MR DC energy saving is already
supported, which is intra-system ES.
When the MN is connected to the

5GC, the DC cases include NG-RAN E-
UTRA-NR dual connectivity (NGEN-
DC), NE-NR-E-UTRA dual connectivi‑
ty (DC) and NR-NR dual connectivity
(NR-DC):
• NGEN-DC: one ng-eNB is connected
with the 5GC and acts as an MN, while
one gNB acts as an SN;
• NE-DC: one gNB is connected with the
5GC and acts as an MN, and one ng-eNB

5GC

Scenario 2

ng‑eNB

Capacitybooster cells
ng‑eNB

ng‑eNB
ng‑eNB

Scenario 1

gNB

Capacitybooster cells
gNB

gNB
gNB

Capacitybooster cells
gNB

gNB
gNB

5GC: 5G core networkgNB: next-generation Node BLTE: Long Term Evolution
ng-eNB: next-generation evolved Node BNR: new radioRAT: radio access technology

▲Figure 2. 5G Intra-RAT energy saving
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5G Intra-System ES Scenario

1
2

3

4

Coverage Provider

gNB connected with 5GC
ng-eNB connected with 5GC

gNB connected with 5GC

ng-eNB connected with 5GC

Capacity Booster Provider

gNB connected with 5GC
ng-eNB connected with 5GC

ng-eNB connected with 5GC

gNB connected with 5GC

Description

intra-RAT ES

inter-RAT ES

▼Table 1. 5G intra-system energy saving scenarios (only connected with 5GC)

5GC: 5G core networkgNB: next-generation Node BLTE: Long Term Evolution
ng-eNB: next-generation evolved Node BNR: new radioRAT: radio access technology

▲Figure 3. 5G Inter-RAT energy saving
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acts as an SN;
• NR-DC: one gNB is connected with the 5GC and acts as an
MN, and another gNB acts as an SN.
The energy saving scheme for the above cases is similar to

5G intra-system ES (Section 3.1), where the SN can act as a
capacity booster provider and MN provides continuous cover‑
age of the area. The SN can autonomously decide to switch off
cell(s) based on cell load information or the switch-off deci‑
sion is taken by O&M; it then informs the MN about the cell
deactivation action over XnAP. The MN can request to reacti‑
vate the switched-off booster cell at the SN over XnAP. The
Xn ES Signaling support for MR DC with 5GC is the same
with 5G Intra-system ES Signaling described in Section 3.2.
In the case that the MN is connected to the EPC, that is E-

UTRA-NR dual connectivity (EN-DC), one eNB acts as an
MN and one en-gNB acts as an SN. The eNB is connected to
the EPC via the S1 interface and to the en-gNB via the X2 in‑
terface. The EN-DC scenario is shown in Fig. 6.
The EN-DC configuration update procedure and EN-DC cell

activation procedure are used to support EN DC for intra-sys‑
tem energy saving over the X2 interface. The EN-DC configura‑
tion update procedure can be used to exchange updated cell sta‑
tuses of eNB and en-gNB over the X2 interface. The EN-DC
cell activation procedure enables an eNB to request the neigh‑
boring en-gNB to switch on one or more cells that are previous‑
ly reported as inactive due to energy saving reasons. Upon re‑
ceipt of this message, the en-gNB should activate the cell/s indi‑
cated both in the cell activation request message and in the EN-
DC cell activation response message sent after the activation re‑
quest is fulfilled. Fig. 7 shows the detailed signaling flows.

4 Inter-System Energy Saving of 4G and 5G
Systems

4.1 Scenarios
As shown in Fig. 8, 3G users continued to move to 4G from

2009 to Q3, 2018. Although 4G users kept growing steadily,
the number of 2G and 3G users could not be ignored for a long
time yet[2].
Similar to what happened in the 4G era shown in Fig. 8, it

▲Figure 4. NG-RAN node informs the neighbor NG-RAN node about
cell status over Xn

NG-RAN: next-generation radio access network O&M: operation and maintenance

NG-RAN node configuration update(with updated cell status)
NG-RAN node configuration updateacknowledgement

NG‑RAN node 2

NG‑RAN node 2NG‑RAN node 1

NG‑RAN node 1

It decides to switch off cell(s) or the swith‑offdecision is taken by O&M, and informs thecoverge provider about the updated cell status

▲Figure 5. Coverage NG-RAN node requests to activate booster cells
over Xn
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Booster NG‑RAN node

Coverage NG‑RAN node
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▲Figure 6. EN-DC energy saving
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▲Figure 7. EN-DC energy saving signaling over X2
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can be predicted that 4G users of operators will gradually de‑
crease when 5G networks are deployed, but 4G networks will
coexist with 5G networks for a long time. Therefore, inter-sys‑
tem energy saving solutions to 4G and 5G coexisting scenarios
(Table 2) should be considered.
For the inter-system ES cases (Scenario 1 and Scenario 2

in Table 2), the NG-RAN node (a gNB, providing NR servic‑
es; or an ng-eNB, providing E-UTRAN services) owns a ca‑
pacity booster cell and can autonomously switch off this cell
to the dormant state. The switch-off decision is typically
based on cell load information, but may also be taken by the
O&M entity. The NG-RAN node indicates the switch-off ac‑
tion to the eNB over the NG and S1 interfaces. The NG-RAN
node could also indicate the switch-on action to the eNB over
the NG and S1 interfaces. The eNB providing basic coverage
may request an NG-RAN node’s cell reactivation based on
its own cell load information or neighbor cell load informa‑
tion, and the switch-on decision may also be taken by O&M.
The eNB requests an NG-RAN node’s cell reactivation and
receives the NG-RAN node’s cell reactivation reply from the
NG-RAN node over the S1 and NG interfaces. The scenarios
in Table 2 are shown in Fig. 9, where the E-UTRAN cell as‑
sociated eNB and the NR-RAN cell associated gNB are con‑
nected to the EPC and the 5GC.
4.2 Signaling Support
3GPP Release15 (R15) defines signaling for cell activation/

deactivation over X2 and Xn interfaces for intra-system ener‑

gy saving. However, the signaling defined by R15 fails to sup‑
port inter-system energy saving scenarios (Fig. 10[3]) without a
direct interface between the eNB and gNB/ng-eNB. The cover‑
age eNB cannot directly send a request to reactivate the
switched-off NR booster cell.
Therefore, NG and S1 interfaces are enhanced in 3GPP Re‑

lease 16 (R16) to support the inter-system scenarios. Specifi‑
cally, when the NR capacity booster cell is switched off, the
LTE eNB for basic coverage should be informed by the gNB
via the NG/S1 message; when the LTE eNB is going to acti‑

▼Table 2. The inter-system ES scenarios of 4G and 5G systems (involv⁃
ing EPC and 5GC)

Scenario

1
2

Coverage Provider

eNB connected with EPC
eNB connected with EPC

Capacity Booster Provider

gNB connected with 5GC
ng-eNB connected with 5GC

5GC: 5G core networkeNB: evolved Node BEPC: evolved packet core network
ES: energy savinggNB: next-generation Node Bng-eNB: next-generation evolved Node B

▲ Figure 8. Users in China continued to move from 2G and 3G net⁃
works to 4G networks
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▲Figure 9. Inter-system energy saving of 4G and 5G systems
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vate the NR cell, the gNB should be in‑
formed by the LTE eNB via the NG/S1
message. In R16, the inter-system Self-
Organizing Network (SON) configuration
transfer Information Element (IE) is in‑
troduced over both the S1 and NG inter‑
faces in the following messages:
• eNB Configuration Transfer (TS36.413[4]);
• Mobility Management Entity (MME)
Configuration Transfer (TS36.413[4]);
• Uplink RAN Configuration Transfer
(TS38.413[5]);
• Downlink RAN Configuration Transfer
(TS38.413[5]).
The messages of SON configuration

transfer procedures, e. g., the eNB/MME
configuration transfer message over S1
and uplink/downlink RAN configuration
transfer message over NG, can be re-
used for R16 inter-system energy saving,
as the inter-system SON Information IE
in such messages is extended to support
inter-system cell status transfer and cell
activation request and response between
the eNB and NG-RAN node. The de‑
tailed signaling flows are shown in Figs.
11 and 12 respectively.
In Fig. 11, the NG-RAN node owns a

capacity booster cell and can autono‑
mously switch off this cell to the dormant
state. The switch-off decision is typically
based on cell load information and con‑
sistent with the configured information.
This decision may also be taken by the
O&M entity. The NG-RAN node indi‑
cates either the switch-off or switch-on
actions to the eNB over the NG and S1
interfaces.
In Fig. 12, the eNB providing basic

coverage may request an NG-RAN node’
s cell reactivation based on its own cell
load information or neighbor cell load in‑
formation, and the switch-on decision
may also be taken by O&M. The eNB re‑
quests an NG-RAN node’s cell reactiva‑
tion and receives the NG-RAN node’s
cell reactivation reply from the NG-RAN
node over the S1 and NG interfaces.

5 Energy Saving in CU/DU Split Architecture
For the intra-system ES described in Section 3 and inter-

system ES described in Section 4, if a gNB is deployed with

CU/DU split architecture, the F1 interface shall be enhanced
to support the cell reactivation procedure and cell status ex‑
change (Fig. 13).
When the booster gNB with CU/DU split decides to switch

eNB

eNB

▲Figure 12. LTE eNB connected with EPC requests to activate an NR CELL connected with 5GC

AMF: Access & Mobility Management FunctioneNB: evolved Node BgNB: next-generation Node BLTE: Long Term Evolution

MME: Mobility Management EntityRAN: radio access networkSON: Self-Organizing Network

Downlink RAN configuration trans‑fer (with cell activation request ininter‑system SON information)

Uplink RAN configuration transfer(with activation response in in‑ter‑system SON information)
MME configuration transfer(with activation response in in‑ter‑system SON information)

eNB configuration transfer(with cell activation request ininter‑system SON information)

gNB

gNB

AMF

AMF

MME

MME

LTE eNB decides to acti‑vate the NR cell andsends a request to the gNB

gNB

gNB

The gNB switches on thecell and responses withthe cell activation results

▲Figure 11. Next-generation radio access network (NG-RAN) node connected with 5GC informs
cell status to Long Term Evolution (LTE) eNB connected with evolved packet core (EPC) network

AMF: Access & Mobility Management FunctioneNB: evolved Node BgNB: next-generation Node B
MME: Mobility Management EntityRAN: radio access networkSON: Self-Organizing Network

gNB
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The eNB is aware ofwhich cell is switched off

MME configuration transfer(cell status in inter‑system SON infor‑mation)
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off cell(s) to the dormant state, the deci‑
sion is typically made by the gNB-DU
based on cell load information or by the
O&M entity. Before the cell in the gNB-
DU enters into the dormant mode, the
gNB-DU will send the gNB-DU configura‑
tion update message to the gNB-CU to in‑
dicate that the gNB-DU will switch off the
cell after some time. During the switch-off
period, the gNB-CU shall offload the UE
to a neighboring cell and simultaneously
not accept any incoming UE towards this
switch-off ongoing cell. After the cell at
gNB-DU enters into the dormant mode,
the gNB-DU sends a new gNB-DU config‑
uration update message to inform the“in‑
acitve”status of this cell to the gNB-CU.
The gNB-CU needs to inform the updated
cell status to the coverage provider node.
When the gNB-CU receives the cell

activation request/EN-DC cell activa‑
tion request from a coverage provider
node over the Xn or X2 interface, or the
gNB-CU decides to activate the dor‑
mant cell by itself, it will trigger the
gNB-CU configuration update message
to the gNB-DU with a list of the cells to
be activated.

6 Energy Efficiency KPI
EE Key Performance Indicator (KPI) shows data energy effi‑

ciency in NG-RAN. The EE KPI is defined as the data volume
(in kbits) divided by energy consumption (in kWh) of the con‑
sidered network elements. The unit of this KPI is bit/J[6].
EE =∑Samples(DRB.PdcpSduVolumnUL + DRB.PdcpSduVolumnDL )∑Samples

PEE.Energy
(for non-split gNBs). (1)

EE =
∑Samples

[ (F1uPdcpSduVolumeUL + XnuPdcpSduVolumeUL +
X2uPdcpSduVolumeUL ) + (F1uPdcpSduVolumeDL +
XnuPdcpSduVolumeDL + X2uPdcpSduVolumeDL ) ]∑Samples

PEE.Energy
(for split gNBs). (2)

For non-split gNBs (the gNBs without CU/DU split), the
defined DRB.PdcpSduVolumnUL in Eq. (1) is the measured
data volume of Packet Data Convergence Protocol (PDCP)
Service Data Unit (SDU) of a DRB in the uplink, delivered
from the PDCP layer to Service Data Adaptation Protocol
(SDAP) layer; DRB.PdcpSduVolumnDL in the equation is the

measured data volume of PDCP SDU of a DRB in the down‑
link, delivered to the PDCP layer. The total data volume (in
kbit) is obtained by measuring the amount of uplink and
downlink PDCP SDU bits of all DRBs of the non-split gNBs
over the measurement period.
For gNBs with CU/DU split, the defined F1uPdcpSduVol⁃

umeUL in Eq. (2) is the measured data volume of PDCP SDU
in the uplink, delivered to gNB-CU-UP (gNB-CU-User Plane
entity) from gNB-DU via F1-U (F1 User plane interface),
XnuPdcpSduVolumeUL is that in the uplink delivered from ex‑
ternal gNB-CU-UP via Xn-U (Xn User plane interface), and
X2uPdcpSduVolumeUL is that in the uplink delivered from ex‑ternal eNB via X2-U; the defined F1uPdcpSduVolumeDL inthe equation is the measured data volume of PDCP SDU in the
downlink, delivered from GNB-CU-UP to GNB-DU via F1-U,
XnuPdcpSduVolumeDL is that in the downlink delivered to ex‑
ternal gNB-CU-UP via Xn-U, and X2uPdcpSduVolumeDL isthat in the downlink delivered to external eNB via X2-U. The
total data volume (in kbit) is obtained by measuring the
amount of uplink and downlink PDCP SDU bits of all interfac‑
es (F1-U, Xn-U and X2-U) of the split gNBs over the measure‑
ment period.
The energy consumption (in kWh) is obtained by measuring

the Power, Energy and Environmental (PEE) of the considered
network elements over the same period of time.

▲Figure 13. CU/DU energy saving signaling support over F1 interface

CU: central unitDU: distributed unit gNB: next-generation Node BO&M: operation and maintenance

gNB CU

gNB CU

gNB DU
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DU configuration update (with cell switch off ongoing indication)

DU configuration update acknowledgement

DU configuration update (with cell status indication)
DU configuration update acknowledgement
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CU configuration update acknowledgement
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7 Machine Learning Based Energy Saving
In this paper, we introduce 3GPP energy saving schemes by

cell switching on/off in ultra-dense networks. However, the tra‑
ditional cell switching on/off relying on real-time load informa‑
tion is not accurate enough, the inappropriate switching-off of
the cells may seriously deteriorate network performance be‑
cause other active cells have to serve some extra traffic. In or‑
der to solve the potential issues of existing ES methods and to
achieve intelligent ES, we propose a machine learning (ML)
based scheme that relies on the load prediction to save energy
by switching off the selected cell[7]. As the data used for load
prediction have various features, such as the current and histo‑
ry load and the neighbor cells’load, different techniques are
used for the different features of load prediction. The auto-re‑
gression integrated moving average (ARIMA), Prophet, Ran‑
dom Forest (RF), Long Short-Term Memory (LSTM), ensemble
learning model, and linear regression are used as the input
models for load prediction in this paper.
1) ARMIA: It is a time series analysis model, which is fitted

to time series data either for better understanding the data or
for predicting future points in the time series. When the trend
change (T), cyclic change (C), seasonal change (S) and irregu‑
lar change (I) are used to characterize the time features, the
time sequences can be described as
Yt = f (Tt,Ct, St, It ) = Tt + Ct + St + It. (3)
As the ARIMA model has certain requirements for data sta‑

bility, if considerable changes happen in the load distribution,
the model may cause the forecast deviation. Hence, the data
could be filtered based on the data stability, so as to select the
cells with better response to ARIMA, thereby improving the
accuracy of prediction. ARIMA is generally denoted as
ARIMA( p, d, q ), p, q ∈ { 0,1,2,3 } , d ∈ { 0,1 }, (4)

where p is the order of the autoregressive model, q is the order
of the moving-average model, p and q are determined by the
lowest Bayesian information criterion (BIC), and d is the de‑
gree of differentiation to make the data stationary.
2) Prophet: The Prophet model, which is similar to ARIMA

mode, is expressed as
Yt = f (gt, st, ht, et ), (5)

where gt denotes non-periodic changes, such as linear growth
or logical growth; st is cyclic changes, like seasonality; ht is ir‑regular changes caused by users; et is the error used to de‑scribe the abnormal changes in the model.
3) RF: The preliminary of the random forest prediction model

is the decision tree learning that segments the features based on
their characteristics. Combining the random subspace method
with the decision tree, the RF model selects the features to en‑
hance the prediction, increasing the correlation among the se‑

lected features. The model exploits the historical loads to pre‑
dict future loads; in this way, loads in the past and neighbor
loads are taken into consideration when constructing the model.
4) LSTM: It is an artificial recurrent neural network (RNN)

architecture used in the field of deep learning. Different from
the standard convolution neural network, LSTM could process
the single data points like images, as well as sequences of da‑
ta such as video or speech. The prediction system in this pa‑
per is composed of three layers, two LSTM layers and one ful‑
ly connection layer.
5) Ensemble learning: This mode combines multiple learn‑

ing algorithms to achieve better performance for a particular
intelligence problem. In other words, ensemble learning can
combine several weak models that get poor prediction to pro‑
duce a strong learning model. While some simple models only
learn part of the data, the ensemble method can strategically
divide the data set into small data sets, train them separately,
and then combine them with certain strategy.
In order to compare the algorithms mentioned above, the

mean absolute error (MAE) is used to measure the difference
between the forecast and the real load. It can be described as

MAE =∑i = 1
N || Pi - Ri

N
=∑i = 1

N || ei
N

, (6)

where N is the number of points, P is the predicted load out‑
put by an algorithm, and R is the real load. The intuitive mean‑
ing of the function MAE is quite clear: the greater the distance
between the predicted value P and the true value R, the larger
the loss, and vice versa.
6) Linear regression: It is a linear algorithm to map the rela‑

tionship between a scalar response and one or more explanato‑
ry variables. In the linear regression, unknown model parame‑
ters are also estimated from the data. If the goal is to predict
or forecast the state, the linear regression is able to fit a pre‑
dictive model to an observed data. Given a data set
{ yi, xi1,..., xip} ni = 1, the linear regression model can be ex‑pressed as:
yi = β0 + β1xi1 + ... + βp xip + εi = xTiβ + εi, i = 1,..., n, (7)

where T denotes the transpose, xTiβ is the inner product be‑tween vectors x i and β .
Fig. 14 compares the load prediction in one cell with differ‑

ent prediction models. The simulation results of load predic‑
tion are based on the physical resource block (PRB) utilization
in 50 cells. It can be seen that the ensemble learning model
has further improved the prediction accuracy compared to
each independent sub-model. The average MAE of the ensem‑
ble learning method is reduced by an average of 0.008.
The comparison and analysis results of the machine learn‑

ing models mentioned above is listed in Table 3. These differ‑
ent load prediction models are suitable for dealing with differ‑
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7 Machine Learning Based Energy Saving
In this paper, we introduce 3GPP energy saving schemes by

cell switching on/off in ultra-dense networks. However, the tra‑
ditional cell switching on/off relying on real-time load informa‑
tion is not accurate enough, the inappropriate switching-off of
the cells may seriously deteriorate network performance be‑
cause other active cells have to serve some extra traffic. In or‑
der to solve the potential issues of existing ES methods and to
achieve intelligent ES, we propose a machine learning (ML)
based scheme that relies on the load prediction to save energy
by switching off the selected cell[7]. As the data used for load
prediction have various features, such as the current and histo‑
ry load and the neighbor cells’load, different techniques are
used for the different features of load prediction. The auto-re‑
gression integrated moving average (ARIMA), Prophet, Ran‑
dom Forest (RF), Long Short-Term Memory (LSTM), ensemble
learning model, and linear regression are used as the input
models for load prediction in this paper.
1) ARMIA: It is a time series analysis model, which is fitted

to time series data either for better understanding the data or
for predicting future points in the time series. When the trend
change (T), cyclic change (C), seasonal change (S) and irregu‑
lar change (I) are used to characterize the time features, the
time sequences can be described as
Yt = f (Tt,Ct, St, It ) = Tt + Ct + St + It. (3)
As the ARIMA model has certain requirements for data sta‑

bility, if considerable changes happen in the load distribution,
the model may cause the forecast deviation. Hence, the data
could be filtered based on the data stability, so as to select the
cells with better response to ARIMA, thereby improving the
accuracy of prediction. ARIMA is generally denoted as
ARIMA( p, d, q ), p, q ∈ { 0,1,2,3 } , d ∈ { 0,1 }, (4)

where p is the order of the autoregressive model, q is the order
of the moving-average model, p and q are determined by the
lowest Bayesian information criterion (BIC), and d is the de‑
gree of differentiation to make the data stationary.
2) Prophet: The Prophet model, which is similar to ARIMA

mode, is expressed as
Yt = f (gt, st, ht, et ), (5)

where gt denotes non-periodic changes, such as linear growth
or logical growth; st is cyclic changes, like seasonality; ht is ir‑regular changes caused by users; et is the error used to de‑scribe the abnormal changes in the model.
3) RF: The preliminary of the random forest prediction model

is the decision tree learning that segments the features based on
their characteristics. Combining the random subspace method
with the decision tree, the RF model selects the features to en‑
hance the prediction, increasing the correlation among the se‑

lected features. The model exploits the historical loads to pre‑
dict future loads; in this way, loads in the past and neighbor
loads are taken into consideration when constructing the model.
4) LSTM: It is an artificial recurrent neural network (RNN)

architecture used in the field of deep learning. Different from
the standard convolution neural network, LSTM could process
the single data points like images, as well as sequences of da‑
ta such as video or speech. The prediction system in this pa‑
per is composed of three layers, two LSTM layers and one ful‑
ly connection layer.
5) Ensemble learning: This mode combines multiple learn‑

ing algorithms to achieve better performance for a particular
intelligence problem. In other words, ensemble learning can
combine several weak models that get poor prediction to pro‑
duce a strong learning model. While some simple models only
learn part of the data, the ensemble method can strategically
divide the data set into small data sets, train them separately,
and then combine them with certain strategy.
In order to compare the algorithms mentioned above, the

mean absolute error (MAE) is used to measure the difference
between the forecast and the real load. It can be described as

MAE =∑i = 1
N || Pi - Ri

N
=∑i = 1

N || ei
N

, (6)

where N is the number of points, P is the predicted load out‑
put by an algorithm, and R is the real load. The intuitive mean‑
ing of the function MAE is quite clear: the greater the distance
between the predicted value P and the true value R, the larger
the loss, and vice versa.
6) Linear regression: It is a linear algorithm to map the rela‑

tionship between a scalar response and one or more explanato‑
ry variables. In the linear regression, unknown model parame‑
ters are also estimated from the data. If the goal is to predict
or forecast the state, the linear regression is able to fit a pre‑
dictive model to an observed data. Given a data set
{ yi, xi1,..., xip} ni = 1, the linear regression model can be ex‑pressed as:
yi = β0 + β1xi1 + ... + βp xip + εi = xTiβ + εi, i = 1,..., n, (7)

where T denotes the transpose, xTiβ is the inner product be‑tween vectors x i and β .
Fig. 14 compares the load prediction in one cell with differ‑

ent prediction models. The simulation results of load predic‑
tion are based on the physical resource block (PRB) utilization
in 50 cells. It can be seen that the ensemble learning model
has further improved the prediction accuracy compared to
each independent sub-model. The average MAE of the ensem‑
ble learning method is reduced by an average of 0.008.
The comparison and analysis results of the machine learn‑

ing models mentioned above is listed in Table 3. These differ‑
ent load prediction models are suitable for dealing with differ‑
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ent radio access networks.
We evaluate the application of ma‑

chine learning techniques with real sce‑
narios，and time efficiency is taken in‑
to account, ARIMA is implemented in
our ML based ES scheme. There are 1
089 cells and 329 base stations (BSs) in
the test area. Different switch-off strate‑
gies including the symbol switch-off,
channel switch-off and carrier switch-
off are applied for different groups of
the measured BSs. A cell is considered
as the switch-off as the cell carrier(s) is/
are all switched-off, and the BS shall in‑
dicates the switch-off action to the BS
providing basic coverage. In the real de‑
ployment, different BS types may cause
different power consumption, so power
saving would be averaged to all cells of
the measured BS groups. As expected,
the artificial intelligence (AI) energy
saving scheme predicts load accurately
and switch off the cell in time to
achieve better performance on energy
saving. In addition, the actual energy
saving of each cell per day is also signif‑
icantly increased. Fig. 15 shows that
the AI based power saving could reach
up to 1.24 kWh each cell per day, and
no matter what switch-off strategy is
used, AI based ES is a better solution to
power saving.

Table 4 shows the power consump‑
tion and electricity charge saving with
different kinds of ES methods and with‑
out ES. We can see that the power con‑
sumption is totally 25 988 kWh every
week if any ES method is not used,
while the power consumption with the
AI ES methods is 22 304 kWh. Electric‑
ity charge saving with the AI ES meth‑
ods increases more than that with the

▼Table 3. Comparison and analysis of the machine learning models
Model

ARIMA
Prophet
LSTM
RF

Ensemble

Accuracy

Medium
Medium
High
High
High

Speed

Fast
Fast
Slow
Slow

Extremely slow

Complexity

Low
Low
High
High
High

ARIMA: auto-regression integrated moving average LSTM: Long Short-Term Memory RF: Random Forest

▼Table 4. Comparison of power consumption and electricity charge saving with/without ES methods

Switch-off
Strategy

Carrier

Carrier+symbol

Channel

Channel+symbol

Total

Number of Mea⁃
sured Cells

8
7
633
327
975

Power Consumption of Measured Cells (kWh/Week)

No ES

382
366
16 853
8 387
25 988

Conventional ES

377
344
16 265
7 541
24 527

AI ES

364
305
15 872
6 555
22 304

Electricity Charge Saving of Measured Cells (CNY/Week)

Conventional ES

5
22
588
846
1 461

AI ES

18
61
981
1 832
3 684

Increase

13
39
393
986
2 223

AI: artificial intelligence ES: energy saving

▲Figure 14. Load prediction by using different models

ARIMA: auto-regression integrated moving averageLSTM: Long Short-Term Memory Real: The true measured loadRF: Random Forest

Time/h0 5 10 15 20

RealLinearARIMARFProphetLSTMEnsemble
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▲Figure 15. Statistics of the power saving (kWh)
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Channel
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conventional ES, and the saving is totally increased by 2 223
CNY every week.

8 Conclusions and Future work
In this paper, we introduce the 3GPP energy saving

schemes by switching on/off cells in ultra-dense networks. In
order to achieve intelligent ES, we also propose a machine
learning based ES scheme by switching off the cell selected
based on load prediction. How to apply AI into the 5G net‑
work is a new topic for 3GPP and future works might focus on
potential solutions to smart energy saving based on AI and the
corresponding 3GPP standard impacts on data collection and
interface between NG-RAN nodes.
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Abstract: To guarantee the security of Internet of Things (IoT) devices, the blockchain tech‑
nology is often applied to clustered IoT networks. However, cluster heads (CHs) need to un‑
dertake additional control tasks. For battery-powered IoT devices, the conventional CH se‑
lection algorithm is limited. Based on the above problem, an unmanned aerial vehicle
(UAV) network assisted clustered IoT system is proposed, and a corresponding UAV CH se‑
lection algorithm is designed. In this scheme, UAVs are selected as CHs to serve IoT clus‑
ters. The proposed CH selection algorithm considers the maximal transmit power, residual
energy and distance information of UAVs, which can greatly extend the working life of IoT
clusters. Through Monte Carlo simulation, the key performance indexes of the system, in‑
cluding energy consumption, average secrecy rate and the maximal number of data packets
received by the base station (BS), are evaluated. The simulation results show that the pro‑
posed algorithm has great advantages compared with the existing CH selection algorithms.
Keywords: cluster head selection; unmanned aerial vehicle; blockchain; IoT; average secrecy rate
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1 Introduction

With the development of fifth-generation (5G) net‑
works, which provide extended coverage, higher
throughput, lower latency and higher connection
density with a massive bandwidth, 5G based Inter‑

net of Things (5G-IoT) devices have emerged as small-size,
low-cost, typically battery-powered and densely distributed de‑
vices to support large-scale information exchange. Therefore,
the 5G-IoT is a core component of the future network. On the
one hand, the evolution of 5G networking not only has paved
the way for the connection of massive IoT nodes to the Internet
to facilitate the advancement of various IoT applications from
theory to reality, but also has led to the proposal of various po‑
tential technologies, such as millimeter-wave, massive multi‑

ple-input multiple-output and device-to-device. On the other
hand, over 75 billion devices will be connected to the IoT by
2025, which is expected to have a dramatic impact on our
lives in the near future[1]. This will be beneficial for support‑
ing networks in generating enormous amounts of information
traffic, enabling humans to obtain messages about anything
and anyone at any time and any place (4A) [2]. Despite the
fruitful developments in 5G-IoT communications, several is‑
sues that hamper effective IoT communication in 5G networks
remain unsolved, including redundancy in data, dynamic size
of the network, less reliable medium, heterogeneous network,
and multiple base stations (BSs) or sink nodes. To process da‑
ta in a distributed way, remove redundant data and improve
the energy efficiency, the IoT system needs to adopt clustering
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technology[3]. Clustering builds a hierarchy of clusters or
groups of sensing nodes that collects and transfers the data to
its respective cluster heads (CHs). The CH then groups and
sends the data to the sink node or BS. The CHs act as middle‑
ware between the end user and the network, so the selection of
CHs is particularly important[4].
Due to the limited computing capacity and energy of IoT de‑

vices in the process of data transmission, it is difficult to adopt
highly complex algorithms and frameworks to ensure the data
security. Therefore, IoT devices face many security issues that
include the authenticity and confidentiality of data[1]. Block‑
chain, which can guarantee the integrity, transparency and se‑
curity of data in industrial data processing, has attracted great
attention in the application of IoT[5]. Integrating blockchain
and IoT has many advantages. Firstly, it can improve resil‑
ience and adaptability of the IoT system. Blockchain can store
redundant replicas of data in the form of transactions over
blockchain nodes, which helps to maintain data integrity and
provide resilience to the IoT system. Secondly, since block‑
chain is a distributed ledger, using blockchain as the data
management mechanism for the IoT can adapt to varying envi‑
ronments and use cases to meet the growing needs and de‑
mands of IoT devices, which improves the adaptability of the
system. Finally, integrating blockchain and IoT can enhance
the fault tolerance and security of the whole system. However,
due to the verification of blockchain, IoT devices will perform
additional computing tasks, which will greatly increase energy
consumption and reduce the service life of IoT systems.
Considering the energy limitation of IoT devices, there are

many clustering technologies and CH selection algorithms to
reduce energy consumption of the IoT system. HEINZELMAN
et al. proposed a low-energy adaptive clustering hierarchy
(LEACH) protocol[6], in which CHs were randomly selected in
each round. Since the selection of CHs is random, the nodes
with low energy are at the same priority as those with high en‑
ergy. If the nodes with low energy are selected as CHs, they
will fail quickly, thus shortening the network life. Based on
the LEACH, TRUPTI et al. proposed a CH selection algorithm
based on residual energy, which is to choose the devices with
more residual energy as the CH[4]. YOUNIS et al. adopted the
hybrid energy efficient distributed clustering (HEED) algo‑
rithm, which could select devices with high battery power as
the CH through the proposed iterative CH selection algo‑
rithm[7]. In the above works, wireless sensors or IoT devices
are selected as CHs. Although the energy limits of devices are
considered in these algorithms when selecting CHs, the ener‑
gy limitations of IoT devices will lead to frequent failure, re‑
sulting in more system energy consumption. AADIL et al. pro‑
posed energy aware link-based clustering (EALC), which adds
two other parameters (energy level and distance) to the neigh‑
borhood to select the optimal CH. EALC extends cluster life
and reduces energy consumption[8].
Due to the large difference of devices and limited resources

of the blockchain-based IoT system, which needs to perform
additional blockchain computing tasks, the choice of IoT de‑
vices as the CHs will have great limitations. The emergence of
unmanned aerial vehicles (UAVs) provides new opportunities
for the blockchain-based IoT system. When UAVs are used as
flying BSs, they can support the connectivity of existing
ground wireless networks to help land systems achieve good
coverage and effectively reduce the data traffic of other BSs.
Moreover, as devices with flexible deployment, UAVs are
equipped with high-performance calculators with high comput‑
ing capacity, which can quickly respond to the communication
and computing needs of IoT devices, thus improving the quali‑
ty of service[9]. In addition, solar-powered UAVs can convert
solar energy into electric energy, thus increasing its service
time[10]. Moreover, a large number of UAVs can cooperate with
each other through relay nodes to build a self-organizing intel‑
ligent UAVs network to complete complex tasks[11]. Therefore,
it has great advantages to choose UAVs as CHs.
To solve the problems of limited resources and security

faced by IoT clusters, the main contributions of this paper are
as follows. Firstly, the UAV network served IoT cluster system
is built. To ensure the security of data, the IoT devices in the
system use blockchain technology to store data. Secondly, we
propose a UAV CH selection algorithm. The algorithm jointly
considers the distance between UAVs and IoT devices, the
distance between UAVs and BSs, residual energy, and the
maximal transmit power of UAVs. The IoT devices calculate
the corresponding weighted value of the UAV through the pro‑
posed algorithm, and choose the UAV with the smallest
weighted value to vote. The UAV with the most votes serves
the IoT cluster as the CH. Finally, based on the proposed algo‑
rithm, this paper evaluates several performance indicators
such as the energy consumption of the IoT cluster, the average
secrecy rate and the maximal number of packets received by
the BS, and compares the performance with several existing
CH selection algorithms, which demonstrates the superiority
of the proposed algorithm.
This paper is structured as follows. Section 2 presents our

system model and the basic procedure of the practical Byzan‑
tine fault tolerance (PBFT) consensus algorithm. Moreover, we
use received signal strength (RSS) technology to estimate the
distance between IoT devices and UAVs in this section. In
Section 3, we propose a UAV selection algorithm based on a
private blockchain and introduce performance evaluation indi‑
cators. The simulation results are analyzed in Section 4. Final‑
ly, Section 5 concludes this paper.

2 System Model

2.1 Network Topology
To enable secure energy-efficient communication, a block‑

chain-based CH selection algorithm is proposed in this paper.
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As shown in Fig. 1, a blockchain-based clustered IoT net‑
work, where a UAV swarm composed of M UAVs, denoted by
set {U1,U2,U3,...,UM}, is deployed to serve S IoT clusters, de‑noted by set {C1,C2,C3,...,CS}. Each IoT cluster contains KIoT devices, denoted by set { D1,D2,D3,...,DK}. To reduce thepower consumption of the IoT devices during data transmis‑
sion, UAVs hovering in the sky collect data from the IoT de‑
vices before transmitting the collected data to the BS. Mean‑
while, the IoT clusters adopt private blockchain technology to
protect their collected data and to facilitate secure communi‑
cation. Eavesdroppers coexisting with the IoT clusters may in‑
tercept the transmitted data. We assume that the IoT devices
and the UAVs can establish Line-of-Sight (LoS) communica‑
tion links for data transmission. In contrast, an eavesdropper
may experience a Rayleigh fading channel while eavesdrop on
the IoT devices. The UAVs first broadcast a message contain‑
ing the pilot signal and the UAV information to the IoT devic‑
es. The IoT devices in each cluster use blockchain technology
to verify the information received from UAVs and estimate the
distance to each UAV. Using the proposed CH selection algo‑
rithm, the IoT devices in each cluster then vote through the
PBFT consensus algorithm. According to the voting results,
the UAV that receives the most votes from the cluster is select‑
ed as the CH. When different clusters choose the same UAV
as the CH, it is assumed that when the energy of the UAV se‑
lected by a cluster is exhausted, that cluster will select a dif‑
ferent UAV. The IoT devices in each cluster communicate us‑
ing orthogonal frequency division multiple access (OFDMA)
technology, with a system bandwidth of B Hz.
2.2 Message Broadcasted by UAVs
As the first step of the blockchain-based CH selection pro‑

cess, the M UAVs first broadcast message Im to all IoT devices

in the area. The message content includes the serial number of
the UAVs, Um, which ranges from 1 to M for the considered
UAV swarm; the maximal transmit power of the UAV, Pm; theremaining energy in the battery of the UAV Em; the distancebetween UAV m and BS dmBU, which is estimated at the BS bymeasuring the pilot signal of the UAV. The IoT devices can
obtain the message of the UAV from the mark bit named Mark
Signa.
2.3 Distance Estimation Based on RSS
In practice, the channel state information (CSI) between IoT

devices and UAVs is unknown. To evaluate the CSI, the IoT
devices usually adopt distance estimation. On the one hand, a
UAV flying in the sky can provide a LoS propagation environ‑
ment, which is beneficial for evaluating the distances between
the IoT devices and the UAV. On the other hand, the IoT de‑
vices are powered by batteries and have a simple hardware
structure, and it is difficult for them to perform complex signal
processing to obtain the CSI. Therefore, distance estimation
based on RSS of an IoT device is suitable for UAV-assisted
IoT communication[12].
In particular, after the messages broadcast by the UAVs are

received by the IoT devices, each IoT device will estimate the
distance to each UAV based on the RSS. By utilizing the RSS
at the IoT device and the information of the UAV’s maximal
transmit power provided in the broadcast message, the dis‑
tance between an IoT device and a UAV can be formulated
through maximum likelihood estimation as follows:

d̂mk = (PmkPm )
-1
np , (1)

where Pmk is the signal strength received byIoT device k from UAV m, i.e., the RSS; Pm isthe maximal transmit power of UAV m, which
is specified in the broadcast message; np is thepath loss factor.
2.4 Private Blockchain Constructed for

IoT Clusters
To ensure data security, the IoT devices

adopt a private blockchain to verify their col‑
lected data. Specifically, the IoT devices trans‑
mit their received messages broadcast from
the UAVs to other IoT devices in the same
cluster as transactions and then apply the
PBFT algorithm to reach agreement. The con‑
sensus data will be stored in blocks in the
form of transaction, and each block contains
the hash code of the previous block, thus form‑
ing a blockchain. To ensure the privacy and
security of the data in the PBFT process, a
hash algorithm and an asymmetric encryption▲Figure 1. UAV assisted clustered IoT network utilizing blockchain
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Base station

Cluster
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algorithm are introduced. We use the elliptic curve encryption
(ECC) algorithm and Secure Hash Algorithm-256 (SHA-256)
to detect whether transactions have been tampered with dur‑
ing data transmission[13]. The encryption process is shown in
Fig. 2. By using SHA-256, we can generate a Merkle root,
which can be used to effectively compress the amount of data
to link each block. When using encrypted data, the IoT devic‑
es can perform the same hash calculation and compare the
hash codes to verify the data. The ECC algorithm is used to
generate public and private keys to encrypt the data. The data
in the database will be encrypted into ciphertext by using the
public key. Each user should provide his or her own private
key to decrypt the encrypted message used for the custom ser‑
vice. These two algorithms can ensure the privacy of the data
and prevent illegal operations. The consensus process of
PBFT is shown in Fig. 2 which contains the following phases:
• Request phase: We refer to the IoT device that needs to pub‑
lish transactions as a client. In our model, IoT devices not on‑

ly act as the publisher of transactions, but also as the verifier
of transactions. Before IoT devices transmit data to other
nodes for verification, they need to encrypt the data.
• Pre-prepare phase: After receiving the message from the cli‑
ent, the primary node will assign an integer sequence number
to the request, and then generate the pre-prepare message.
The primary node then broadcasts the pre-prepared message
to replica nodes.
• Prepare phase: The replica nodes verify the message that
has not been tampered with, and then send a prepare message
to other nodes.
• Commit phase: After verifying that all the prepared messag‑
es have not been tampered with, all nodes will broadcast the
confirm message to other nodes.
• Reply phase: After verifying the message, all nodes will re‑
turn the result to the client.
2.5 System Performance Metrics

To analyze the performance of the CH selec‑
tion algorithm proposed in this paper, several
important system parameters will be used. The
CH selection process consists of four steps:
An IoT cluster receives the broadcast messag‑
es from the UAVs, each IoT device chooses a
UAV to serve as the CH based on the received
messages, the IoT devices in the IoT cluster
achieve consensus through the PBFT algo‑
rithm, and the IoT cluster sends a response
message to the UAV swarm indicating the cho‑
sen CH. We utilize the energy consumption
for CH selection to represent the system re‑
source consumption of the IoT cluster. Mean‑
while, system performance metrics, i. e., the
average secret rate and the maximal number
of received packets, will be used to evaluate
the gain of our proposed algorithm.
• CH selection energy consumption: CH se‑

lection delay refers to the time taken by a clus‑
ter from receiving UAV signal to reaching con‑
sensus and finally sending the selection result
to the selected UAV, which reflects the effec‑
tiveness of CH selection algorithm. Large time
delay will lead to large energy consumption,
which will affect the life cycle of the device.
• Average secrecy rate: The secrecy rate is a

key design metric for IoT networks that is wide‑
ly adopted for evaluating physical layer securi‑
ty is the secrecy rate. High secrecy rate will re‑
duce the probability of data eavesdropping.
• Maximal number of packets received by

the BS: The number of packets received by the
BS reflects the throughput of the system, which
is a very important measure of the system.▲Figure 2. Private blockchain constructed for IoT clusters and PBFT process
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3 Working Model

3.1 UAV Selection Algorithm
Based on the messages broadcast by the UAVs, all IoT de‑

vices in a cluster adopt the PBFT algorithm to verify their re‑
ceived messages to achieve consensus. Then, the IoT cluster
chooses a UAV from the UAV swarm as its CH by following
steps.
• Step 1: According to Eq. (3), each of the K IoT devices in

the IoT cluster estimates the distance dmk from each UAV
based on the RSS.
• Step 2: The distance between the BS and the m-th UAV,

denoted by dmBU, can be determined from the broadcast informa‑tion sent by the UAV.
• Step 3: From the broadcast messages sent by the UAVs,

the IoT devices are informed of the remaining energy of each
UAV, Em. For each UAV, the energy ratio of the total remain‑ing energy of all UAVs to the remaining energy of that UAV is

Ep =
∑
m = 1

M

Em

Em
. (2)

• Step 4: From the messages broadcast by the UAVs, the
IoT devices are also informed of the maximal transmit power
of each UAV, Pm. For each UAV, the ratio of the total maximaloutput power of all UAVs to the transmit output power of that
UAV is

Pp =
∑
m = 1

M

Pm

Pm
. (3)

• Step 5: The weighted value of each UAV is computed as
follows:
Fk = αd̂mk + βdmBU + ςEp + θPp, (4)

where α, β, ς and θ are weighting factors that satisfy α + β +
ς + θ = 1 .
• Step 6: Each IoT device calculates its corresponding

weighted value Fk for each UAV following the above method.Then, the k-th IoT device votes for the UAV with the smallest
Fk to serve as the CH. All IoT devices in the same IoT clusteruse the PBFT algorithm to vote for consensus. Finally, the
UAV with the most votes is chosen to serve the entire cluster.
The proposed CH selection process is presented in Algo‑
rithm 1.
Algorithm 1. Proposed UAV CH selection algorithm
Input：UAVs Um (m ∈ 1, 2,...,M ) blockchain-based IoT clus‑
ters Cs ( s ∈ 1, 2,..., S ) and IoT devices Dk in each cluster,
Dk (k ∈ 1,2, ⋅ ⋅ ⋅,K ).

Output：UAVs chosen as the CH, CHs ( s ∈ 1, 2, ... , S ).
/* Initialization Phase */
Assign each UAV m transmit power Pm and residual ener‑gy Em.Assign the distance between UAV m and BS dmBU.Assign the weighting factors α, β, ς, θ.

/* Computation Phase */
While (k++<K+1) do
for each IoT device Dk (k ∈ 1, 2,...,K ) doEstimate the distance between IoT device k and each UAV

m, dmk, using (1)
end for
for each IoT device Dk (k ∈ 1, 2,...,K ) doMeasure the energy ratios of the UAVs, Ep using (2).
end for
for each IoT device Dk (k ∈ 1, 2,...,K ) doMeasure the maximal transmit power ratios of the

UAVs, Pp using (3).
end for

Calculate Fk using (4).Vote for the optimal UAV with smallest Fk.
end while
return the UAV with the most votes
3.2 Performance Metrics

3.2.1 Energy Consumption for CH Selection
In our system, the energy consumption of an IoT device

mainly includes three components: the energy consumption
for data transmission, Etxtotal; the energy consumption for data re‑ception, Erxtotal; and the energy consumption for computing us‑ing the PBFT algorithm, Ectotal . For a UAV swarm composed of
M UAVs and an IoT cluster with K IoT devices, each IoT de‑
vice in the cluster will transmit 3K transactions, receive (M +
2K - 1) transactions, and perform (2K - 1) computing opera‑
tions during the PBFT process.
The energy consumption of each IoT device during the pro‑

cess of transmitting transactions is calculated as[14]

Etxtotal = {3KL ⋅ ( )Eelec + εfsd2mk , dmk < d
3KL ⋅ ( )Eelec + εfsd4mk , dmk ≥ d

, (5)

where Eelec is the energy dissipated per bit to run the transmit‑ter or receiver circuit, εfsd2mk and εfsd4mk are the energy cost of asingle amplifier under the two communication models depend‑
ing on the distance between the transmitter and receiver, and
d is the threshold value.
The energy consumption of each IoT device during the pro‑

cess of receiving transactions is calculated as
Erxtotal = L ⋅ Eelec (M + 2K - 1) . (6)
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The energy consumption of each IoT device during the pro‑
cess of verifying transactions is calculated as
Eck = km sm f 2k LM (2K - 1) , (7)

where sm is the number of rotations required to calculate 1 bitof data, km is the calculation efficiency and fk is the computingcapacity of the k-th IoT device.
Considering that there are K IoT devices in the IoT cluster,

the total energy consumed by all devices in the cluster for
PBFT processing is calculated as
Ectotal =∑

k = 1

K

Eck =∑
k = 1

K

km sm f 2k LM ( )2K - 1 . (8)

In the end, the total energy consumption of the IoT cluster
for selecting the m-th UAV in the UAV swarm as the CH is
Esk = Ectotal + Etxtotal + Erxtotal. (9)
For all S IoT clusters, the total energy consumption is ob‑

tained as follows:
Et =∑

s = 1

S

Esk. (10)

3.2.2 Average Secrecy Rate of IoT Clusters
A diagram of the system secrecy rate is shown in Fig. 3.

When the strength of legitimate links is greater than that of
eavesdropping links, a nonzero secrecy rate will be
achieved[15]. When the m-th UAV in the UAV swarm is chosen
as the CH for an IoT cluster, the information transmitted from
the IoT devices to the UAV CH and from the UAV CH to the
BS can be eavesdropped on. Therefore, the secrecy rates of
both types of links are analyzed in the following.

For the information transmission from IoT device k to the
UAV CH, i.e., UAV m, the achievable rate is obtained as fol‑
lows:
Rkm = log (1 + Pk β0

σ2d2mk ) , (11)

where Pk is the transmission power of IoT device k, β0 is thesignal gain at a distance d0= 1 m, σ2 is the noise power and
dmk is the distance between IoT device k and the chosenUAV m.
For the information transmission from UAV CH to the BS,

the achievable rate is obtained as follows:

Rmb = log (1 + Pm β0

σ2 ( )dmBU
2 ) . (12)

When there is an eavesdropper, the transmission rate from
an IoT device to the eavesdropper is calculated as
Rke = log (1 + Pk β0σ2dγke ) , (13)

where dke is the distance between IoT device k and the eaves‑dropper, and γ is the path loss exponent.
For the eavesdropping link from a UAV to the eavesdrop‑

per, the transmission rate is calculated as
Rue = log (1 + Pm β0σ2dγme ) , (14)

where dme is the distance between UAV m and the eavesdropper.The average secrecy rate of an IoT cluster is

Ravsec =∑k = 1
K [ ]Rkm + Rmb - ( )Rke + Rue +

K
, (15)

where [ x ]+ = max (x, 0).
For all the S IoT clusters, the total average secrecy rate can

be calculated as follows:
Rtotalsec =∑

s = 1

S

Ravke . (16)

3.2.3 Maximal Number of Packets Received by BS
The number of packets received by the BS is an important

indicator of the total throughput for an IoT cluster. When an
IoT device transmits data packets comprising Lk bits to itsUAV CH in each time slot and the UAV CH retransmits these
data packets to the BS, the time consumed for the IoT device
to transmit data to the UAV CH is▲Figure 3. Diagram of system secrecy rate

I2U: IoT devices to UAV cluster headsIoT: Internet of Things U2B: UAV cluster heads to the base stationUAV: unmanned aerial vehicle
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tk = Lk

(B/K )log ( )1 + Pk β0
(B/K )σ2d2mk

. (17)

The IoT devices within an IoT cluster utilize the OFDMA
scheme to transmit their data packets to the UAV CH, and
hence, the total time consumed by the IoT cluster to transmit
data to the UAV CH is
ttk = max (tk) . (18)
When the UAV CH retransmits these data packets to the

BS, the UAV CH can utilize the whole usable bandwidth, and
hence, the consumed time is
tu = KLk

B log ( )1 + Pm β0

Bσ2 ( )dmBU
2

.
(19)

Meanwhile, the UAV also consumes propulsion power to
support it as it flies in the sky. It should be noted that if the
UAV uses up its energy between communication and propul‑
sion, the UAV will be unable to retransmit the data packets,
and the CH will break down. According to Ref. [16], the power
consumed for propulsion is calculated as
Pv = δd8 ρsAΩ3R3, (20)

where δd is the profile drag coefficient, ρ is the air density, s isthe robustness of the rotor, A is the area of the rotor, and R is
the radius of the rotor.
Each time a data packet is sent, the energy

consumption of the UAV is
Eu = Pv ⋅ (tk + tu) + KLk ⋅ ERx + Pmtu. (21)
The maximal number of packets that UAV

m can transmit is
nsm = EmEu . (22)

Thus, the maximal number of packets re‑
ceived by the BS is
ntotalm =∑

s = 1

S

nsm. (23)

4 Performance Analysis and
Simulation Results
In this section, numerical results are pre‑

sented for evaluating the performance of the proposed CH se‑
lection algorithm. We compare our proposed CH selection
scheme with other existing CH selection schemes, such as
Low-Energy Adaptive Clustering Hierarchy (LEACH) [6], Hy‑
brid Energy-Efficient Distributed Clustering (HEED) [7] and
Energy Aware Link-Based Clustering (EALC) [8]. To illustrate
the advantages of our proposed algorithm for blockchain-
based IoT clusters, we use the existing CH selection algo‑
rithms as baselines for selecting UAV CHs and compare the
system performance in each case with that achieved using the
algorithm proposed in this paper. The simulation parameters
are shown in Table 1.
4.1 Analysis of Security
1) Data trustworthiness: Data trustworthiness greatly af‑

fects the security of the collected data. Malicious nodes may
insert fake data into the network and interfere with normal
nodes, which may cause node failure. Our system uses the
PBFT consensus algorithm, which has an error tolerance rate
of (N - 1) /3. As long as the number of failed nodes does not
exceed this tolerance value, the system’s data can be trans‑
mitted once the correct consensus has been reached, which
can effectively guarantee the credibility of the data.
2) Privacy: Privacy is extremely important to the system. If

a user’s private information is leaked, this may result in enor‑
mous losses. Our system uses private blockchain technology;
thus, devices will be authenticated by blockchain, and data
will be stored in the blocks in the form of transactions. A
block cannot be tampered with or deleted, thereby guarantee‑
ing the undeniability and confidentiality of the data. Our pro‑
posed blockchain-based CH selection algorithm does not re‑
quire the intervention of a trusted third party, thereby ensur‑
ing the robustness and privacy of the system.

Parameter
Network area

Number of UAVs
Total number of IoT devices
The number of IoT in a cluster
UAV transmit power Pm
UAV remaining energy Em
IoT transmit power Pk

Computational capability of an IoT device fk
Computational energy efficiency coefficient of the processors chip in

an IoT device km
Computation workload/intensity sm

Sizes of transaction L
Size of a packet transmitted by an IoT device Lk

Noise power, σ2
Weighting factors, α, β, ς, θ

Value
100 m×100 m
5–30
10–150
4–20
2–4 W

400–900 kJ
0.5–1.5 W

0.1 GHz CPU cycles/bit
10-26

18 000 CPU cycles/bit
256 bit
4 000 bit
−100 dBm

0.3, 0.2, 0.3, 0.2

▼Table 1. Simulation parameters

IoT: Internet of Things UAV: unmanned aerial vehicle
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4.2 Analysis of Energy Consumption of IoT Devices
Fig. 4 plots the energy consumption versus the number of

IoT nodes for the various CH selection algorithms. The num‑
ber of UAVs is fixed at 6. From Fig. 4, it can be seen that our
proposed strategy achieves the minimal energy consumption
compared with the other existing CH algorithms. Meanwhile,
as the number of IoT devices increases, the gaps between our
proposed algorithm and the other existing algorithms become
larger. This gap enlargement occurs because the average dis‑
tance between the IoT devices and the UAVs is small and the
uplink transmission between the IoT devices and the UAV
CHs can take advantage of the LoS channel environment in
our proposed algorithm. Therefore, our proposed algorithm in‑
curs significantly less energy consumption for communication
than the other schemes do. Moreover, compared with the typi‑
cal random selection algorithms LEACH and HEED, which se‑
lect CHs by means of multiple votes and therefore cause the
IoT devices to consume more energy, our proposed algorithm
needs each device to vote only once; hence, the energy con‑
sumed to reach consensus within an IoT cluster is reduced.
4.3 Analysis of Average Secrecy Rate

Fig. 5 shows the average secrecy rates achieved with the
different CH selection algorithms versus the number of eaves‑
droppers. The number of UAVs is fixed at 6, and the number
of IoT devices is 50. The figure shows that as the number of
eavesdroppers increases, the average secrecy rate decreases.
The presence of more eavesdroppers will cause the eavesdrop‑
ping rate for an IoT cluster to increase, Hence, the secrecy
rate of the IoT cluster will inevitably decrease. As shown in
Fig. 5, the average secrecy rate of our proposed algorithm is
significantly better than those of the other existing CH algo‑
rithms. This is because the distance and transmit power of
each UAV are considered in our proposed algorithm. In this
way, both the legitimate transmission rate and the secrecy rate
of the IoT clusters can be increased.
4.4 Analysis of the Maximal Number of Packets Received

by BS
For 150 IoT devices and 6 UAVs, Fig. 6 analyzes the num‑

ber of data packets sent by the IoT devices and received by
the BS. We compare the maximal numbers of data packets
that the BS can receive at three typical locations: the center of
the IoT network, the corner of the IoT network, and the outside
of the IoT network. Our proposed algorithm performs signifi‑
cantly better than the other algorithms in terms of this metric.
This is because the maximal number of data packets received
at the BS strongly depends on the energy of the CHs and IoT
devices. Less energy consumption of the IoT clusters will lead
to a longer lifetime of the IoT network, and hence, more data
packets can be transmitted in the system. Our proposed algo‑
rithm can reduce the energy consumed by the IoT devices for
communications, including data transmission, data reception,

EALC: Energy Aware Link-Based ClusteringHEED: Hybrid Energy-Efficient Distributed ClusteringIoT: Internet of ThingsLEACH: Low-Energy Adaptive Clustering Hierarchy
▲Figure 4. Energy consumption versus the number of IoT devices
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▲Figure 5. Average secrecy rate versus the number of eavesdroppers
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▲Figure 6. Packets received by BS versus different positions of BS
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and data processing. Moreover, the remaining energy of the
UAVs is also considered in our proposed CH selection algo‑
rithm. Consequently, the proposed algorithm can prolong the
lifetime of the system by reducing the probability of UAV CH
breakdown. Thus, the number of data packets received by the
BS increases.

5 Conclusions
In this paper, we propose a novel UAV CH selection algo‑

rithm for IoT clusters based on blockchain technology. Our
proposed algorithm considers the combined effect of the dis‑
tances between the IoT devices and the UAVs, the distances
between the UAVs and the BS, the maximal transmission pow‑
er of the UAVs, and the remaining energy of the UAVs; it has
the flexibility to assign different weights to these different con‑
tributing factors. Each IoT device votes for its optimal UAV
through our proposed CH selection algorithm, and then, all
IoT devices in a cluster use blockchain technology to achieve
consensus to ensure the correctness and security of the vote
data. The UAV with the most votes among the devices in an
IoT cluster will act as the CH to serve the IoT cluster. Simula‑
tion results illustrate the system performance that are com‑
pared with corresponding results of the existing algorithms,
such as LEACH, HEED and EALC. The simulation results
show that our proposed algorithm outperforms the existing al‑
gorithms in terms of the energy consumption of the IoT clus‑
ters, the average secrecy rate of the IoT clusters and the maxi‑
mal number of data packets received by the BS.
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Abstract: The research of three-dimensional integrated communication technology plays a
key role in achieving the ubiquitous connectivity, ultra-high data rates, and emergency
communications in the sixth generation (6G) networks. Aerial networking provides a prom‑
ising solution to flexible, scalable, low-cost and reliable coverage for wireless devices. The
integration of aerial network and terrestrial network has been an inevitable paradigm in
the 6G era. However, energy-efficient communications and networking among aerial net‑
work and terrestrial network face great challenges. This paper is dedicated to discussing
green communications of the air-ground integrated heterogeneous network (AGIHN). We
first provide a brief introduction to the characteristics of AGIHN in 6G networks. Further,
we analyze the challenges of green AGIHN from the aspects of green terrestrial networks
and green aerial networks. Finally, several solutions to and key technologies of the green
AGIHN are discussed.
Keywords: air-ground integrated heterogeneous network; 6G; green communications
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1 Introduction

The improvement of network capacity, coverage, delay,
security, etc. has always been a key and core task in
the development of ground mobile communication net‑
works. Three-dimensional integrated communication is

one of the key research directions in achieving the ubiquitous
connectivity, ultra-high data rates, and emergency communica‑
tions in the six generation (6G) networks[1]. Aerial and space
networks facilitate adaptive, flexible, scalable, efficient, and re‑

liable three-dimensional wireless coverage for wireless termi‑
nals, which have attracted much attention from industry and ac‑
ademia societies. The air-ground integrated heterogeneous net‑
work (AGIHN) integrating various aerial communication plat‑
forms and terrestrial infrastructures is a cost-efficient paradigm
to facilitate extended wireless coverage, ultra-high data rates,
post-disaster communication assistance and recovery etc.
A typical AGIHN architecture is shown in Fig. 1, where

aerial communication platforms such as airships, balloons,
and unmanned aerial vehicles (UAVs) acting as the carrier of
information collection, transmission and processing can pro‑
vide broadband wireless communications and supplement ter‑
restrial networks. Terrestrial networks mainly consisting of

DOI: 10.12142/ZTECOM.202101006

https://kns.cnki.net/kcms/detail/34.1294.
TN.20210309.0907.004.html, published
online March 09, 2021

Manuscript received: 2021-01-29

This work was supported by National Natural Science Foundation of Chi⁃
na under Grant Nos. 61901051 and 61932005.

39



Special Topic Green Air-Ground Integrated Heterogeneous Network in 6G Era

WU Huici, LI Hanjie, TAO Xiaofeng

ZTE COMMUNICATIONS
March 2021 Vol. 19 No. 1

heterogeneous cellular networks, wireless local area networks
(WLAN), and mobile ad hoc networks (MANET) support vari‑
ous applications and services in the areas where infrastruc‑
tures are easy and low-cost to be deployed.
Nowadays, industry and academia societies have started re‑

search and implementation of AGIHN. For example, in 2016,
Nokia Bell Labs demonstrated the world’s first flying cell (F-
Cell) based on UAV, which was powered by solar energy and
could wirelessly transmit high-definition video[2]. In 2017, EE,
the British Telecom Operator, broadcast the mountain bike
race live on the mini mobile site“Air Mast”connected to the
helium balloon[3]. As of December 2019, the FirstNet commu‑
nications platform jointly built by AT&T and First Responder
Network Authority had reached more than 1 million connec‑
tions[4]. Flying Cells on Wings (COWs) in the platform is an

ideal choice for wildfire and mountain rescue missions. Dur‑
ing Hurricane Michael, a COW provided services to first re‑
sponders on the battered Mexican beach in Florida to support
disaster recovery. One Aerostat, which was launched later,
can provide more than twice the coverage area compared with
COWs, helping responders keep connected in the event of a
large-scale catastrophic event.
1.1 Characteristics of AGIHN

1.1.1 Heterogeneity
In addition to terrestrial heterogeneous cellular networks,

high altitude platforms (HAPs) such as airship and balloon
and low altitude platforms (LAPs) such as UAVs are employed
in the aerial networks to achieve seamless wireless coverage
and to meet differentiated data rate requirements. This hetero‑
geneous integrated network enables diverse systems to cooper‑
ate, coordinate, and share information for serving mobile ter‑
minals with individuation service anytime and anywhere.
As shown in Fig. 2, AGIHN is a large-scale and multi-layer

3D heterogeneous network. HAPs such as airships and bal‑
loons are distributed in remote rural areas with imperfect
terrestrial infrastructure or disaster areas, with an altitude
of 17–30 km[5]. UAVs are used for high-speed services in hot
spots or wireless connection in disaster areas, with an altitude
below 10 km[6]. Terrestrial base stations (BSs) and access
points (APs) are typically deployed in the area with an altitude
below 1 km.
Terrestrial heterogeneous cellular networks realize coverage

optimization and capacity improvement by deploying dense
small cells with lower transmission power, such as microcell,
picocell and femtocell. Due to economic cost and terrain con‑
straints, these terrestrial communication infrastructures are es‑
tablished according to the human habitation and living habits,▲ Figure 1. Architecture of air-ground integrated heterogeneous net⁃

work (AGIHN)

Aerial network

Terrestrial network

▲Figure 2. Heterogeneity of air-ground integrated heterogeneous network (AGIHN)
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which makes wireless traffic a stable and periodical spatial-
temporal distribution.
Aerial networks, as a supplement to terrestrial networks,

have to deal with the complex and diverse application scenari‑
os with uneven spatial-temporal distributed traffic, diverse ser‑
vice demand, and sudden surge of wireless traffic. Flexible
movement is a key feature of AGIHN. HAPs are quasi-static
(relative to the ground) platforms. The moving speed of UAVs
is 0–460 km/h[7]. Moreover, UAVs can move freely in the 3D
space with random trajectory. The ground BSs are typically
fixed and deployed in buildings or on high mountains. Ground
terminals such as vehicles and terminals on high-speed rails
typically have speeds of 0–350 km/h and move with relative‑
ly fixed trajectories[8]. Power supply of network nodes in AGI‑
HN is also diverse from each other. There is no continuous pow‑
er supply source for aerial nodes. Battery, wind, solar, and other
combined power supply are the main energy sources for bal‑
loons. The endurance of such platforms can reach 150– 200
days[9]. UAVs generally use battery power supply and the endur‑
ance is only about half an hour to 24 hours[10]. Ground BSs and
APs are driven by grid power system for continuous operation.
For the frequency bands and radio propagations of ground

4G and 5G networks, the frequency resources occupied by
4G system include 1 880–1 900 MHz, 2 320–2 370 MHz
and 2 575–2 635 MHz, while the frequency resources occu‑
pied by 5G system include 3.3–4.2 GHz, 4.4–5.0 GHz, the
millimeter wave band, 26 GHz, 28 GHz and 39 GHz[5]. The
aerial nodes such as UAVs, balloons and airships work at the
Long Term Evolution (LTE) or Wi-Fi communication
bands[11]. They can also work in the unlicensed Industrial,
Scientific and Medical (ISM) band defined by the ITU Radio‑
communication Sector (ITU-R)[12]. The electromagnetic propa‑
gation of different frequency bands also differs from each oth‑
er. Radio attenuation on high frequency bands is more serious.
Compared with the electromagnetic fading at 2 GHz, an addi‑
tional 22.9 dB of fading exists at 28 GHz[13]. Good line-of-sight
(LoS) transmission links exist in air-to-air, air-to-ground, and
ground-to-air channels while the radio propagation in ground
transmissions faces more serious signal fading due to rich re‑
flection, refraction, scattering, etc.
1.1.2 High-Dynamically Changed Network Topology
Flexibility is one of the most key features of aerial net‑

works. Payload, height, speed and endurance are the four key
factors influencing communication performance of aerial plat‑
forms. Payload represents the maximum carrying weight that
the platform can hold. HAPs and LAPs carry different commu‑
nication equipment with different weight. Height refers to the
maximum altitude that the aerial platform can be reached,
which is closely related to the coverage of the aerial platform.
Endurance refers to the maximum flight duration without
charging and refueling. As mentioned above, the height, speed
and endurance of difference components in AGIHN differ

from each other, which results in the high-dynamic change of
the network topology.
Different height and moving speed of diverse platforms

make the network topology more stereoscopic. In order to pro‑
vide flexible services for wireless terminals, communication
platforms change their positions and height adaptively. As a
result, the network topology changes dramatically with the
moving of platforms. The endurance is another key factor hav‑
ing great impact on the network topology. The network topolo‑
gy of ground networks changes slightly since ground BSs and
APs are generally fixed located and are powered by grid sys‑
tem while that of aerial networks changes frequently and rapid‑
ly due to the energy depletion and battery charging. Besides,
AGIHN are more vulnerable to malicious attacks such as wire‑
tapping, hijacking, masking, and jamming, which cause dis‑
connection and interruption of aerial links and re-connection
of surviving nodes. The disconnection and re-connection of
networks nodes in AGIHN also contribute to the changes of
network topology.
1.1.3 Random Perturbation of Aerial Platforms
Due to the lack of fixed infrastructure, the aircrafts are sus‑

ceptible to airflow and body vibration, leading to random per‑
turbation of aerial communication platforms. According to the
tests and measurements, the variation of roll angle (i.e., the el‑
evation angle in this paper) is ±0.02 rad. The variation of
pitch angle (i. e., the azimuth angle in this paper) is ±0.1
rad[14]. The random perturbations of aerial platforms may cause
error to the estimation of angle of departure (AOD) and angle
of arrival (AOA) between transceivers, further leading to the
error of channel state information estimation and distortion of
coverage area. Consequently, the perturbation of aerial plat‑
forms will cause non-robust transmission links, inefficient en‑
ergy consumption, and serious information leakage, etc.
The perturbation angle of UAV was assumed as high as 10

degrees in Ref. [14]. It shows that the jitter of UAV causes in‑
accurate estimation of deviation angle between the UAV and
ground users and increases the error of AOD estimation. The
influence of wind on UAVs was then simulated by using on-
board sensors in Ref. [15]. The maximum amplitude of side‑
slip angle and trajectory angle jitter was approximately 10 de‑
grees, which verifies the previous hypothesis. Considering the
impact of UAV jitter, energy-saving secure communications in
a downlink A2G wiretap system was investigated in Ref. [16].
1.2 Integrating AGIHN in 6G
With the commercialization of 5G networks, various groups

from worldwide countries and regions have initialized plans
and programs on potential key technologies for 6G networks.
Space-air-ground integrated networking (SAGIN) is acknowl‑
edged as a key direction in achieving global connectivity. AGI‑
HN, as an important part of SAGIN, is seen as a cost-effective
approach to meeting the requirement of ultra-high data rate
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and ubiquitous coverage. To realize the expected goal, the in‑
tegration of ground networks and aerial networks has to solve
the problem of new network architecture design and the chal‑
lenge of disruptive technology innovation.
1.2.1 Directions of Network Architecture Design
Network architecture design is the first step to realize the

integration of ground networks and aerial networks. Efficient
coordination of resources and fully exploitation of cooperation
between ground networks and aerial networks are the main
goals in network architecture design. In order to solve the com‑
plex interoperation in the management of heterogeneous net‑
works, the software defined network (SDN) and network func‑
tion virtualization (NFV) are applied in 5G networks. SDN and
NFV are still seen as efficient solution to the network manage‑
ment in 6G networks. In the AGIHN with high-dynamically
changed topology, SDN and NFV based core network manage‑
ment architecture can provide distributed and on-demand re‑
source allocation, service guaranteed network slicing, flexible
programming of network functions, and security manage‑
ment[17–20]. SDN and NFV are also seen as promising technolo‑
gies for providing flexible and reconfigurable green satellite
services in space-air-ground integrated networks[21].
Efficient energy utilization and low energy consumption are

always key concepts in network architecture design. Green
AGIHN architecture design can be carried out from the as‑
pects of green communications and green computing. For
green communications in AGIHN, the aerial platforms can pro‑
vide cost-effective and energy-saving transmissions for the
wireless terminals with appropriate cooperation, trajectory de‑
sign, user scheduling, power allocation, and combination with
improved wireless technologies[22–25]. Coordination and cooper‑
ation architecture of AGIHN and resource management of het‑
erogeneous network nodes are the keys to green communica‑
tions of AGIHN. For the green computing, aerial communica‑
tion platforms with mobile edge computing (MEC) can greatly
improve the data rate and latency performance in AGIHN[26].
Moreover, distributed cloud architecture can achieve seamless
handover and effective task offloading among UAVs and
ground terminals[27]. Green computing in AGIHN can be real‑
ized with energy-efficient MEC and green cloud architecture.
Intelligence is a core idea in the 6G era. To realize ubiqui‑

tous intelligent mobile society in the 6G era, artificial intelli‑
gence (AI) is expected to fully penetrate the network evolu‑
tion. With AI applied in AGIHN architecture design, efficient
resource management and network optimization can be real‑
ized by exploiting the potential information in wireless big da‑
ta and with less or even no human intervention. Moreover, en‑
hanced privacy preserving can be achieved by leveraging AI
in aerial networks[28].
1.2.2 Directions of Key Wireless Technologies
1) Terahertz communications

AGIHN is facing the contradiction between limited spec‑
trum resources and the rapid growth of high-speed traffic de‑
mand. Terahertz communications is an important direction to
break through the resource limitations in 6G networks[29]. The
terahertz frequency resources is from 0.1 THz to 10 THz. Tera‑
hertz communications has the advantages of ultra-low delay,
excellent directivity, anti-interference, wide bandwidth, and
strong penetration. Moreover, since the terahertz wavelength is
greatly reduced, the antenna size can be greatly reduced,
which is beneficial to antenna integration. Leveraging tera‑
hertz technology to aerial networks can further improve the da‑
ta rate with highly concentrated beams, strong LoS path and
wide bandwidth resources. However, the short terahertz wave
and the weak diffraction introduce quite high path loss of ra‑
dio propagation. Thus, denser BSs and APs are required to
achieve seamless coverage, which means more energy con‑
sumption will be introduced.
2) Intelligent reflecting surface
Reconfigurable intelligent reflecting surface (IRS) is attract‑

ing attention for wireless networks since it can significantly
improve the wireless channel quality by adaptively reconfigur‑
ing wireless propagations with massive low-cost passive re‑
flecting elements integrated into a planar surface[30]. Combin‑
ing IRS with non-orthogonal multiple access (NOMA) and
MEC can greatly improve network throughput and reduce la‑
tency[31–32]. Leveraging IRS in AGIHN, the received signals at
the UAV from cellular BSs can be greatly improved by config‑
uring IRS deployed on building walls. The secrecy rate can be
enhanced by jointly optimizing phase shifters of IRS, UAV tra‑
jectory, and UAV power[33]. Moreover, leveraging UAVs with
IRS can provide energy-efficient communications, which pro‑
vides new sights in green communications in 6G networks[34].
3) Spectrum sharing
Spectrum resources are the treasure for wireless communi‑

cations. In addition to terahertz communications and visible
light communications, spectrum sharing is another approach
in extending spectrum resources and improving spectrum effi‑
ciency in 6G networks with flexible and intelligent frequency
allocation and reuse[35]. Employing blockchain in spectrum
sharing can further prevent jamming from malicious users[36].
Spectrum reuse between dense ground BSs and flexible-mobil‑
ity UAVs makes interference management more challenging.
With appropriate spectrum sharing between aerial networks
and ground networks, the area spectrum efficiency and net‑
work throughput can be significantly improved.
4) Energy harvesting technologies
With the proliferation of mobile devices and the denser de‑

ployment of network BSs and APs, prolonged battery life and
improved energy harvesting efficiency are the keys to realize
green AGIHN. Simultaneous wireless information and power
transfer (SWIPT) is one of the popular energy harvesting tech‑
nologies studied in recent years[37]. SWIPT can charge wireless
devices while supporting communications and is a promising

energy charging technology for sensors nodes. Leveraging
SWIPT in AGIHN, the aerial platforms can effectively charge
ground terminals and improve energy efficiency by exploiting
the benefit of flexible mobility. In addition, SWIPT combined
with IRS in aircrafts can further improve the energy harvesting
efficiency[38].

2 Challenges of Green AGIHN
According to the forecasts of International Energy Agency

(IEA) and Global Electronic Sustainability Initiative (GESI),
the information and communication technology (ICT) industry
currently consumes 2%– 4% of the global energy, which is
equivalent to the amount of energy consumption of the avia‑
tion industry[39]. The huge energy consumption not only in‑
creases operating costs, but also brings series of resource and
environment problems. It is requested by the ITU that the
global ICT industry reduce greenhouse gas (GHG) emissions
by 45% from 2020 to 2030[40]. How to improve energy efficien‑
cy of the communication industry is an urgent problem to be
solved in the 6G era.
In AGIHN, aircrafts acting as information carriers can re‑

duce more energy consumption and provide better energy-effi‑
cient services compared with terrestrial networks due to the re‑
duced energy consumption of ancillary facilities such as the
air conditioner at BSs. Nevertheless, the green communication
in AGIHN still faces many challenges.
2.1 Challenges of Green Terrestrial Networking in AGIHN

2.1.1 Optimized Deployment of BS and AP
In AGIHN of the 6G era, more ground BSs and APs will be

deployed to accomplish the requirement of ultra-high data rate
services. More infrastructures will be established to support
the deployment and operation of BSs and APs. Accordingly,
more energy will be consumed. According to energy efficiency
requirements for telecommunications proposed by Verizon[41],
BSs consume nearly 80% of the energy consumed in cellular
networks while the power amplifiers and air conditioners con‑
sume almost 70% of the total energy at BSs[42]. It is reported
by Huawei that the maximum energy consumption of a 5G BS
is about 11.5 kW, which is 10 times of that of a 4G BS[43].
However, according to Daiwa’s prediction, the number of 5G
BSs will be four times that of 4G BSs in their respective
eras[44]. With the employment of advanced wireless technolo‑
gies, the deployment of BSs will be much denser in 6G net‑
works. It is foreseen that there will be up to 40 000 sub-net‑
works per km2 in 6G networks[45]. Optimizing the deployment
of BSs and APs is one of the key approaches in reducing the
energy consumption in AGIHN.
In addition, the ground wireless traffic is non-uniformly dis‑

tributed in both time and space. It is predicted that the data
traffic in the downtown of Milan is 4 times of that in Boccono
University located in suburb[46]. An analysis report of data traf‑

fic in Shanghai reveals that the data traffic in residential areas
is 1.5 times of that in office areas[47]. Moreover, the ratio of day-
time traffic amount to night-time traffic is around 0.8 in resi‑
dential areas while it is up to 1.4 in office areas. Although aer‑
ial networks can provide flexible services for ground terminals
in such areas with non-uniform traffic, fixed terrestrial commu‑
nication infrastructure is still the main approach for providing
robust and cost-effective services. To satisfy the requirement
of temporal and spatial non-uniform traffic and to simultane‑
ously save energy, flexible BS sleeping and awake schemes
play important roles in saving energy at BSs[42].
2.1.2 Increased Mobile Devices and Wireless Access
According to Cisco, there were 8.8 billion mobile devices

and wireless connections in 2018, induduing 4.9 billion smart
phones and 1.1 billion IoT devices[48]. 42% of the devices en‑
joyed wireless services through 4G cellular networks. Due to
the continuous prosperity of sensors, intelligent furniture, In‑
ternet of vehicles, smart city and medical applications, and
the continuous penetration of vertical industry with 5G net‑
works, there will be 28.5 billion wireless devices by 2022[49],
among which 51% (14.6 billion) of the devices are battery-
powered machine-to-machine (M2M) devices. It is estimated
that by 2025, the global network standby energy consumption
of IoT edge devices will approach 46 TWh[50], which is about
equivalent to the annual electricity consumption of Portugal in
2019[51].
The massive wireless connectivity brings a great challenge

to the wireless access networks due to massive connection re‑
quests, ultra-heavy traffic load, limited battery of wireless de‑
vices, and diverse levels of subscribers. Moreover, burst ac‑
cess attempts may happen due to some unexpected events
such as power failure, which will lead to a sharp increase of
control signaling, network congestion, and further increased
energy consumption. In addition, handover of massive devices
among heterogeneous networks introduces complex interopera‑
tion and resource managements, which also causes the in‑
crease of energy consumption. Low energy consumption and
improved energy efficiency are crucially important for wireless
communications in future networks.
2.2 Challenges of Green Aerial Networking
Although aerial platform-based communications can save

more energy than ground communications, the explosive
growth of aircrafts in wireless communications and the high-
dynamically changed topology bring new challenges to the
green communications. The UAV is the most widely applied
aircraft for wireless communications due to its flexible mobil‑
ity, cost-efficient and rapid deployment, and LoS communica‑
tion support. The Federal Aviation Administration (FAA)
pointed out that, by 2024, the world will see the emergence
of 1.48 million recreational Unmanned Aircraft System
(UAS) fleets[52].
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energy charging technology for sensors nodes. Leveraging
SWIPT in AGIHN, the aerial platforms can effectively charge
ground terminals and improve energy efficiency by exploiting
the benefit of flexible mobility. In addition, SWIPT combined
with IRS in aircrafts can further improve the energy harvesting
efficiency[38].

2 Challenges of Green AGIHN
According to the forecasts of International Energy Agency

(IEA) and Global Electronic Sustainability Initiative (GESI),
the information and communication technology (ICT) industry
currently consumes 2%– 4% of the global energy, which is
equivalent to the amount of energy consumption of the avia‑
tion industry[39]. The huge energy consumption not only in‑
creases operating costs, but also brings series of resource and
environment problems. It is requested by the ITU that the
global ICT industry reduce greenhouse gas (GHG) emissions
by 45% from 2020 to 2030[40]. How to improve energy efficien‑
cy of the communication industry is an urgent problem to be
solved in the 6G era.
In AGIHN, aircrafts acting as information carriers can re‑

duce more energy consumption and provide better energy-effi‑
cient services compared with terrestrial networks due to the re‑
duced energy consumption of ancillary facilities such as the
air conditioner at BSs. Nevertheless, the green communication
in AGIHN still faces many challenges.
2.1 Challenges of Green Terrestrial Networking in AGIHN

2.1.1 Optimized Deployment of BS and AP
In AGIHN of the 6G era, more ground BSs and APs will be

deployed to accomplish the requirement of ultra-high data rate
services. More infrastructures will be established to support
the deployment and operation of BSs and APs. Accordingly,
more energy will be consumed. According to energy efficiency
requirements for telecommunications proposed by Verizon[41],
BSs consume nearly 80% of the energy consumed in cellular
networks while the power amplifiers and air conditioners con‑
sume almost 70% of the total energy at BSs[42]. It is reported
by Huawei that the maximum energy consumption of a 5G BS
is about 11.5 kW, which is 10 times of that of a 4G BS[43].
However, according to Daiwa’s prediction, the number of 5G
BSs will be four times that of 4G BSs in their respective
eras[44]. With the employment of advanced wireless technolo‑
gies, the deployment of BSs will be much denser in 6G net‑
works. It is foreseen that there will be up to 40 000 sub-net‑
works per km2 in 6G networks[45]. Optimizing the deployment
of BSs and APs is one of the key approaches in reducing the
energy consumption in AGIHN.
In addition, the ground wireless traffic is non-uniformly dis‑

tributed in both time and space. It is predicted that the data
traffic in the downtown of Milan is 4 times of that in Boccono
University located in suburb[46]. An analysis report of data traf‑

fic in Shanghai reveals that the data traffic in residential areas
is 1.5 times of that in office areas[47]. Moreover, the ratio of day-
time traffic amount to night-time traffic is around 0.8 in resi‑
dential areas while it is up to 1.4 in office areas. Although aer‑
ial networks can provide flexible services for ground terminals
in such areas with non-uniform traffic, fixed terrestrial commu‑
nication infrastructure is still the main approach for providing
robust and cost-effective services. To satisfy the requirement
of temporal and spatial non-uniform traffic and to simultane‑
ously save energy, flexible BS sleeping and awake schemes
play important roles in saving energy at BSs[42].
2.1.2 Increased Mobile Devices and Wireless Access
According to Cisco, there were 8.8 billion mobile devices

and wireless connections in 2018, induduing 4.9 billion smart
phones and 1.1 billion IoT devices[48]. 42% of the devices en‑
joyed wireless services through 4G cellular networks. Due to
the continuous prosperity of sensors, intelligent furniture, In‑
ternet of vehicles, smart city and medical applications, and
the continuous penetration of vertical industry with 5G net‑
works, there will be 28.5 billion wireless devices by 2022[49],
among which 51% (14.6 billion) of the devices are battery-
powered machine-to-machine (M2M) devices. It is estimated
that by 2025, the global network standby energy consumption
of IoT edge devices will approach 46 TWh[50], which is about
equivalent to the annual electricity consumption of Portugal in
2019[51].
The massive wireless connectivity brings a great challenge

to the wireless access networks due to massive connection re‑
quests, ultra-heavy traffic load, limited battery of wireless de‑
vices, and diverse levels of subscribers. Moreover, burst ac‑
cess attempts may happen due to some unexpected events
such as power failure, which will lead to a sharp increase of
control signaling, network congestion, and further increased
energy consumption. In addition, handover of massive devices
among heterogeneous networks introduces complex interopera‑
tion and resource managements, which also causes the in‑
crease of energy consumption. Low energy consumption and
improved energy efficiency are crucially important for wireless
communications in future networks.
2.2 Challenges of Green Aerial Networking
Although aerial platform-based communications can save

more energy than ground communications, the explosive
growth of aircrafts in wireless communications and the high-
dynamically changed topology bring new challenges to the
green communications. The UAV is the most widely applied
aircraft for wireless communications due to its flexible mobil‑
ity, cost-efficient and rapid deployment, and LoS communica‑
tion support. The Federal Aviation Administration (FAA)
pointed out that, by 2024, the world will see the emergence
of 1.48 million recreational Unmanned Aircraft System
(UAS) fleets[52].
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A small UAV usually needs 20 to 200 W/kg to fly[53]. It is
usually powered by on-board batteries. Different types of
UAVs carry different battery capacities. For example, the Sky‑
walker fixed-wing UAV carries four 8 500 mAh batteries in
series, while the AKS Raven X8 multi-rotor UAV carries two
10 000 mAh batteries[54]. The battery power consumption of
30 kg to 35 kg UAVs to complete a flight mission (i.e., lifting
up, hover, flight, and landing) is about 12.53% and 13.82% of
the full amount[55]. The power consumption of Wi-Fi and GPS
communications of a small UAV with the weight of 865 g is
about 8.3 W, and that of horizontal flight is 310 W[56]. There‑
fore, in the case of limited battery, reducing the power con‑
sumption of UAV can provide longer endurance and communi‑
cation services.
2.2.1 Green Communication Module
Limited battery limits the performance of aerial transmis‑

sions. Improving the energy efficiency of communication mod‑
ules of aircrafts and increasing the battery capacity are the
two main approaches for green communications of aerial net‑
working. Aircraft placement, trajectory optimization, power
control, flight duration optimization, resource and interference
management, and handover in high-dynamic networks are the
main factors influencing the energy consumption and energy
saving in AGIHN.
Radio propagation and load balance among BSs or APs are

closely related with the placement and trajectory design of aer‑
ial communication platforms. For HAPs, the placement optimi‑
zation directly influences the load balance between HAPs and
ground BSs. Appropriate placement of HAPs can extend wire‑
less coverage, improve network throughput, and further reduce
energy consumption of the communication modules. For
LAPs, optimized trajectory design can improve network
throughput, reduce energy consumption, and extend flight du‑
ration. The trajectory design of multi-UAV networking can fur‑
ther provide seamless connectivity for wireless terminals and
extend the coverage area of aerial networks. It should be noted
that collision avoidance among multiple UAVs should be con‑
sidered in the trajectory design. Frequency reuse, spectrum
sharing, and power control are key factors in resource and in‑
terference management between aerial networks and terrestri‑
al cellular networks. Flexible and adaptive frequency reuse
and power control can decrease interference among aerial
nodes and ground nodes, which can further improve network
throughput and improve energy efficiency.
2.2.2 Green Flight Module
A UAV consumes more propulsion power in flight than in

hover[56]. LAPs have the advantage of mobility compared with
HAPs while they consume more power due to their high-dy‑
namic mobility. The flight power consumption of a fixed-wing
UAV can be expressed as functions of its velocity V and accel‑
eration a (t)[57]:

P (V,a (t)) = c1V 3 + c2V +
c2
Vg2

a2 (t) , (1)

where c1 = ρCD0S/2 and c2 = 2W 2 / ( )πe0AR ρS are two parame‑
ters (where ρ and CD0 are the air density and zero-lift drag coef‑
ficient, respectively, S and W are the wing area and aircraft
weight, respectively, and e0 and AR denote the wing span effi‑ciency and aspect ratio of the wing, respectively); g is the grav‑
itational acceleration. According to Eq. (1), we can see that
the energy consumption increases with the increase of velocity
and the absolute value of acceleration, which means that more
energy will be consumed with higher flight speed and faster
change of the speed. Therefore, in order to achieve green
flight of UAV and further to achieve green aerial communica‑
tions, the UAV should move as smoothly as possible while im‑
proving the transmission performance. The flight power con‑
sumption of a rotary-wing UAV is a function of the UAV veloc‑
ity, which is given by Ref. [58]:

P (V) = P0 (1 + 3V 2U 2tip ) +
Pi ( 1 + V 4

4v40 -
V 2

2v20 )
1/2

+ 12 d0 ρsAV 3, (2)

where P0 = δρsAΩ 3R/8 and Pi = ( )1 + k W 3 2 / 2ρA are two
parameters representing the blade profile power and induced
power of the UAV in hover, respectively (where δ is the profile
drag coefficient, s and A are the rotor stiffness and rotor disc
area, respectively, Ω and R denote the blade angular velocity
and rotor radius, respectively, and k denotes the incremental
correction factor to induced power); U tip is the rotor tip veloci‑ty; v0 is the average rotor induced velocity in hover; d0 denotesthe fuselage drag ratio. According to Eq. (2), the first and the
third terms are the power required to overcome the profile
drag of the blades and the fuselage drag, respectively, which
increases with the square and cubic of the velocity. The sec‑
ond term is the power required to overcome the induced drag
of the blades, which decreases with the velocity. It is verified
in Ref. [58] that the total power consumption first decreases
and then increases with the increase of UAV velocity, which
means that the energy consumption can be minimized with the
optimal UAV velocity.
As a result, the improvement of transmission quality and en‑

ergy efficiency in AGIHN should take flight consumption into
consideration. There are three main research directions for en‑
ergy-saving UAV communications: the optimization of flight
radius and velocity with a fixed trajectory[59]; the joint optimi‑
zation of UAV trajectory, acceleration, and velocity[60]; the
trade-off between performance improvement and energy con‑
sumption[61].

3 Key Technologies in Green AGIHN
How to realize energy-efficient network collaboration and

integration of heterogeneous networks in AGIHN is one of the
keys to SAGIN. In this section, several promising technologies
for harvesting energy and reducing energy consumption in
AGIHN are analyzed.
3.1 Energy Harvesting Technology
Energy harvesting technologies are promising approaches to

prolonging battery life and providing extra power in green com‑
munications by collecting external energy resources such as
light, heat, electromagnetic, and mechanical. Wireless power
transfer (WPT) and SWIPT are two energy harvesting technolo‑
gies for transporting energy with electromagnetic energy. WPT
is a basic energy harvesting technology while SWIPT is an en‑
ergy harvesting technology that integrates WPT and the com‑
munication function, i.e., SWIPT can simultaneously transmit
information signals while transporting electromagnetic energy.
Leveraging WPT and SWIPT in AGIHN can realize remote

charging and mutual charging among aircrafts. However, the
mutual energy transport definitely causes increased energy
consumption. Traditional energy collection technologies such
as solar and wind systems can be combined as a RF energy
source to reduce consumption of non-green energy, which is a
promising research direction for AGIHN. For example, charg‑
ing LAPs with solar-powered satellites and HAPs can prolong
the flight duration of LAPs and enhance the stability of aerial
networking. Moreover, the LAPs can further charge each other
by exploiting the benefits of LoS links and charge ground ter‑
minals with two-hop wireless energy transmission. In addition,
leveraging IRS in SWIPT-assisted LAP system can simultane‑
ously improve the network performance and enhance the ener‑
gy transmission efficiency[38].
3.2 Cooperative Communications
Cooperative transmission can improve network performance

by coordinating multiple diverse nodes to exploit the multi‑
plexing gain and diversity gain. In AGIHN, coordinating multi‑
ple aerial nodes as information signal sources can provide sig‑
nificantly improved capacity and coverage performance with
LoS links, flexible-changed topology, and adaptive resource
coordination. The transmission power of aerial nodes can be
greatly reduced due to the decreased path loss fading. Further,
coordinating multiple aerial nodes as electromagnetic energy
sources can realize rapid power charging and network restora‑
tion and reconstruction. Coordinating aerial nodes and ground
BSs can provide more energy-efficient transmissions than coor‑
dinating only ground BSs due to the reduced transmission
power of aerial nodes and the exemption of energy consump‑
tion of BS infrastructures. Especially, the energy efficiency of
cell edge users can be significantly improved by deploying pe‑
riodic UAVs at the edge of ground BSs and periodically coor‑
dinating UAVs-enabled BSs or relays with the ground BSs[62].

Coordination and cooperation of ground nodes and aerial
nodes can realize improved energy efficiency in AGIHN. How‑
ever, the high-dynamic network topology, non-uniform data
traffic, and random perturbation of aerial platforms bring great
challenges to the cooperative communications in AGIHN. The
high-dynamic network topology introduces frequent disconnec‑
tion and reconnections, which brings huge signaling overhead.
Blockchain based access registration provides a way in reduc‑
ing the signaling overhead[63]. Non-uniform data traffic brings
challenges to the user scheduling and traffic load coordination
among cooperative nodes, which further causes tradeoff be‑
tween balanced traffic offloading and efficient energy con‑
sumption. The random perturbation of aerial platforms causes
non-robust and inefficient transmission links between a pair of
transceivers. Accurate estimation of platform perturbation, ap‑
propriate compensation for perturbation, and adaptive power
allocation and beam adjusting are required for energy-efficient
communications in AGIHN.
3.3 Integrating Intelligence into Green AGIHN
AI technologies, especially machine learning (ML) and big

data analysis, are promising and widely acknowledged solu‑
tions to smart network control and network management. AI
has already been applied in mobile networks from physical
layer design to network layer control. Leveraging AI in 6G net‑
works is an inevitable trend. In green AGIHN, AI can be ap‑
plied in many aspects including intelligent architecture de‑
sign, real-time network data analysis, flexible aerial platform
control, secure aerial platform tracing, smart platform posi‑
tion, high-efficient energy harvesting, intelligent routing, intel‑
ligent caching and computing, intelligent sleeping and wake-
up mechanisms, adaptive and efficient resource allocation and
scheduling, etc.
Leveraging intelligence into AGIHN can realize enhanced

energy efficiency by globally optimizing the network control
and management. However, mechanisms adopted to realize in‑
tellectualization will bring additional energy consumption, es‑
pecially for the intelligent network management through glob‑
al control or massive data analysis. Therefore, energy-efficient
intelligent network control and management mechanisms are
required in green AGIHN.

4 Conclusions
Facing the high complexity and diversity of future networks

and the proliferation of wireless devices, AGIHN is consid‑
ered as a cost-effective approach to ubiquitous coverage and
ultra-high throughput. With the increasing scarcity of natural
resources and complexity of the radio environment, it is urgent
to solve the problems of green AGIHN to reduce energy con‑
sumption and to improve energy efficiency. In this paper, we
first introduced the integration of AGIHN and 6G networks.
Then, the challenges of green AGIHN were analyzed from the
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3 Key Technologies in Green AGIHN
How to realize energy-efficient network collaboration and

integration of heterogeneous networks in AGIHN is one of the
keys to SAGIN. In this section, several promising technologies
for harvesting energy and reducing energy consumption in
AGIHN are analyzed.
3.1 Energy Harvesting Technology
Energy harvesting technologies are promising approaches to

prolonging battery life and providing extra power in green com‑
munications by collecting external energy resources such as
light, heat, electromagnetic, and mechanical. Wireless power
transfer (WPT) and SWIPT are two energy harvesting technolo‑
gies for transporting energy with electromagnetic energy. WPT
is a basic energy harvesting technology while SWIPT is an en‑
ergy harvesting technology that integrates WPT and the com‑
munication function, i.e., SWIPT can simultaneously transmit
information signals while transporting electromagnetic energy.
Leveraging WPT and SWIPT in AGIHN can realize remote

charging and mutual charging among aircrafts. However, the
mutual energy transport definitely causes increased energy
consumption. Traditional energy collection technologies such
as solar and wind systems can be combined as a RF energy
source to reduce consumption of non-green energy, which is a
promising research direction for AGIHN. For example, charg‑
ing LAPs with solar-powered satellites and HAPs can prolong
the flight duration of LAPs and enhance the stability of aerial
networking. Moreover, the LAPs can further charge each other
by exploiting the benefits of LoS links and charge ground ter‑
minals with two-hop wireless energy transmission. In addition,
leveraging IRS in SWIPT-assisted LAP system can simultane‑
ously improve the network performance and enhance the ener‑
gy transmission efficiency[38].
3.2 Cooperative Communications
Cooperative transmission can improve network performance

by coordinating multiple diverse nodes to exploit the multi‑
plexing gain and diversity gain. In AGIHN, coordinating multi‑
ple aerial nodes as information signal sources can provide sig‑
nificantly improved capacity and coverage performance with
LoS links, flexible-changed topology, and adaptive resource
coordination. The transmission power of aerial nodes can be
greatly reduced due to the decreased path loss fading. Further,
coordinating multiple aerial nodes as electromagnetic energy
sources can realize rapid power charging and network restora‑
tion and reconstruction. Coordinating aerial nodes and ground
BSs can provide more energy-efficient transmissions than coor‑
dinating only ground BSs due to the reduced transmission
power of aerial nodes and the exemption of energy consump‑
tion of BS infrastructures. Especially, the energy efficiency of
cell edge users can be significantly improved by deploying pe‑
riodic UAVs at the edge of ground BSs and periodically coor‑
dinating UAVs-enabled BSs or relays with the ground BSs[62].

Coordination and cooperation of ground nodes and aerial
nodes can realize improved energy efficiency in AGIHN. How‑
ever, the high-dynamic network topology, non-uniform data
traffic, and random perturbation of aerial platforms bring great
challenges to the cooperative communications in AGIHN. The
high-dynamic network topology introduces frequent disconnec‑
tion and reconnections, which brings huge signaling overhead.
Blockchain based access registration provides a way in reduc‑
ing the signaling overhead[63]. Non-uniform data traffic brings
challenges to the user scheduling and traffic load coordination
among cooperative nodes, which further causes tradeoff be‑
tween balanced traffic offloading and efficient energy con‑
sumption. The random perturbation of aerial platforms causes
non-robust and inefficient transmission links between a pair of
transceivers. Accurate estimation of platform perturbation, ap‑
propriate compensation for perturbation, and adaptive power
allocation and beam adjusting are required for energy-efficient
communications in AGIHN.
3.3 Integrating Intelligence into Green AGIHN
AI technologies, especially machine learning (ML) and big

data analysis, are promising and widely acknowledged solu‑
tions to smart network control and network management. AI
has already been applied in mobile networks from physical
layer design to network layer control. Leveraging AI in 6G net‑
works is an inevitable trend. In green AGIHN, AI can be ap‑
plied in many aspects including intelligent architecture de‑
sign, real-time network data analysis, flexible aerial platform
control, secure aerial platform tracing, smart platform posi‑
tion, high-efficient energy harvesting, intelligent routing, intel‑
ligent caching and computing, intelligent sleeping and wake-
up mechanisms, adaptive and efficient resource allocation and
scheduling, etc.
Leveraging intelligence into AGIHN can realize enhanced

energy efficiency by globally optimizing the network control
and management. However, mechanisms adopted to realize in‑
tellectualization will bring additional energy consumption, es‑
pecially for the intelligent network management through glob‑
al control or massive data analysis. Therefore, energy-efficient
intelligent network control and management mechanisms are
required in green AGIHN.

4 Conclusions
Facing the high complexity and diversity of future networks

and the proliferation of wireless devices, AGIHN is consid‑
ered as a cost-effective approach to ubiquitous coverage and
ultra-high throughput. With the increasing scarcity of natural
resources and complexity of the radio environment, it is urgent
to solve the problems of green AGIHN to reduce energy con‑
sumption and to improve energy efficiency. In this paper, we
first introduced the integration of AGIHN and 6G networks.
Then, the challenges of green AGIHN were analyzed from the
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aspects of green terrestrial network and green aerial network.
Following the analysis, several promising green technologies
that can be employed in AGIHN have been discussed.
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Abstract: Energy harvesting (EH) technology is developed with the purpose of harnessing
ambient energy in different physical forms. Although the available ambient energy is usually
tiny, not comparable to the centralized power generation, it brings out the convenience of on-
site power generation by drawing energy from local sources, which meets the emerging pow‑
er demand of long-lasting, extensively-deployed, and maintenance-free Internet of Things
(IoT). Kinetic energy harvesting (KEH) is one of the most promising EH solutions toward the
realization of battery-free IoT. The KEH-based battery-free IoT can be extensively deployed
in the smart home, smart building, and smart city scenarios, enabling perceptivity, intelli‑
gence, and connectivity in many infrastructures. This paper gives a brief introduction to the
configurations and basic principles of practical KEH-IoT systems, including their mechani‑
cal, electrical, and computing parts. Although there are already a few commercial products
in some specific application markets, the understanding and practice in the co-design and
optimization of a single KEH-IoT device are far from mature, let alone the conceived multia‑
gent energy-autonomous intelligent systems. Future research and development of the KEH-
IoT system beckons for more exchange and collaboration among mechanical, electrical, and
computer engineers toward general design guidelines to cope with these interdisciplinary en‑
gineering problems.
Keywords: kinetic energy harvesting; battery-free solution; Internet of Things; co-design
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1 Background

The on-going development trend of the Internet on
Things (IoT) technology has attracted a lot of interests
from the communication and computer research com‑
munities, as well as numerous investments in the relat‑

ed industries. The topics of wireless communication and com‑
putational intelligence have caught the most attention. For
wireless communication, existing technologies can be catego‑
rized according to their spatial scopes. Rooted from the radio-

frequency identification (RFID) technology, the near field
communication (NFC) is already very mature for connecting
things in a very short distance, that is to say, less than several
centimeters. For a longer distance around a human user, rang‑
ing from a few centimeters to a few meters, the wireless per‑
sonal area network (WPAN) is also very mature. Bluetooth and
Zigbee are two of the most prevailing WPAN technologies for
the IoT. Unlike general Wi-Fi communication, the low-power
feature is usually emphasized in the WPAN for the IoT. To
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connect things in an even longer distance, we need the low
power wide area network (LPWAN). Narrow-band Internet of
Things (NB-IoT) and Long Range (LoRa) technologies are the
two most representative technologies of LPWAN. In particu‑
lar, NB-IoT is compatible with the existing cellular networks
and operates in licensed frequency bands; it might be con‑
structed as essential infrastructure for communication in the
visible future.
Wireless communication is the main battlefield of IoT tech‑

nology. As mentioned above, different wireless communication
technologies for different targeted ranges have already been
proposed and received extensive investigations. On the other
hand, we should also keep in mind that all things with sens‑
ing, computing, or communication capabilities need electric
power to run. Compared with wireless communication, the
wireless power transfer or power generation technologies in
different distance ranges are far from mature. The near-field
case is the most mature, given the rapid development of wire‑
less power transfer (WPT) technology in the last two de‑
cades[1]. For the WPAN range, electric power can hardly be
transferred efficiently to passive devices, which do not carry
long-term energy storage, on edge. The WPAN-level backscat‑
ter communication has recently attracted a lot of research in‑
terest[2–3]. These backscatter devices only scavenge tiny ener‑
gy from the transmitter to alter their radio frequency (RF) char‑
acteristics and deliver low throughput data, rather than active‑
ly send back signals[4]. For the things in the wider WPAN or
LPWAN scopes, wireless power transfer is invalid, as the pow‑
er attenuation of the RF signal is proportional to the cube of
the distance between the transmitter and receiver. To keep
things connected in such a wide range, they must bring their
own energy storage or be able to harvest energy by themselves
in their surroundings[5–6]. In the long run, the energy harvest‑
ing (EH) technology is the only option to provide continuous
power supply to many scattered things for supporting their ev‑
erlasting operation[7–8]. Once all things become energy-autono‑
mous, many benefits, such as maintenance-free operation and
ubiquitous deployment, can be achieved. The EH technology
is naturally linked with the battery-free IoT applications; oth‑
erwise, the tiny ambient energy means almost nothing com‑
pared with the centralized large-scale power generation or
even the storable energy in chemical batteries1. Therefore, at
the current stage and from the practical point of view, EH
should be first regarded as a backbone technology toward the
realization of massively deployed and everlasting low-power
IoT, rather than taken as a substitution of general power gener‑
ation technology. The ambient energy sources are usually char‑
acterized as volatile sources, like most renewable sources
such as solar and wind power. The EH devices should be de‑
signed not only to handle these volatile sources but also to

closely meet the demand of low-power IoT in time. The scarce
and volatile energy supply in practice and the reliable and
timely information demand in expectation together impose the
biggest challenge in the co-design and optimization of EH-IoT
systems.

2 Kinetic Energy Harvesting
Besides harvesting energy from the conventional renewable

ambient energy sources such as the solar source2, the other
most popular and extensively investigated EH technologies in‑
clude the RF EH, thermoelectric EH (TEH), and kinetic EH
(KEH). Among those energy sources, the kinetic one is
unique. On the one hand, electric machine technology has ma‑
turely been used for many years for large-scale electromechan‑
ical power generation. Kinetic energy is a must step in most
centralized power generation processes. For example, in coal-
fired, nuclear, and hydro-power plants, energy is converted
through turbines and electromagnetic generators into electrici‑
ty. On the other hand, the small-scale kinetic energy harvest‑
ing technology has caught people’s attention for just one or
two decades. Different from the centralized generation and
power grid facilities, in which the power flows among the pow‑
er generation, transmission, distribution, and utilization stages
are intensively and precisely controlled, a small-scale KEH-
IoT is a self-contained and energy-autonomous system. It has
to be sustainable against environmental uncertainties (inter‑
mittent or random vibrations), and execute the sensing, com‑
puting, and communication functions correctly and timely ac‑
cording to the information demand.
In a word, toward practical application, it is inappropriate

to merely emphasize the KEH design as either a mechanical
dynamics problem, or an electrical power conversion problem,
or a computational problem. Perfect coordination among me‑
chanical dynamics, electrical power conversion and informa‑
tion processing is what we are looking for toward the success‑
ful development and application of a KEH-IoT system.
2.1 System Overview
A KEH-IoT system connects three major physical domains:

the mechanical, electrical, and cyber domains. Fig. 1 shows
the general block diagram of a KEH-IoT system, in which the
three domains are distinguished with different colors. The me‑
chanical kinetic energy excites the vibration or movement of
the mechanical structure. A mechanical transformer transfers
the excitation to the transducer input with a specific force or
displacement ratio to match the kinetic source and transducer
mechanical characteristics. An electromechanical transducer
converts the mechanical energy into an electrical one, which
is in an AC (alternating current) form. Following the transduc‑

1. The available power from the ambient energy sources is very tiny, usually from micro-watt to watt scales.
2. Different from the large-scale solar panel, the solar energy harvesting is usually referred to as the on-site power generation using small photovoltaic panels.
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er electrical output, there are several stages of power electron‑
ic modules for adapting the extracted power into a stable logic
voltage level. The interface circuit carries out the AC-DC (al‑
ternating current to direct current) conversion, which is usual‑
ly called rectification. At the same time, it can collaborate
with a following and optional DC-DC maximum power point
tracking (MPPT) stage for extracting more power from the vi‑
brating mechanical structure. The extracted energy is stored
in a storage device, such as a chemical battery, a super-capac‑
itor, or sometimes just a small buffer capacitor for immediate
utilization. Since the storage level might be floating, which is
likely to give a fluctuating output voltage, a DC-DC regulator
is necessary for providing a stable and reliable voltage level
for powering digital electronics.
In the previous studies, people mostly studied a KEH system

by considering the theoretical model and practical design of its
mechanical structure and/or electrical circuit[9–11]. However, re‑
cent research on energy harvesting based IoT systems has
shown that, when doing computation with scarce and volatile
energy supply, there might be more stories than most people,
who are working on mechanical or/and electrical designs, have
thought[12]. Therefore, the effect of an IoT load should not be
simply taken as an equivalent constant resistive load. In a KEH-
IoT system, the dynamics produced by its computing demand is
as important as the electromechanically coupled dynamics. In
Fig. 1, the cyber part is usually composed of a microprocessor,
sensors, the RF transceiver, the digital interface and control of
the power converters, and more importantly and necessarily, the
software codes. The power management hardware design and
the embedded software act crucial roles in moderating the KEH
harvested power (as an income) and IoT information demand (as
an outcome). The energy and information flows within a KEH-
IoT system are also illustrated in Fig. 1.
To give a more intuitive idea of a KEH-IoT system, Fig. 2

shows a typical piezoelectric KEH system. The base vibration
corresponds to the kinetic energy source. The cantilever beam
and proof mass together act as a mechanical transformer. The
electrical part includes a bridge rectifier for AC-DC rectifica‑
tion and a filter capacitor as the energy storage/buffer. The IoT
load is not specified here. It might carry out some sensing,
computing, or communication functions in general. Given the

scarce energy that can be harvested with a piezoelectric ener‑
gy harvester, the hardware and software of the IoT load must
be carefully designed by referring to the energy-aware comput‑
ing technology.
2.2 Mechanical Design
The modeling and design of KEH systems have attracted a

lot of research interest from mechanical engineers during the
last two decades[10, 13–15]. It is intuitively understandable that
removing energy from a vibration system must result in an in‑
crease of its damping coefficient. The damping effect was
quantitatively investigated in the previous studies[16–18]. In
some designs, harvesting energy might also change the system
dynamics from the electrical side as well[19–21]. A large branch
of studies focuses on the theoretical modeling of mechanical
dynamics when the system is subjected to different loading
conditions, i.e., to understand the behavior of the KEH system
in terms of vibration dynamics and harvested power[22–23]. An‑
other biggest category of studies investigated how to modify or
redesign the structural configurations toward some objectives,
such as
• enhancing the harvesting capability by matching the stroke
or force between the mechanical energy source and the trans‑
ducer mechanical-side input [24];

▲Figure 1. Block diagram of a kinetic energy harvesting (KEH)-IoT system
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▲Figure 2. A typical piezoelectric KEH system
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• broadening the harvesting bandwidth[25];
• adapting to vibrations from different spatial directions[26];
• adapting to different types of vibration patterns, such as har‑
monic, intermittent, or random vibrations[27];
• better exploring different kinetic sources, such as human
motion[24], fluid[28], or gust[29];
• focusing elastic wave energy for better feeding the energy
harvester[30–31].
As illustrated in Fig. 1, two of the most important mechani‑

cal aspects of a KEH system is the kinetic energy source and
mechanical transformer. Different from their solar and RF
counterparts, and even the thermoelectric energy sources, ki‑
netic sources might have a lot of different possible patterns
and affluent dynamic characteristics. Environmental vibra‑
tions are usually characterized as random excitation[32–33],
which has a very broad power spectrum. Some machine vibra‑
tions are harmonic[22–23] or periodic[27, 34], i. e., only component
vibrations at some narrow frequency bands. Besides, some
movements, in particular the fluid movements, are with con‑
stant current[28, 35]; while some others are shock- or impact-
based[36–37]. Therefore, there seems no such a universal struc‑
ture that can optimally harness energy from all kinds of vibra‑
tion conditions. Customization is a must for any given vibra‑
tion/motion scenario. Understanding the characteristics of dif‑
ferent mechanical vibration sources is very important for de‑
signing their specific KEH systems.
Considering the mechanical mismatch between the source

and transducer, in terms of strain or stress range, resonance
frequency, etc., a mechanical transformer (a kind of rigid-body
or deformable mechanism) must be used to accommodate the
vibration source and transducer input. Many scholars have
made in-depth discussions on strain range matching[38–39] and
frequency matching[14–15]. In particular, numerous mechanical
designs were proposed to broaden the energy harvesting band‑
width. These designs include the resonant tuning[40], multi-
mode energy harvester[41], frequency-up design[27] and nonlin‑
ear structure[42].
The electromechanical transducer, which enables the power

transformation from mechanical to electrical form, is one of
the essential components in a KEH system. A transducer has
both mechanical and electrical characteristics, which are mu‑
tually influenced or coupled in short. The most investigated
electromechanical transducers used for KEH include the elec‑
tromagnetic[43], piezoelectric[10, 13, 43–44], and electrostatic[45–46]
ones. Table 1 summarizes the pictures and features of these
three types of transducers. Due to their different coupling fea‑
tures, people tend to use them in some specific or preferred
scenarios. For instance, when the kinetic energy is associated
with rapid movements, it is more appropriate to use electro‑
magnetic harvesters; when it is associated with large force or
structural deformation, it is more suitable to use piezoelectric
harvesters. A mechanical transformer, such as a lever or gear‑
box, can help match the vibration source and transducer in

terms of their force or displacement ranges. Electrostatic har‑
vesters are more suitable in micro-electromechanical system
(MEMS) scale designs. Some flexible transducers, such as tri‑
boelectric and soft piezoelectric materials, are very popular in
the research communities nowadays[47–49]. Their electrical
principle can be referred to as either of these three types of
transducers. The studies of high power-density and flexible
transducers have also attracted a lot of research interests from
material scientists[50–53].
2.3 Power Conditioning Circuit
The electric circuit design was another research hot spot

during the last two decades. As shown in Fig. 1, the electrical
parts in green connect the mechanical parts in khaki and the
cyber parts in blue. The modern power electronics technology
provides an effective solution to better harness the incoming
fluctuating power flow and adequately satisfying the energy de‑
mand for timely information processing. The power condition‑
ing circuits built from fundamental power electronics play an
essential role in the KEH-IoT system[54]. They should be de‑
signed toward some objectives, such as
• extracting more power by making proper intervention to the
source dynamics;
• achieving high power conversion efficiency under load varia‑
tion for maintaining efficient use of the extracted energy;
• better mediating the volatile energy supply and the asynchro‑
nous energy demand in edge computing.
Generally speaking, all of the aforementioned micro-energy

generators produce AC voltages at the open-circuit condition.
The power conditioning circuit should be first designed for
adapting to the source characteristics. As shown in Fig. 1, the
immediate circuit block after the transducer is called the AC-
DC interface circuit. The simplest way to convert an AC volt‑
age into DC is through a diode bridge rectifier[55–58]. Regard‑
ing the internal impedance of these sources, they can be clas‑
sified into two big categories, inductive and capacitive sourc‑
es. The electromagnetic harvesters are inductive with small in‑
ternal impedance. Their generated voltage is relatively small
(usually from several mV to several V). The piezoelectric har‑
vesters are capacitive with large internal impedance. They
give a relatively high voltage output (several V to hundreds of
V). The electrostatic ones are also capacitive with an even
larger internal impedance. They give the highest voltage out‑
put (from tens of V to several kV). Since a diode is a semicon‑
ductor device with an almost constant sub-1-V forward voltage
drop, the voltage range covered by the piezoelectric case is the
easiest to handle, neither too small as the electromagnetic
case does, nor too large as the electrostatics case does. The
electromagnetic cases usually need a voltage multiplier to pas‑
sively boost the voltage level for easy utilization. The electro‑
static cases usually need better protection to avoid the break‑
down under a high voltage beyond the device rating. More‑
over, both electromagnetic and piezoelectric sources are self-
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• broadening the harvesting bandwidth[25];
• adapting to vibrations from different spatial directions[26];
• adapting to different types of vibration patterns, such as har‑
monic, intermittent, or random vibrations[27];
• better exploring different kinetic sources, such as human
motion[24], fluid[28], or gust[29];
• focusing elastic wave energy for better feeding the energy
harvester[30–31].
As illustrated in Fig. 1, two of the most important mechani‑

cal aspects of a KEH system is the kinetic energy source and
mechanical transformer. Different from their solar and RF
counterparts, and even the thermoelectric energy sources, ki‑
netic sources might have a lot of different possible patterns
and affluent dynamic characteristics. Environmental vibra‑
tions are usually characterized as random excitation[32–33],
which has a very broad power spectrum. Some machine vibra‑
tions are harmonic[22–23] or periodic[27, 34], i. e., only component
vibrations at some narrow frequency bands. Besides, some
movements, in particular the fluid movements, are with con‑
stant current[28, 35]; while some others are shock- or impact-
based[36–37]. Therefore, there seems no such a universal struc‑
ture that can optimally harness energy from all kinds of vibra‑
tion conditions. Customization is a must for any given vibra‑
tion/motion scenario. Understanding the characteristics of dif‑
ferent mechanical vibration sources is very important for de‑
signing their specific KEH systems.
Considering the mechanical mismatch between the source

and transducer, in terms of strain or stress range, resonance
frequency, etc., a mechanical transformer (a kind of rigid-body
or deformable mechanism) must be used to accommodate the
vibration source and transducer input. Many scholars have
made in-depth discussions on strain range matching[38–39] and
frequency matching[14–15]. In particular, numerous mechanical
designs were proposed to broaden the energy harvesting band‑
width. These designs include the resonant tuning[40], multi-
mode energy harvester[41], frequency-up design[27] and nonlin‑
ear structure[42].
The electromechanical transducer, which enables the power

transformation from mechanical to electrical form, is one of
the essential components in a KEH system. A transducer has
both mechanical and electrical characteristics, which are mu‑
tually influenced or coupled in short. The most investigated
electromechanical transducers used for KEH include the elec‑
tromagnetic[43], piezoelectric[10, 13, 43–44], and electrostatic[45–46]
ones. Table 1 summarizes the pictures and features of these
three types of transducers. Due to their different coupling fea‑
tures, people tend to use them in some specific or preferred
scenarios. For instance, when the kinetic energy is associated
with rapid movements, it is more appropriate to use electro‑
magnetic harvesters; when it is associated with large force or
structural deformation, it is more suitable to use piezoelectric
harvesters. A mechanical transformer, such as a lever or gear‑
box, can help match the vibration source and transducer in

terms of their force or displacement ranges. Electrostatic har‑
vesters are more suitable in micro-electromechanical system
(MEMS) scale designs. Some flexible transducers, such as tri‑
boelectric and soft piezoelectric materials, are very popular in
the research communities nowadays[47–49]. Their electrical
principle can be referred to as either of these three types of
transducers. The studies of high power-density and flexible
transducers have also attracted a lot of research interests from
material scientists[50–53].
2.3 Power Conditioning Circuit
The electric circuit design was another research hot spot

during the last two decades. As shown in Fig. 1, the electrical
parts in green connect the mechanical parts in khaki and the
cyber parts in blue. The modern power electronics technology
provides an effective solution to better harness the incoming
fluctuating power flow and adequately satisfying the energy de‑
mand for timely information processing. The power condition‑
ing circuits built from fundamental power electronics play an
essential role in the KEH-IoT system[54]. They should be de‑
signed toward some objectives, such as
• extracting more power by making proper intervention to the
source dynamics;
• achieving high power conversion efficiency under load varia‑
tion for maintaining efficient use of the extracted energy;
• better mediating the volatile energy supply and the asynchro‑
nous energy demand in edge computing.
Generally speaking, all of the aforementioned micro-energy

generators produce AC voltages at the open-circuit condition.
The power conditioning circuit should be first designed for
adapting to the source characteristics. As shown in Fig. 1, the
immediate circuit block after the transducer is called the AC-
DC interface circuit. The simplest way to convert an AC volt‑
age into DC is through a diode bridge rectifier[55–58]. Regard‑
ing the internal impedance of these sources, they can be clas‑
sified into two big categories, inductive and capacitive sourc‑
es. The electromagnetic harvesters are inductive with small in‑
ternal impedance. Their generated voltage is relatively small
(usually from several mV to several V). The piezoelectric har‑
vesters are capacitive with large internal impedance. They
give a relatively high voltage output (several V to hundreds of
V). The electrostatic ones are also capacitive with an even
larger internal impedance. They give the highest voltage out‑
put (from tens of V to several kV). Since a diode is a semicon‑
ductor device with an almost constant sub-1-V forward voltage
drop, the voltage range covered by the piezoelectric case is the
easiest to handle, neither too small as the electromagnetic
case does, nor too large as the electrostatics case does. The
electromagnetic cases usually need a voltage multiplier to pas‑
sively boost the voltage level for easy utilization. The electro‑
static cases usually need better protection to avoid the break‑
down under a high voltage beyond the device rating. More‑
over, both electromagnetic and piezoelectric sources are self-
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tive components[62]. The maximum power transfer theorem is a
fundamental concept in circuit analysis; however, there were
still some studies that only qualitatively quoted such a con‑
cept without quantitative analysis. More studies discussing
conjugate impedance matching were conducted for piezoelec‑
tric KEH systems[23, 63–64]. For the electromagnetic case, the air
coil usually gives small inductance[65]. The inductive reac‑
tance is much lower than the resistance; therefore, the electro‑
magnetic case usually needs resistive matching. For the elec‑
trostatic case, the capacitance is usually extremely small[46]. It
produces a large capacitive reactance, which is hard to realize
a conjugate matching.
Theoretical studies discussed the impedance matching us‑

ing linear reactive components, whose values are too large to
be put in practical use[66–67]. The non-dissipative or less-dissi‑
pative impedance matching has been realized using the so-
called synchronized switch harvesting technology, which is im‑
plemented by using modern switched-mode power electronics.
Given the capacitive input impedance of piezoelectric trans‑
ducer, the synchronous electric charge extraction (SECE) [68]
and synchronized switch harvesting on inductor (SSHI)[69] were
proposed. The synchronized switch technology can produce a
matched or nearly-matched inductive load in a semi-passive
and energy-efficient way; therefore, they can enhance the har‑
vesting capability by several folds under the same excitation
condition. These switched-mode circuit solutions have stimu‑
lated a large batch of following studies[11, 41]. Since the inter‑
face design in piezoelectric KEH has such a significant effect,
the synchronized switch technology has also been utilized in
electromagnetic[70–71], and triboelectric (electrostatic) cas‑
es[72–73] for boosting the harvesting capability.
The KEH technology is designed to replace the large bat‑

tery storage in some applications. However, this does not
mean that the KEH systems have no energy storage devices.
Because the input power may be unstable in the KEH-pow‑
ered system, a relatively small storage device is needed as an
energy buffer or filter to improve the reliability in operation.
In the previous studies, it was found that the super-capacitors
have higher power density and longer lifetime than chemical
batteries. Therefore, the super-capacitors are more suitable to
provide energy buffers in a KEH system[74].
Before connecting to a digital circuit, the DC storage volt‑

age needs to be regulated to a specific logical voltage level.
We must choose a suitable regulator according to the charac‑
teristics of every specific KEH source. For example, piezoelec‑
tric transducers provide a relatively high voltage output; there‑
fore, the buck converter is usually used for voltage regulation
of piezoelectric systems, while the boost converter is mostly
used in electromagnetic systems. LTC3588 (Linear Technolo‑
gy Co.) is the most widely used DC-DC regulator integrated
circuit (IC) in piezoelectric KEH[75]. Different from the conven‑
tional pulse-width modulation (PWM) driven DC-DC convert‑
er, LTC-3588 works in Burst Mode (a registered trademark of

Linear Technology Corporation), which provides high efficien‑
cy at light loads. In the LTC3588, there is an internal under-
voltage locking (UVLO) threshold, which is fixed at 5 V
(LTC3588-1) or 16 V (LTC3588-2). Only by carefully select‑
ing the appropriate storage capacitor can a good trade-off be
made between larger energy storage capacity and rapid charg‑
ing response. Because the LTC3588 lacks a storage-level indi‑
cating signal, to better monitor and manage the stored energy,
we often need to add some additional power management cir‑
cuit design to ensure the energy build-up process[76–77]. Such a
storage-level indicating signal had better be programmable ac‑
cording to the software scheduling. In some other commercial
ICs, e.g., BQ25505 (Texas Instrument Co.) [78], there is a user-
defined battery-good indicator, whose threshold can be adjust‑
ed offline with a resistor network.

3 KEH-IOT
Given the fluctuating feature of most kinetic energy sources

as well as the scarce power output capability, the available en‑
ergy from a kinetic energy harvester might be unstable and
sometimes unpredictable. When building a KEH-IoT system
based on these KEH sources, power failures are very likely to
happen from time to time. The sensing, computing, and com‑
munication tasks carried out by a KEH-IoT system must take
sufficient consideration of such limitations and fluctuations.
In other words, these battery-free devices are fundamentally
different from most conventional computing systems because
they violate one of the most basic computing assumptions—a
stable power supply[79]. Therefore, building an organic KEH-
IoT system can neither easily replace the battery with an ener‑
gy harvester nor take an IoT node simply as an equivalent con‑
stant resistive load. Exploring the synergy among the mechani‑
cal, electrical, and cyber parts is necessary for a comprehen‑
sive co-design. To build the cyber part of a KEH-IoT system,
one has to know several aspects about the emerging battery-
free computing technology, i.e., energy-aware operations, com‑
puting modes, and useful development platforms.
3.1 Energy-Neutral and Power-Neutral Operations
In the last decade, tremendous efforts have been made to

cope with KEH dynamics and achieve a demand-supply bal‑
ance. The most commonly adopted model for energy utilization
is the energy-neutral operation. In such an operation, we use
relatively large energy storage for smoothing out the temporal‑
ly fluctuating dynamics from both energy supply and load con‑
sumption. Another alternative model is power-neutral opera‑
tion. In this operation model, the computational demand is in‑
stantaneously adapted to the harvested power, by which the
need for large energy storage is eliminated. Only a small ener‑
gy buffer is needed for a power-neutral system.
1) Energy-neutral operation: The idea of the energy-neutral

operation is to decouple the high-frequency dynamics of the
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ambient energy source and power consumption of the IoT
load, such that the energy supply and demand can be bal‑
anced over a long period. Neglecting the power dissipation
during conversion, the energy relation within a period T can
be formulated as follows:
E (0) + ∫0TPh ( t )dt = E (T ) + ∫0TPc ( t )dt, (1)

where Ph ( t ) and Pc ( t ) are the instantaneous harvested powerand consumed power at time t; E (0) and E (T ) are the stored
energy in the zero and T instants, respectively. Since E0 and
ET are finite, when T approaches infinite or a sufficiently largenumber, the energy-neutrality is achieved[80], i.e.,
∫0∞Ph ( t )dt = ∫0∞Pc ( t )dt. (2)
This concept of energy-neutral operation has been exten‑

sively accepted by many KEH-IoT designers[81]. For example,
Trinity[82] is a self-sustaining and self-contained indoor sens‑
ing system, which is powered by airflow-induced vibration. By
adding an energy storage device with suitable capacity, it can
smooth the short-term energy variations between supply and
demand. Without experiencing a power outage over a reason‑
able period T, the system might“look like”a battery-powered
system. It can perform continuous wind speed and tempera‑
ture monitoring and wireless communications. In addition, sev‑
eral hardware and software synergistic approaches have been
proposed to improve the average power generation -P h or re‑
duce the average power consumption -P c, such as the dynamic
energy burst scaling technology proposed in Refs. [7] and [83].
This technology uses a simple hardware interface consisting of
only a few digital inputs. It allows the system to dynamically
adjust the supply voltage according to the needs in operation
to minimize the energy consumption. Thus, the system using
this technology can operate efficiently with smaller energy
storage, although in some intervals, the harvested power is
much lower than the minimum power requirement of the load.
2) Power-neutral operation: Different from the energy-neu‑

tral operation, the power-neutral operation adaptively modu‑
lates the instantaneous power consumption to follow the dy‑
namic variation of harvested power; thereby, the required ener‑
gy storage capacity can be largely reduced. A small energy
buffer, such as a μF-level capacitor, is sufficient to support
the“once come, immediately serve”operation. Such a con‑
cept can mathematically express by taking T as an infinitesi‑
mally small number. When T → 0, the power relation in Eq.
(1) can be simplified by differentiating the both sides, such
that we can obtain[80]
Ph ( t ) = Pc ( t ). (3)
This equation implies that an instantaneous and timely sup‑

ply demand balance should be implemented in a power-neu‑
tral system. Otherwise, if the application requirement varies
independently of the harvested power, it might cause a waste
of harvested power in some good-harvest periods or degrada‑
tion of system performance, or even crash in some other bad-
crop periods.
In order to satisfy Eq. (3), the power-neutral system must

have a more flexible hardware and/or software strategy accord‑
ing to the stringent energy requirement. It can be carried out
by moderating its computing tasks using various controls pro‑
vided by the digital hardware[81]. For example, Hibernus[84–85]
achieves a power-neutral behavior on an advanced computing
platform. By controlling the central processing unit (CPU) fre‑
quency and the number of active cores, Hibernus can modu‑
late the power consumption in real time to match the harvest‑
ing dynamics. Compared with the energy-neutral KEH-IoT
systems, the power-neutral ones remove the large energy stor‑
age unit and its associating charging, monitoring, and conver‑
sion circuitry, and accordingly reduce the hardware complexi‑
ty and improve the energy efficiency.
3.2 Intermittent Computing
Energy-neutral and power-neutral operations only describe

the energy service condition of a KEH-IoT system. Each target
can be realized by utilizing different software or hardware
strategies. Intermittent computing is one of the most extensive‑
ly studied solutions that ensure reliable and sustainable com‑
puting under unpredictable power failures. The working prin‑
ciple of intermittent computing is illustrated in Fig. 3. During
the intermittent computing execution, the CPU is activated
whenever the storage voltage exceeds the turn-on threshold; it
is shut down when the storage voltage is below the turn-off
threshold. Therefore, the energy build-up periods and comput‑
ing periods appear alternatively. By separating the computa‑
tional progress, an intermittent computing system allows long-
running applications to progress incrementally under fluctuat‑
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▲Figure 3. Energy picture during intermittent computing. The energy
availability depends on environmental conditions and sometimes also
the loading effect. Intermittent execution is a side-effect strategy to cope
with this battery-free model, where the blackout periods separating the
bursts of execution are unknown
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ing or scarce energy conditions. In recent years, intermittent
computing has attracted much attention in several related ar‑
eas, such as programming compiler, hardware-software co-de‑
sign, and non-volatile technique.
From the typical operation picture of intermittent comput‑

ing shown in Fig. 3, the turning points marked by red penta‑
grams and green diamonds represent the energy-aware state
checkpointing. When a power outage is imminent, a snapshot
of the system states, including the program counter, processor
registers, static random access memory (SRAM) contents, etc.,
is immediately saved in the non-volatile memory (e. g., flash
memory, ferroelectric random access memory (RAM), magne‑
toresistive RAM). During the next power burst, the system re‑
boots and restores the states from the stored checkpoint such
that program execution resumes. As a result, long-running pro‑
grams execute gradually in small increments once the accumu‑
lated energy is sufficient[86]. Checkpointing technology has
been extensively employed in recent intermittent computing
systems. For example, Mementos[87] supports instrument pro‑
grams with energy checks in the compiling stage. It provides
automatic state checkpointing and recovery in runtime. Ref.
[88] implemented a battery-free Game Boy with a just-in-time
differential checkpointing scheme. It can efficiently preserve
game progress despite power failures.
3.3 Development Platforms
Designing a KEH-IoT system from scratch is time-consum‑

ing, costly, and leaves little room for error[89–90]. In particular,
one should be good at all aspects from mechanical structure
designs, to power conditioning circuits, to embedded hardware
and software. In real-world deployments, it has to not only
adapt to various ambient kinetic sources, such as intermittent
vibration of bridges, transient human motion actions, or contin‑
uous wind excitation. It must also meet the needs of actual IoT
end-users for different customized functions, including sens‑
ing, computing, and communication. The design of a practical
KEH system, even the simplest one, covers the domain knowl‑
edge of mechanical engineering, electrical engineering, and
computer engineering. It is desirable to divide the design
tasks into their individual domain by taking a“modular way of
thinking”. However, decoupling by taking simple abstraction
usually results in oversimplification and misinterpretation of
some practical issues. Most existing studies only demonstrated
their performance in one, or at most two, domains. Few have
offered a holistic perspective regarding all mechanical, electri‑
cal, and cyber considerations, let alone some studies that have
also involved materials scientists, civil engineers, biomedical
engineers, etc. Building a development platform or test-bed of
the KEH-IoT studies is beneficial and important for uniting
people from different disciplines. Such infrastructure might

lead to the growth and thriving of all related research and de‑
velopment communities[89].
The wireless identification and sensing platform (WISP) [91]

has been developed and become a popular platform for the re‑
search of battery-free IoT systems; however, it only supports
RF energy harvesting devices. Flicker[92] is a more versatile
battery-free IoT platform. It supports solar, RF, and kinetic en‑
ergy sources, as well as a variety of communication peripher‑
als. For KEH, Flicker has fully adopted a typical commercial‑
ized KEH specific regulator LTC3588[75, 93], which was de‑
signed by Linear Technology Co. ten years ago. The develop‑
ment tool eZ430-RF2500[94], which was released in 2007 by
Texas Instrument Co., is one of the earliest electronic plat‑
forms designed for energy harvesting applications.
A vibration-power sensing node (ViPSN)[77] is the first open-

source battery-free IoT platform specified for KEH. It offers all
mechanical, electrical, and cyber parts for an efficient demon‑
stration. The major modules are replaceable and extensible to‑
ward rapid prototyping and customization of KEH-IoT systems
under different excitation conditions and different application
scenarios. More importantly, owing to the enhanced energy
management unit, which is developed based on the commercial‑
ized LTC3588, an energy build-up phase is inserted between
the cold-start and normal operation phases; therefore, a reliable
and robust computation is reinforced. ViPSN can efficiently and
robustly operate under various kinetic excitations, such as har‑
monic, intermittent, or transient vibrations. It also supports
many kinetic energy transducers, such as piezoelectric cantile‑
ver[77], bistable electromagnetic switch[95–97], and triboelectric
generator[98]. The mechanical computer-aided design (CAD)
model, circuit schematics and printed circuit board (PCB) lay‑
out, and fundamental firmware codes are all open-source by the
Mechatronics and Energy Transformation Laboratory (METAL)
of ShanghaiTech University3. Fig. 4 shows the hardware archi‑
tecture of ViPSN. It provides all necessary modules from a
small vibration generator to Bluetooth low energy (BLE) user
unit. It can be regarded as an embodiment of the block diagram
shown in Fig. 1. Any peripheral module within the specific en‑
ergy constraint, such as a low-power sensor, can be added to
the KEH-IoT system under this framework for rapid prototyping
and efficient customization.

4 Applications
A lot of fundamental and engineering issues as well as pos‑

sible application designs of KEH[9, 44] and battery-free IoT[12]
have been discussed in the related research communities dur‑
ing the last decade. On the other hand, KEH-IoT systems have
also attracted extensive attention from the industry. There are
several scenarios where KEH technologies can significantly

3. https://github.com/METAL-ShanghaiTech/ViPSN
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enhance the system’s performances in terms of less or free
maintenance, better information acquisition, lower cost, and
environmental friendliness.
First, KEH-IoT systems are the most necessary in applica‑

tions where the IoT devices need to be deployed in the hard-
to-reach or too-far-to-reach areas. For example, Perpetuum
Ltd. [99] produced a KEH-based train monitoring system. It
can be installed near the wheels for monitoring the vibration
conditions of the carriage body to estimate the health condi‑
tion of the bearings. Since there are many wheels on a train,
it is not convenient for frequent maintenance. ReVibe Ener‑
gy Ltd.[100] and Xidas Ltd.[101] have proposed similar products
by harnessing vibration energy from machines, railways, and
heavy trucks/vehicles. Enervibe Ltd.[102] manufactures energy
harvesters for smart tires and smart shoes. Most of these com‑
mercialized harvesters are based on linear electromagnetic
harvesters. Each of them can only work in a narrow frequen‑
cy range.
Second, KEH-IoT systems can be used in applications that

require massive deployed IoT nodes (hundreds or even thou‑
sands of them). Frequent and massive battery replacement or
recharge for all devices are unaffordable. For example, in
structural health monitoring, there might be lots of battery-free
IoT systems embedded in large structures, such as bridges
and highways. The IC solutions are a must toward a low-cost
and integrated KEH-IoT system. Besides the big IC compa‑
nies, such as Analog Devices and Texas Instruments, nowa‑
days, we can also find more and more startups dedicated to
the energy harvesting IC technology, ranging from power man‑
agement IC, such as Nowi Ltd.[103], to the entire system on chip
(SoC) solution, such as Atmosic Ltd. [104]. Recently, Renesas
Co. has just released its RE Family of 32-bit microcontrollers
(MCUs) based on the Silicon on Thin Buried Oxide (SOTB)
process technology[105]. These MCUs are equipped with an en‑

ergy harvesting control circuit inside, which enables further in‑
tegration toward many possible applications.
Third, KEH-IoT systems are widely adopted in many hu‑

man-factored applications, where kinetic energy is extracted
from human motions, such as walking, running, jumping, and
even finger tapping, to power the motion sensing and transmit‑
ting tasks, i.e., toward the self-powered and self-sensing wire‑
less motion sensors. A typical case is the motion-powered
light switch first developed by EnOcean GmbH[95], whose mod‑
ules are shown in Fig. 5. In such a design, an electromagnetic
instantaneous-flipping structure is used for generating energy
under finger press excitation. Only one finger press can pro‑
vide sufficient energy for transmitting several wireless pack‑
ets. There are several similar products on the market, such as
those manufactured by ZF GmbH[106], Alps Alpine Co. [107],
Linptech Co. [96], and Chlorop Co. [97]. These battery-free wire‑

▲Figure 4. ViPSN hardware architecture[77]

BLE: Bluetooth low energyCPU: Central Processing UnitGND: Ground I/O: input/output
LTC: Linear TechnologyPGOOD: Power GoodPZ: Piezoelectric

SoC: System on ChipSSHI: synchronized switch harvestingon inductor
UVLO: undervoltage-lockoutVCC: voltage common collector

(b)
Energy transduction unit
Piezoelectric transducer(substrate+piezo‑patch)

Bass

Energy generation unit
(a)

Energy enhancement unit
(c)

Energy management unit
(d)

Energy user unit
(e)

Envelopedetector
Comparator

Switch

Self‑poweredSSHI

PZ 1

PZ 2

Bridge rectifier
Cr
Storagecapacitor Hysteresiscomparator

Internalreference

Buffercapacitor
Buckcontrol

PGOODcomp PGOOD
UVLO

P clo
seP sta
rt

VCC
Cb

Interrupt signals

Transceiver
Sensor
CPU

BLE SoCGND

I/O
inte
rru
pt

VIN Vstore VrefGND

VOUT
SW L VCC

Pgood
Psleep

+ -
~

~Mass

Portablevibration exciter
+
-

LTC3588‑1

10

6
5

114

1

2

▲Figure 5. One of the best commercialized KEH-IoT designs, the bat⁃
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less switches are mostly designed for use in smart home and
smart manufacturing scenarios. In addition, Pavegen Ltd. [108]
designed a human-powered floor tile, which can harvest foot‑
steps energy to power some environmental monitoring and
lighting devices. BinoicPower Ltd. [109] released an energy har‑
vesting knee brace to generate electricity from natural walk‑
ing. The company claimed that, over the course of an hour,
walking at a comfortable pace, users wearing a harvester on
each leg could generate enough power to charge up to four
smartphones over an hour[110]. It is also worth noting that Bino‑
ic Power Ltd. and HoverGlide Ltd. are two startups producing
suspending backpacks and had two pieces of fundamental re‑
search work about energy harvesting from human motions,
which were published in the prestigious journals Science and
Nature[111–113]. Therefore, the spring of technical transfer of
KEH technology is very likely to arrive in the coming decade.

5 Concluding Remarks
KEH-powered IoT is an interesting and emerging topic to‑

ward an inspiring vision of ubiquitous battery-free IoT systems
for better facilitating our living, manufacturing, etc. It can en‑
ergize“every sand”in our globe and equip them with percep‑
tivity, intelligence, and connectivity. Tremendous research ef‑
forts have been made on either KEH technology or battery-
free IoT during the last two decades. The investigations range
from pioneering scientific exploration, rigorous engineering
modeling and design, to practical application-level develop‑
ment. If the available ambient power is sufficiently large and
steady, the easiest way is to take the“modular way of think‑
ing”and consider the mechanical, electrical, and cyber parts
as black boxes, as the designs of many modern engineering
products did. However, given the practical constraints on size,
low power level, volatile source, etc., those modules are usual‑
ly mutually influenced. People who design the mechanical
structure should also have some ideas about the dynamics of
power conditioning circuits. Those who design the power con‑
ditioning circuits should also understand the possible behav‑
iors of both the mechanical source and the computing behav‑
ior. Therefore, the cross-domain knowledge and cyber-electro‑
mechanical synergy are beneficial for marching toward a com‑
prehensive and practical KEH-IoT design.
As the topic of KEH-IoT has attracted people across at less

five research fields, it is very difficult to enclose all the relat‑
ed work in this short paper. As this paper has cited many com‑
prehensive review articles, readers who are interested in any
aspects of KEH-IoT can refer to those detailed papers. It is hu‑
man nature to start work on the solution of an interdisciplinary
problem from his/her own domain knowledge. Some people
might think we need more advanced materials for power gener‑
ation; some might think we need a precise mechanical model
and excellent design for better understanding and harnessing
kinetic energy; some might think power conditioning is the

most significant difference between these systems and the bat‑
tery-powered ones; some might consider the computing diffi‑
culties without getting sufficient energy, etc. However, instead
of thinking in a one-sided style, we should open our horizons,
be humble, and respect other shareholders’opinions, such
that we can arrive at inclusive knowledge and holistic solu‑
tions toward valuable co-designs and successful products.
Last but not least, energy harvesting is applied research.

Although some large-scale systems, such as ocean-wave pow‑
er generators, are also called energy harvesting, the majority
of studies under this umbrella are about small-scale devices.
Given its immediate contribution toward practical applica‑
tions and productivity enhancement, the information attri‑
bute of KEH technology should receive prior attention. It di‑
rectly enables the devices to function and lets the market
healthily run. Power conversion and management unit is nec‑
essary, but those issues such as conversion efficiency and
harvesting capability are less urgent compared to its function‑
ality. Therefore, the energy attribute comes second. Mechani‑
cal designs and modeling are necessary too. However, since
only a mechanical structure cannot independently generate
useful and transmittable information, mechanical dynamics
comes the third. Material scientists have made many pioneer‑
ing inventions and published many high-impact-factor pa‑
pers; nevertheless, those new findings usually should go
through strict engineering approaches (such as modeling, cal‑
ibration, standardization and fault test), cost-performance
evaluation, etc., before made into a product. Therefore, the
material advancement also shares the third urgency, in terms
of an immediate contribution to the possible industry. In gen‑
eral, the research and investment strategies on the KEH-IoT
technology should closely follow the level of productivity
and, at the same time, keep a good balance between applica‑
tion development and fundamental research.
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less switches are mostly designed for use in smart home and
smart manufacturing scenarios. In addition, Pavegen Ltd. [108]
designed a human-powered floor tile, which can harvest foot‑
steps energy to power some environmental monitoring and
lighting devices. BinoicPower Ltd. [109] released an energy har‑
vesting knee brace to generate electricity from natural walk‑
ing. The company claimed that, over the course of an hour,
walking at a comfortable pace, users wearing a harvester on
each leg could generate enough power to charge up to four
smartphones over an hour[110]. It is also worth noting that Bino‑
ic Power Ltd. and HoverGlide Ltd. are two startups producing
suspending backpacks and had two pieces of fundamental re‑
search work about energy harvesting from human motions,
which were published in the prestigious journals Science and
Nature[111–113]. Therefore, the spring of technical transfer of
KEH technology is very likely to arrive in the coming decade.

5 Concluding Remarks
KEH-powered IoT is an interesting and emerging topic to‑

ward an inspiring vision of ubiquitous battery-free IoT systems
for better facilitating our living, manufacturing, etc. It can en‑
ergize“every sand”in our globe and equip them with percep‑
tivity, intelligence, and connectivity. Tremendous research ef‑
forts have been made on either KEH technology or battery-
free IoT during the last two decades. The investigations range
from pioneering scientific exploration, rigorous engineering
modeling and design, to practical application-level develop‑
ment. If the available ambient power is sufficiently large and
steady, the easiest way is to take the“modular way of think‑
ing”and consider the mechanical, electrical, and cyber parts
as black boxes, as the designs of many modern engineering
products did. However, given the practical constraints on size,
low power level, volatile source, etc., those modules are usual‑
ly mutually influenced. People who design the mechanical
structure should also have some ideas about the dynamics of
power conditioning circuits. Those who design the power con‑
ditioning circuits should also understand the possible behav‑
iors of both the mechanical source and the computing behav‑
ior. Therefore, the cross-domain knowledge and cyber-electro‑
mechanical synergy are beneficial for marching toward a com‑
prehensive and practical KEH-IoT design.
As the topic of KEH-IoT has attracted people across at less

five research fields, it is very difficult to enclose all the relat‑
ed work in this short paper. As this paper has cited many com‑
prehensive review articles, readers who are interested in any
aspects of KEH-IoT can refer to those detailed papers. It is hu‑
man nature to start work on the solution of an interdisciplinary
problem from his/her own domain knowledge. Some people
might think we need more advanced materials for power gener‑
ation; some might think we need a precise mechanical model
and excellent design for better understanding and harnessing
kinetic energy; some might think power conditioning is the

most significant difference between these systems and the bat‑
tery-powered ones; some might consider the computing diffi‑
culties without getting sufficient energy, etc. However, instead
of thinking in a one-sided style, we should open our horizons,
be humble, and respect other shareholders’opinions, such
that we can arrive at inclusive knowledge and holistic solu‑
tions toward valuable co-designs and successful products.
Last but not least, energy harvesting is applied research.

Although some large-scale systems, such as ocean-wave pow‑
er generators, are also called energy harvesting, the majority
of studies under this umbrella are about small-scale devices.
Given its immediate contribution toward practical applica‑
tions and productivity enhancement, the information attri‑
bute of KEH technology should receive prior attention. It di‑
rectly enables the devices to function and lets the market
healthily run. Power conversion and management unit is nec‑
essary, but those issues such as conversion efficiency and
harvesting capability are less urgent compared to its function‑
ality. Therefore, the energy attribute comes second. Mechani‑
cal designs and modeling are necessary too. However, since
only a mechanical structure cannot independently generate
useful and transmittable information, mechanical dynamics
comes the third. Material scientists have made many pioneer‑
ing inventions and published many high-impact-factor pa‑
pers; nevertheless, those new findings usually should go
through strict engineering approaches (such as modeling, cal‑
ibration, standardization and fault test), cost-performance
evaluation, etc., before made into a product. Therefore, the
material advancement also shares the third urgency, in terms
of an immediate contribution to the possible industry. In gen‑
eral, the research and investment strategies on the KEH-IoT
technology should closely follow the level of productivity
and, at the same time, keep a good balance between applica‑
tion development and fundamental research.
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Abstract: Efficient perception of the real world is a long-standing effort of computer vision. Mod‑
ern visual computing techniques have succeeded in attaching semantic labels to thousands of
daily objects and reconstructing dense depth maps of complex scenes. However, simultaneous se‑
mantic and spatial joint perception, so-called dense 3D semantic mapping, estimating the 3D ge‑
ometry of a scene and attaching semantic labels to the geometry, remains a challenging problem
that, if solved, would make structured vision understanding and editing more widely accessible.
Concurrently, progress in computer vision and machine learning has motivated us to pursue the
capability of understanding and digitally reconstructing the surrounding world. Neural metric-se‑
mantic understanding is a new and rapidly emerging field that combines differentiable machine
learning techniques with physical knowledge from computer vision, e.g., the integration of visual-
inertial simultaneous localization and mapping (SLAM), mesh reconstruction, and semantic un‑
derstanding. In this paper, we attempt to summarize the recent trends and applications of neural
metric-semantic understanding. Starting with an overview of the underlying computer vision and
machine learning concepts, we discuss critical aspects of such perception approaches. Specifical‑
ly, our emphasis is on fully leveraging the joint semantic and 3D information. Later on, many im‑
portant applications of the perception capability such as novel view synthesis and semantic aug‑
mented reality (AR) contents manipulation are also presented. Finally, we conclude with a dis‑
cussion of the technical implications of the technology under a 5G edge computing scenario.
Keywords: visual computing; semantic and spatial joint perception; dense 3D semantic map‑
ping; neural metric-semantic understanding

Citation (IEEE Format): F. Zhu,“Next generation semantic and spatial joint perception—neural metric-semantic understanding,”ZTE
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1 Introduction

The perception of the real world in a meaningful recon‑
structive way has been one of the primary driving forc‑
es for the development of sophisticated computer vi‑
sion techniques. The semantic and spatial joint per‑

ception of a variety of scenes is shown in Fig. 1. Computer vi‑
sion approaches span a range from real-time mapping, which
enables the latest generation of robots, to sophisticated seman‑
tic identification for the meaningfully structured information
in various big data applications. In both cases, one of the main
bottlenecks is the exact and consistent context understanding
in terms of occlusion, view-angle, and illumination conditions,
i.e., despite of the noticeable progress in fine-grained seman‑
tic scene understanding tasks like detection and instance seg‑

mentation, computers still perform unsatisfactorily on visually
understanding humans in crowded scenes. Concurrently, pow‑
erful consistent context understanding models have emerged
in the computer vision and machine learning communities.
The seminal works related to semantic and spatial joint per‑
ception, the so-called dense 3D semantic mapping framework
by HERMANS et al. [1], have evolved in recent years into joint
volumetric 3D reconstruction and semantic segmentation for‑
mulas for both the unmanned system and the human-involved
virtual/augmented reality (VR/AR) immersive experience.
Here, the synthesis of more plausible depth in parts of the
scene or more reliable semantic image classification can be
achieved by jointly optimizing geometry and semantics in 3D.
Very recently, such an area has been explored as“metric-se‑
mantic understanding”. One of the first publications that used
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the term metric-semantic understanding is Kimera[2]. It en‑
ables machines to learn to perceive their surroundings by com‑
bining the-state-of-the-art geometric and semantic understand‑
ing into a modern perception way. Furthermore, the authors al‑
so argue that the semantic information based on the geometric
information provides the ideal level of abstraction to provide
humans with models of the environment that are easy to under‑
stand. Instead of implicitly combining the geometry and se‑
mantic segmentation of 3D, a variety of other methods more ex‑
plicitly follow this notion of collaboration to exploit compo‑
nents of the perception pipeline.
While classical computer vision starts from the affine imag‑

ing of the physical world to addressing the geometrical consis‑
tency by modeling, for example, the camera’s viewpoint,
odometry, and depth map properties, machine learning comes
from an end-to-end trainable (differentiable) and statistical
perspective. It is a well-known fact that the differentiable ma‑
chine learning technique can capture more complex dependen‑
cies and achieve a high level of expressiveness, while, if used
only, cannot be metric or explicitly follow the strict consisten‑
cy behind the physical world. To this end, the quality of main‑
ly traditional computer vision-based dense 3D semantic map‑
ping relies on the physical correctness of the employed mod‑
els. Direct joint estimation of geometry and semantics in a
multi-view 3D reconstruction setting, which implicitly com‑
bines the geometry and semantic information in the scenes, is
hard and error-prone and leads to artifacts in the reconstruct‑
ed map. Thus, the classic computer vision-based geometry re‑
constructions suffer from not only classical issues, such as
poorly textured areas, repetitive patterns, and occlusions, but
also several additional challenges, such as higher noise level,
and, often, the presence of shake and motion blur. To this end,
traditional metric-semantic understanding methods try to over‑
come these issues by using heuristic regularization, like con‑
vex anisotropic regularizers, to combine captured imagery. But
in the complex scenery, these methods require thousands of it‑
erations for convergence or are unable to fully capture the
complex semantic and geometric dependencies behind them.
Neural metric-semantic understanding brings the promise of
addressing both geometry reconstruction and fusion of geome‑
try and semantic information by using deep networks to learn
complex mappings from captured images to 3D semantic
maps. The underlying principle is to combine the differentia‑
ble machine learning techniques with physical knowledge
from computer vision to yield new and powerful algorithms for
semantic and spatial collaborative perception.
Neural metric-semantic understanding does not yet have a

clear definition in the literature. Here, we define neural met‑
ric-semantic understanding as: deep image or video semantic
& spatial collaborative perception approaches and also sub-
modules that enable the explicit or implicit fusion of semantic
and geometric context properties of the scene, such as deep
convolutional neural networks in volumetric space for 3D se‑

mantic segmentation, incorporation of conventional multi-view
stereo concepts within a deep learning framework, fine-tuning
of the deep network by using the extracted geometric con‑
straints, and a representation of semantics as an invariant
scene for medium-term continuous tracking of large scale 3D
scanning.
This paper defines the components of the semantic and

spatial collaborative perception pipeline and exploits the dif‑
ferent directions of neural metric-semantic understanding
formulations, embedded in corresponding components. One
central scheme around which we structure this paper is the
combination of computer vision imaging principles and learn‑
ing-based primitives to yield new and powerful algorithms for
visual content’s consistent understanding, since consistency
in the real-world understanding is essential for many media
editing and structural data indexing applications. We start
by discussing previous explorations’fundamental concepts
and components of metric-semantic understanding, which
are prerequisites for the semantic and spatial collaborative
perception pipeline. Afterwards, we discuss critical aspects
of emerging neural-based metric-semantic understanding ap‑
proaches, fusions of learning-based primitives and affine im‑
aging principles, such as type of fusion, how the fusion is pro‑
vided, which components of the metric-semantic understand‑
ing pipeline are learned, and explicit v.s. implicit fusion. Fol‑
lowing, we discuss the panorama of applications that is en‑
abled by semantic and spatial collaborative perception. The
applications range from relighting, novel view synthesis, to
the manipulation of semantic contents for augmented reality
(AR). The semantic manipulation of AR contents, achieving
natural interaction between the virtual and real world and fi‑
nally facilitating natural interaction between“digital twins”
and the real world, has many technical implications on the
evolving storage-computing network, especially when instant
response computing and privacy preserving strategies can be
carried out with the help of edge computing based on 5G. We
then conclude with these implications.

▲Figure 1. Semantic and spatial joint perception of a variety of scenes[2–3]
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2 Related Surveys
Metric-semantic understanding, sometimes called“dense

3D semantic mapping”, has been continuously studied in the
literature, such as Ref. [2] and Refs. [4–8]. It includes robot
perception and mixed reality. The perceptional understanding
using classic computer vision or with some convolutional neu‑
ral networks (CNNs) as classification assistance has been stud‑
ied extensively. The thorough analysis survey[9] of such classi‑
cal computer vision methods, for the implicit combination of
the geometry and semantic segmentation of 3D, focuses on
specific heuristic regularization, such as surface normal direc‑
tions[10] and special treatment for highly reflective objects[11].
Recent explorations regarding explicitly semantic and spatial
collaborative perception through the components of the per‑
ception pipeline, with the emerging machine learning tech‑
niques, have also been discussed in Refs. [12–15]. Recent re‑
ports, like Refs. [16– 19], discuss various applications with
the help of metric-semantic understanding techniques, such
as novel view synthesis, relighting, and semantic AR contents
manipulation. However, none of the above reports or literature
provides a structured or comprehensive look into the new and
rapidly emerging field, neural metric-semantic understanding,
which combines differentiable machine learning techniques
with physical knowledge. Such a comprehensive approach, es‑
pecially linking clues from classic computer vision to the

“new”neural assistance, is critical, since the“next generation”
semantic and spatial collaborative perception can reach new
heights in the performance of these tasks, which motivates us to
pursue the modern computer vision capability of understanding
and digitally reconstructing the surrounding world.

3 Theoretical Fundamentals
In this section, we discuss the theoretical fundamentals of

working in the semantic and spatial collaborative perception
space. First, we discuss dense depth map formation models in
computer vision, followed by the classic methods of high-quali‑
ty 3D scanning of large-scale scenes. Next, we discuss ap‑
proaches to semantic generative models in deep learning. In
the end, we discuss the core principles of volumetric semantic
3D reconstruction.
3.1 Dense Depth Map Formation
Classical computer vision methods approximate the reverse

prediction process of image formation in the real world. Light
sources emit photons that interact with the objects in the
scene, as a function of their geometry and material properties,
before being recorded by multiple cameras with overlapping
views. This process is known as dense depth estimation. Early
passive stereo methods, referred to as an in-depth analysis in
Ref. [20], relied on at least two recorded frames based on the
known camera geometry to extract stereo correspondence, the
so-called dense disparity map. Among them, some multi-view

stereo methods use multi-valued, voxel-based, or layer-based
presentations, while most stereo correspondence methods com‑
pute a univalued disparity function d (x, y) with respect to a
reference image. The central element to methods that produce
a univalued disparity map d (x, y) is the concept of a disparity
space (x, y, d). The term disparity describes the difference in
the location of corresponding features seen by the left and
right eyes. The correspondence between a pixel (x, y) in refer‑
ence image r and a pixel (x’, y’) in matching image m is then
given by Eq. (1). And the common steps in the stereo algo‑
rithms generally include matching cost computation, support
aggregation, disparity computation, and disparity optimization.
The actual sequence of steps taken depends on the specific al‑
gorithm.
x’ = x + sd ( x,y ), y’ = y . (1)
Passive stereo matching algorithms work well on textured

scenes but require demanding computation. Later on, active
stereo methods (e.g, Kinect), which triangulate correspondenc‑
es between a structured active illumination and a camera,
have raised a lot of interest. While unstructured surfaces are
no longer a problem, the lateral resolution of the active stereo-
only methods is limited by the resolution of the projection sys‑
tem under the constraint of size or power. Currently, accurate
real-time dense depth estimation is mostly fulfilled with the fu‑
sion of sensors, which ultimately improves speed, robustness
and quality. A thorough re-inspection regarding the classical
paradigm and the fusion between the time of flight (ToF) and
stereo, can refer to Ref. [21]. To exploit the complementary
strengths, accurate but sparse active range measurements and
the ambiguous but dense passive stereo information must be
fused under the principle described in Eq. (2) below.
E (d ) = wstereoEStereo (d ) +

wToFEToF (d | d ToF ) + Rsmooth + R temp, (2)
where wstereo and wToF represent confidence/weights, E repre‑sents the objective energy to be minimized, and R represents
the regularizer.
Different optimization strategies can refer to variably con‑

crete formulas corresponding to the principle described in Eq.
(2), such as the local method in Eq. (3) and the variational
framework in Eq. (4).
E ( zi ) = wEToF ( zi|zToFi ) + (1 - w )Estereo ( z ), (3)

Edata (u ): = ∫ΩχToF ( x ) ρToF (u ( x ) ) + χStereo ( x ) ρStereo (u ( x ) )dx.
(4)

In Eq. (4), ρ represents the local term for penalizing the de‑
viation from the ToF or stereo data, and Χ represents spatial

63



Review Next Generation Semantic and Spatial Joint Perception —— Neural Metric-Semantic Understanding

ZHU Fang

ZTE COMMUNICATIONS
March 2021 Vol. 19 No. 1

indicator functions for valid/trusted ToF/stereo.
3.2 3D Scanning of Large-Scale Scenes
Given the accurate dense depth map of the observed view,

high-quality consistent 3D scanning of large-scale scenes is
the next key step to the geometric and photometric registration
between the virtual and real world. The most important tasks
under the objective are estimating globally optimized poses,
robust tracking with recovery from gross tracking failures, and
re-estimating the 3D model to ensure global consistency, as
mentioned by DAI et al.[22]. The core of the above tasks is a ro‑
bust pose estimation strategy, which globally optimizes the
camera trajectory per frame, considering the complete history
of the single view depth and image input in an efficient local-
to-global hierarchical optimization framework, as described in
Refs. [22–24]. While each has trade-offs, global optimization
methods based on implicit bundle adjustment (BA) are the de
facto methods for the highest quality reconstructions. Finally,
the optimization for both dense photometric and geometric
alignment is based on the energy illustrated in Eq. (5):
Eicp =∑

k
( ( vk - exp ( ζ∧ )Tvkt ) ⋅ nk )2 ,

Ergb =∑
u ∈ Ω

( I (u,Clt ) - I (π (K exp ( ξ∧ )Tp (u,Dl
t )), C∧ t - 1 ))2,

Etrack = Eicp + wrgbErgb, (5)
where vk represents the back-projection of the k-th vertex and
nk is the corresponding normal；D represents the live depth
map and C represents the live color image；ξ is the motion pa‑
rameter and exp(ξ) is the matrix exponential that maps a mem‑
ber of the Lie Algebra se3 to a mem‑
ber of the corresponding Lie group
SE3；T is the current estimate of the
transformation from the previous cam‑
era pose to the current one；E repre‑
sents the cost function that needs to
be minimized and w represents manu‑
ally defined weights.
3.3 Semantic Understanding
Besides the geometric and photo‑

metric registration following the
above methods, semantic generative
models assist in semantic content reg‑
istration of the corresponding large-
scale scenes. Such scene comprehen‑
sion, which necessitates recognizing
instances of scene participants along
with general scene semantics, can be
addressed by the panoptic segmenta‑
tion task with corresponding semantic
generative models such as those in

Refs. [25– 26]. Such semantic generative models generally
need a deep neural network (e.g, Feature Pyramid Network) as
a backbone to efficiently encode and fuse semantically rich
multi-scale features, which is followed by a panoptic head net‑
work to extract coherently understandable visual scenes at
both the fundamental pixel level and distinctive object in‑
stance level, as shown in Fig. 2. The model predicts four out‑
puts: semantics prediction from the semantic head, class,
bounding box, and mask prediction from the instance head.
All the aforementioned predictions are then fused in the pan‑
optic fusion module to yield the final panoptic segmentation
output. Moreover, advances in the state-of-the-art deep learn‑
ing methods continually boost the performance of these tasks
to new heights.
3.4 Volumetric Semantic 3D Reconstruction
With the above programs, depth maps and pixel-wise se‑

mantic classification scores are achieved as inputs to the final
objective, the semantic understanding of 3D environments.
The core processing will be carried by the volumetric seman‑
tic reconstruction, which is cast as a volumetric fusion of
depth maps and pixel-wise semantic classification scores. In
practical applications, 3D reconstruction systems or semantic
segmentation algorithms are not robust enough and often lead
to challenging results given surfaces observed under very cer‑
tain viewing angles. Many of these limitations under such fu‑
sion processes can be overcome by casting dense 3D recon‑
struction and semantic segmentation as a joint optimization
formulation, shown in Fig. 3. The general idea of the formula‑
tion is that each of the voxels gets assigned one out of L + 1 la‑
bels where label i = 0 denotes the free space label and the L

▲Figure 2. Overview of the overall architecture for the classical panoptic segmentation (pictures tak⁃
en from Ref. [26])
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labels with i > 0 indicate the occupied space, which is seg‑
mented into several semantic classes. Such formulation, so-
called objective function of the volumetric multi-label ap‑
proaches, can be resolved with the objective function of the
convex multi-label energy extended from the volumetric 3D re‑
construction energy, as described in Eq. (6). The energy E(x)
consists of two parts, in which the former data term is a func‑
tion of a given label, and is parameterized by the internal prob‑
ability distribution of the voxel/surfel. The subsequent pair‑
wise smoothness term is a function of the labeling of two con‑
nected voxels/surfels in the graph, and is parameterized by the
geometry of the map.

E ( x ) =∑
s ∈ Ω( )∑

i
ρis xis + ∑

i, j:i < j
Фij
s ( xijs - xjis ) , (6)

where E represents the objective function of the convex multi-
label energy, Xsi represents the label assigned to voxel s, ρsi rep‑resents a cost for assigning label i to voxel s, and Фs

i repre‑
sents transition-specific, direction-and-location-dependent pe‑
nalizer of the surface area formed as an interface between la‑
bels i and j.
This type of formulation describes a convex relaxation pro‑

cedure, which is closely related to linear programming (LP) re‑
laxations for approximate maximum a posteriori (MAP) estima‑
tion inference in Markov random fields (MRFs). The classical
solutions to addressing this procedure include the Bayesian,
conditional random field (CRF), MRF and variation frame‑
work. The work of HÄNE et al. [9] can be referred to for thor‑
ough exploration regarding such formations and approaches.
HAN et al. [15] also address some latest emerging technique
problems, inspired by the continually boosted deep learning
achievement.

4 Neural Metric-Semantic
Understanding
Following the above overview of

the underlying computer vision and
machine learning concepts, we will
discuss the new explorations regard‑
ing fully leveraging the joint semantic
& 3D information, neural metric-se‑
mantic understanding. Given the
high-quality geometric and semantic
scene understanding specification,
classic semantic and spatial collabor‑
ative perception methods can recon‑
struct global 3D semantic dense maps
for a variety of real-world scenes.
Moreover, such dense 3D semantic
mapping techniques give us explicit
editing control over all the elements
of the perception pipeline, and strict‑

ly follow physical knowledge from computer vision—camera
viewpoint, lighting, geometry and materials. However, build‑
ing high-quality semantic & 3D reconstruction, especially di‑
rectly from poorly textured areas, under a higher noise level,
in dynamic surrounding environments, requires significant
manual effort, and automated high consistent context under‑
standing from images is an open research problem. On the oth‑
er hand, the emerging learning-based techniques are now start‑
ing to produce a plausible dense depth map or even 3D scan‑
ning of scenes, which is either from random noise or condi‑
tioned on certain user specifications. However, they do not yet
allow geometrical consistency and cannot always handle the
true depth by a single scale factor. In contrast, neural metric-
semantic understanding brings the promise of combining these
approaches to enable high quality co-consistency under both
semantic and geometric scenarios. Neural metric-semantic un‑
derstanding techniques are diverse, differing in the fusion that
they provide over the perception pipeline, the type of fusion
and the network structures they utilize. A typical neural met‑
ric-semantic understanding approach takes red-green-blue
depth (RGBD) sequences corresponding to certain scenes as
input, builds a dense 3D reconstruction from them, and adopts
the volumetric 3D convolution for point cloud segmentation to
extract the final semantic 3D understanding. The dense 3D re‑
construction is not restricted by directly using classical com‑
puter vision methods to geometric modeling of the environ‑
ment and can be optimized with the combination of differentia‑
ble machine learning techniques for high quality consistent
understanding. At the same time, neural metric-semantic un‑
derstanding approaches incorporate ideas from classical com‑
puter vision in the form of orthogonal approaches to reduce
drift, traditionally-obtained geometric constraints, and net‑
work architectures—to make the learning task easie and the
output more consistent.

▲Figure 3. Dense semantic 3D reconstruction[9]
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We propose a taxonomy of neural metric-semantic under‑
standing approaches along the axes that we consider the most
important:
·Joint volumetric multi-label formulation
·Semantically geometric and photometric registration
·Semantical depth map regulation
In the following, we will discuss current state-of-the-art

methods under these axes.
4.1 Neural Joint Volumetric Multi-Label Formulation
According to the general pipeline of metric-semantic under‑

standing, depth maps and pixel-wise semantic classification
scores are achieved as inputs of the final objective, the“se‑
mantic understanding of 3D environments”. Various approach‑
es are proposed to tackle joint optimization formulation. Au‑
thors in Refs. [15, 27–28] directly use 3D convolutional neu‑
ral networks approache on voxels (representation of 3D
scenes), like 2D convolution on pixels, while the methods in
Ref. [13]，such as variational methods for convex relaxation,
incorporate the physical knowledge to an emerging differentia‑
ble learning network.
3D convolutional neural network methods rely on generic

3D convolutional neural network architectures, and take the
three-dimensional representation of 3D scenes as input. The
curse of dimensionality applies, in particular, to data that lives
on grids, which have three or more dimensions. The number of
points on the grid grows exponentially with its dimensionality.
In such scenarios, as the counterpart of 2D convolutional pro‑
cessing for two-dimensional pictures, it becomes increasing‑
ly important to reduce the computational resources needed
for 3D data convolutional processing, such as exploiting spar‑
sity and reduces the number of global memory accesses. Pri‑
or work in Ref. [28] implements sparse convolutions (SCs)
and introduces a novel convolution operator termed submani‑
fold sparse convolution (SSC) that restricts computation and
storage to“active”sites. The utilization of the sparsity na‑
ture of points in the 3D volumetric space forms the basis for
a new mainstream solution, submanifold sparse convolution‑
al networks (SSCNs), which are optimized for efficient seman‑
tic segmentation of 3D representation of scenes. A later trial
in Ref. [15] extends the SSCN with explorations in address‑
ing the efficiency bottleneck of sparse 3D CNN, which lies in
the unorganized memory access of the sparse convolution
steps, for the demand of online computations.
Directly applying 3D convolutional neural networks to vox‑

els like 2D convolution on pixels will introduce some limita‑
tions, such as the insufficient capacity of deep learning tech‑
niques to delineate visual objects. This, for instance, can re‑
sult in non-sharp boundaries and blob-like shapes in seman‑
tic segmentation tasks. While in the classical perception
pipeline, probabilistic graphical models have been devel‑
oped as effective methods to enhance the accuracy of the
above task, as illustrated in Section 3.4. To this end, com‑

pared with the classic convex relaxation procedure which al‑
ways requires regularizers with hand-designed priors, a new
differentiable learning network method[13] combines the ad‑
vantages of classical variational approaches with recent ad‑
vances in deep learning, and improves the inference/optimi‑
zation formulation from hand-tuned and not-easy conver‑
gence to a simple, generic, and substantially more scalable
way. A reason for the improvement is that previously em‑
ployed priors are not rich enough to capture the complex rela‑
tionships of our 3D world, while learning-based differentia‑
ble networks break through automatically in an end-to-end
trainable model. Furthermore, such an explicitly reused con‑
cept of variational energy minimization has led to great ad‑
vances when dealing with noise and missing information.
On a separate track to the progress of joint optimization

with neural deep learning techniques, some novel frameworks
in Ref. [29] aggregate inputs from the initial stage of the previ‑
ous pipeline and the information of multiple 2D observations
from different view angles, and straightly reconstruct the final
3D semantic results with full deep learning framework. Rather
than using the above methods, projecting color data into a vol‑
umetric grid and operating solely in 3D, with end-to-end net‑
work architecture, directly extracting feature maps from asso‑
ciated RGB images and then mapping into the volumetric fea‑
ture grid of a 3D network using a differentiable back projec‑
tion layer can result in more sufficient details.
4.2 Neural Semantically Geometric and Photometric

Registration
Despite of the full exploration of the joint optimization for‑

mulation with geometry and semantic map as the input, emerg‑
ing neural network techniques have also tried to leverage the
combination of differentiable machine learning techniques
with physical knowledge from computer vision in the submod‑
ules of the perception pipeline, to enable the classic metric-se‑
mantic understanding performance in complex scenes. The
seminal methods in Refs.[14] and [31] aim to address the un‑
derlying key challenges of such scenarios, namely globally
consistent geometric and photometric registration, with some
revolutionary thinking, such as fine-tuning the deep network
by using the extracted geometric constraints and representing
semantics as an invariant scene for medium-term continuous
tracking of large scale 3D scanning.
Robust data association is a core problem of visual odome‑

try and the cornerstone of large-scale geometry reconstruc‑
tions. Currently, the state-of-the-art classic metric-semantic
understanding methods use short-term tracking to obtain
continuous frame-to-frame constraints, while long-term con‑
straints are established using loop closures, as illustrated in
Ref. [14]. Although these two approaches are orthogonal and
greatly reduce drift by collaboration, invariant representa‑
tion of scenes to viewpoint and illumination changes cannot
always be guaranteed, because of the gap between action in‑
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terval spans. The author originally proposes using semantics
for medium-term continuous tracking of points to improve
the first drift correction strategy. The underlying intuition is
that changes in viewpoint, scale, illumination, etc., only af‑
fect the low-level appearance of objects but not their seman‑
tic meaning. By readily integrating semantic reprojection er‑
rors into existing video odometry (VO) approaches and com‑
bining differentiable machine learning techniques with phys‑
ical knowledge from computer vision, translational drift in
fast or complex scenes has reduced significantly, as reported
in the literature.
The reverse thinking of the above method, emerging as an‑

other optimizing direction of deep learning in computer vision,
is reflected in the method proposed by LUO et al.[31]. The meth‑
od leverages a convolutional neural network trained for single-
image depth estimation along with conventional structure-
from-motion reconstruction to establish geometric constraints
on pixels in the image sequence. The authors firstly train a sin‑
gle-image depth estimation network to synthesize plausible
depth for general color images, and then fine-tune the network
by using the extracted geometric constraints via traditional re‑
construction methods at the test time. This novel formula,
which combines the strengths of traditional techniques and
learning-based techniques, addresses the geometrical consis‑
tency of the reconstruction over time even under a gentle
amount of dynamic scene motion.
4.3 Neural Semantically Depth Map Regulation
As the basic input of the semantic understanding of 3D en‑

vironments, input geometry and semantic maps, recorded by
the overlapped views or“active”sensing, always suffer from
inaccuracy and incompatible resolutions because of the differ‑
ent sensing schemes. Plenty of progress as shown in Refs. [30,
32–33] has been made to reduce the noise and boost geomet‑
ric details, especially after consumer depth sensors coming in‑
to our daily lives, marked by the recent integration in the lat‑
est iPhone. In many classic metric-semantic understanding ap‑
proaches, volumetric depth map“fusion”has become a stan‑
dard method, which shows geometric details boosting with
sparse depth and dense RGB information, based on truncated
signed distance functions. Due to the disadvantages and the
real-time requirement of related classic methods, neural-
based novel depth map regulation approaches emerge in multi‑
ple ways for new heights of performance: 1) semantic informa‑
tion which enriches the scene representation and is incorporat‑
ed into the fusion process; 2) leveraging the multi-frame fused
geometry and the accompanying high-quality color image
through a joint training strategy; 3) depth upsampling method
which is tolerant to outlier factors (such as mismeasured depth
points, flipping points, and disocclusion) and to spontaneously
adapt to each scene by a self-learning framework in an online
update manner.
Instead of explicitly combining the geometry and semantic

segmentation of 3D in the former, others follow that by includ‑
ing this notion of collaboration more implicitly. However, effi‑
ciently encoding and fusing“semantically”rich multi-scale
features from an end-to-end trainable (differentiable) way is
abnormally obvious. Furthermore, recently there has also been
immense progress on learning-based methods that operate on
single images. These methods result in the pleasing ability to
synthesize plausible depth, in particular, in dynamic scenes
as well as limitations of the sensing range. In order to con‑
struct fine-grained depth sensing, one of the seminal works by
TULSIANI et al[3] specializes those object’s representation in
scenes to some particular instances, signaling that both top-
down and bottom-up cues influence the perception, and per‑
fectly deform into shapes even slightly different from those in
the training. Fig. 1 illustrates the pleasing semantic object re‑
construction result, which reflects the impressive influence in‑
troduced by neural semantic depth map regulation.

5 Applications of Semantic and Spatial Col⁃
laborative Perception
Semantic and spatial collaborative perception has many

important use cases including, but not limited to, relighting,
novel view synthesis, as well as semantic AR contents manip‑
ulation. The following is a detailed discussion of various ap‑
plications.
5.1 Relighting
Relighting is known as a procedure for the photo-realistically

rendering of a scene under a novel illumination. It is a funda‑
mental component for a number of media editing applications
including AR and visual effects. The previously challenging set‑
tings like large-scale outdoor scene relighting can be addressed
with the help of multi-view-based semantic and spatial collabor‑
ative perception. Relighting in the wild[18] casts the problem as
a multi-modal image synthesis problem, which takes a rendered
deep buffer as input, containing depth and color channels, to‑
gether with a semantic label (also known as an“appearance
code”), and outputs realistic views of tourist landmarks under
various lighting conditions, as shown in Fig. 4. Fig. 4a shows
that the model is rendered into a deep buffer of depth, color and
semantic labels, and Fig. 4b shows that a relighting method
translates these buffers into realistic renderings under multi‑
ple appearances. The input views including depth and color
channels are used to reconstruct the 3D geometry of the scene;
the semantic labels are also taken as the input to indicate the
location of transient objects like pedestrians. Using the above
corresponding rendered deep buffers and pairs of real photos,
a multi-modal image synthesis pipeline learns an implicit
model of appearance, which represents the time of the day,
weather conditions and other properties not presented in the
3D model. A similar principle is also adopted by the multi-
view relighting method[34]. Furthermore, the author considers
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(a) Input deep buffer

(b) Output relighting
▲Figure 4. Relighting in the wild[18] reconstructs a proxy 3D model
from a large-scale Internet photo collection

that such geometry is coarse and erroneous, and directly re‑
lighting it would produce poor results. Instead, the geometry is
used to construct intermediate buffers—normals, reflection
features, and RGB shadow maps—as auxiliary inputs to guide
a neural network-based relighting method. The above methods
all generalize real scenes, producing high-quality results for
applications like the creation of time-lapse effects from multi‑

ple images.
5.2 Novel View Synthesis
Rendering of a scene under novel camera perspectives of the

scene with a fixed set of images given— a procedure known as
“novel view synthesis”or“free viewpoint videos”—is a critical
component of the emerging media entertainment applications,
360 VR. The topic has gained a lot of interest in the research
community and reached compelling quality results with the
work of COLLET et al.[35] and its real-time counterpart by DOU
et al.[36–37]. Key challenges of such applications are inferring the
scene’s 3D structure through given sparse observations, for ex‑
ample, the painting of unseen parts of the scene. Recently, re‑
constructing a learned representation of the scene from the ob‑
servations, and learning of priors on geometry, appearance and
other scene properties in learned feature space with a differen‑
tiable renderer, has become a hot topic and made significant
progress in previously open challenges such as learning from
extremely sparse observations, as shown in Fig. 5. Such seman‑
tic and spatial collaborative perception-based approaches range
from explicit 3D disentanglement of multi-plane images[38] to
proposing 3D-structured representations such as voxel grids of
features in Refs. [16] and [17]. Among them, HoloGAN[16] im‑
plements an explicit affine transformation layer that directly ap‑
plies view manipulations to learn 3D features to build an uncon‑
ditional generative model that allows explicit viewpoint chang‑
es. Scene representation networks (SRNs)[17] encode both scene
geometry and appearance in a single fully connected neural net‑
work, to parameterize surface geometry via an implicit function.
Although such approaches show better results compared with
previous ones, they still have limitations, i.e., they are restricted
to a specific use case and limited by the training data.
5.3 Semantic AR Contents Manipulation
Semantic AR contents manipulation is, but not only, the

key procedure of the emerging AR experience paradigm, the
so-called“retargetable AR”[19]. As the authors illustrate, re‑

▲Figure 5. Scene representation networks[17] allow full 3D reconstruction from a single image (bottom row, surface normals and color render) by
learning strong priors via a continuous, 3D-structure-aware neural scene representation
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targetable AR is a novel AR framework that yields an AR ex‑
perience that is aware of scene contexts set in various real
environments, achieving natural interaction between the vir‑
tual and real world, as shown in Fig. 6, in which images are
taken from Ref. [19]. It is expressed as an abstract AR scene
graph based on the relationships among objects. Such a retar‑
getable correspondence, which is between the realistic scene
and the constructed graph, provides a semantically regis‑
tered content arrangement, and finally facilitates natural in‑
teraction between“digital twins”and the real world. The key
procedure, semantic AR contents manipulation, is an exten‑
sion of the original solution, only a geometric and photomet‑
ric registration between the virtual and real world[39], to the
integration of virtual objects into real environments accurate‑
ly and naturally. It is achieved by the integration of the ad‑
vanced abstraction (3D scene graph), and the accurately un‑
derlying semantic and spatial collaborative perception,
which is the fusion of geometric and semantic information
densely reconstructed and labeled in the scene. A similar
idea is also proposed by ROSINOL et al. [2], stating that the
ideal level of abstraction will be more practical and crucial
for the later augmented reality/mixed reality (AR/MR) sys‑
tems. Even more, linked by such mechanism, the massive
knowledge map combined with natural language expressions,
and also the above deep understanding of physical environ‑
ments can be collaboratively learned and managed.

6 Technical Implications
In the above sections, we present a multitude of applica‑

tions with various target domains by semantic and spatial col‑
laborative perception. While some applications are mostly in‑
sensitive to the processing time and response time, others,
with legitimate and extremely useful use cases, should be
used in an instant reaction manner (e. g., semantic AR con‑
tents manipulation). Methods for image and video manipula‑
tion are as old as the media themselves, and understanding-
based structured visual editing is currently common, for exam‑
ple, in the Internet industry. Neural metric-semantic under‑
standing approaches have the potential to lower the barrier for
entry, making manipulation technology accessible to non-ex‑
perts with limited resources. Although we believe that all the
methods discussed in this paper have the potential to positive‑
ly influence the world via better content creation and storytell‑
ing, we must not be complacent. It is important to proactively
discuss and devise a plan to systematically arrange the sub-
modules of the above methods under the 5G edge computing
scenario for instant reaction and also privacy protection pur‑
pose. We believe it is critical that understanding-based syn‑
thesizing images and videos are extremely resource- and pow‑
er-consuming. We also believe that it is essential to raise sig‑
nificant privacy concerns before directly uploading visual raw
data to cloud-based semantic and spatial collaborative percep‑
tion systems, like, for the localization purpose, even if only de‑
rived image features are uploaded.
Such related topics regarding“to cloud or not to cloud”

were first explored by NAQVI et al. [40], and then extended to
edge computing architectures, even with 5G, by BARESI et
al. [41–43]. Given the evaluation regarding the added value of
cloud computing as a key enabler for AR applications on mo‑

Target AR context:a virtual character is sitting on a chair in front of a TV(display). Scene 2: open space Scene 3: meeting room

3D scene graph/semantic map of scene 1Scene 1: living room (AR view)

Assumed scene context(AR scene graph)

AR characterChairTV(display)
in front of sitting on

Attributes: sittable,…

select and sit on a chair with
“TV in front of chair”

▲Figure 6. Illustration of semantic AR contents manipulation: (a) retargetable AR; (b) framework that retargets the AR scene to various real scenes
by comparing the AR scene graph with 3D scene graphs constructed in each of the scenes[19]

(a)
AR: augmented reality

(b)
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bile devices[40], the authors disclose an important principle
that the latency due to connectivity type and the amount of da‑
ta to be communicated is a major trade-off, and the dynamic
deployment and reconfiguration of the framework components
between mobile and cloud ends are really important. Further‑
more, with respect to the final quality of experience require‑
ments, context-awareness based resource allocation at the
wireless network edge[40, 42] and the adoption of serverless edge
computing architecture[41–43] become the consensus. With the
deployment of services to the cloud, the initially widely ig‑
nored privacy concerns become an emerging key challenge.
The possibility was strikingly demonstrated in Ref. [44], even
when only the extracted features are uploaded.
The importance of developing corresponding safe disclosure

technologies and building corresponding communities has ris‑
en to an urgent position. Such safeguarding measures would
reduce the potential for misuse while allowing creative uses of
semantic and spatial collaborative perception technologies. In
one recent example in the field of image-based localization[45],
the authors adopted a cloud-based“obfuscate upload”ap‑
proach, refraining from uploading the full 3D points of struc‑
ture-from-motion maps immediately, instead of uploading ran‑
dom line features, lifted from 2D/3D feature points.
Learning from this example, we believe researchers and re‑

lated business operators must make privacy preserving strate‑
gies a key part of all the edge-based semantic and spatial col‑
laborative perception systems with a potential for misuse, but
not an afterthought. Also, it is important that we, as a commu‑
nity, continue to develop responsible neural metric-semantic
understanding techniques to enable cloud-based semantic and
spatial collaborative perception solutions without sacrificing
the privacy of users by hiding the privacy concerning contents
of the uploading media information.

7 Conclusions
Neural metric-semantic understanding and also the newly

neural extension have raised a lot of interest in the past few
years. This paper investigates the linkage between the clas‑
sical and concurrent explorations and a variety of directions
related to the topic, which reflects the immense increase of
research in this field. The target application is not bound to
a specific one but spans a variety of use cases that range
from novel view synthesis, relighting, to the manipulation of
semantic contents for AR. We believe that metric-semantic
understanding will have a profound impact on making com‑
plex structured vision understanding and editing tasks ac‑
cessible to a much broader audience. We hope that this arti‑
cle, which especially focuses on neural metric-semantic un‑
derstanding, can introduce such modern perception capabili‑
ty to a large research community, which in turn will help to
develop the next generation of computer vision applications
under the direction.
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Abstract: Person re-identification (Re-ID) has achieved great progress in recent years.
However, person Re-ID methods are still suffering from body part missing and occlusion
problems, which makes the learned representations less reliable. In this paper, we pro‑
pose a robust coarse granularity part-level network (CGPN) for person Re-ID, which ex‑
tracts robust regional features and integrates supervised global features for pedestrian im‑
ages. CGPN gains two-fold benefit toward higher accuracy for person Re-ID. On one hand,
CGPN learns to extract effective regional features for pedestrian images. On the other
hand, compared with extracting global features directly by backbone network, CGPN
learns to extract more accurate global features with a supervision strategy. The single mod‑
el trained on three Re-ID datasets achieves state-of-the-art performances. Especially on
CUHK03, the most challenging Re-ID dataset, we obtain a top result of Rank-1/mean av‑
erage precision (mAP)=87.1%/83.6% without re-ranking.
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1 Introduction

Person re-identification (Re-ID) aims to re‑
trieve a given person among all the gallery pe‑
destrian images captured by different camer‑
as. It is a challenging task to learn robust pe‑

destrian feature representations as realistic scenari‑
os are highly complicated with regards to the illumi‑
nation, the background, and occlusion problems. In
recent years, person Re-ID has achieved great prog‑
ress[1–7]. However, person Re-ID methods are still
suffering from occluded or body part missing pedes‑
trian images, where they fail to extract discrimina‑
tive deep features for person Re-ID. Intuitively, the
complexity of realistic scenarios increases the diffi‑
culty in making correct retrieval for person Re-
ID[8–10]. Therefore, existing person Re-ID methods
usually decline a lot in performance when dealing
with realistic person Re-ID dataset like CUHK03,
which contains a lot of occluded or body part miss‑
ing pedestrian images, as illustrated in Fig. 1.
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▲Figure 1. Pedestrian images in CUHK03-labeled dataset

ID‑A

ID‑B

ID‑C

ID‑D

ID‑E

ID‑F

ID‑G

ID‑H

As it is well known, part-based methods[5–7] like multiple
granularity network (MGN) [5] are widely used in person Re-
ID and have achieved promising performance. Generally,
part-based methods learn to combine global features and dis‑
criminative regional features for person Re-ID. The global
features in part-based methods are usually extracted direct‑
ly from the whole person image by the backbone network,
while the regional features are generated by directly parti‑
tioning feature maps of the whole body into a fixed number
of parts. Nevertheless, the overall performance of such part-
based methods seriously depends on that all person images
are well-bounded holistic person images with few occlusion
or body part missing. As real-world scenarios are complicat‑
ed, the bounding boxes detected by the detection algorithm
may not be accurate enough, which usually leads to occlud‑
ed or body part missing pedestrian images as Fig.1 shows. In
Fig.1, ID-A means the ID of the pedestrian is A. We can see
that for the same person in the realistic scenario, occluded
and body-part missing pedestrian images are both captured
as people are moving around the cameras. When dealing
with such occluded or body part missing pedestrian images,
the global features extracted from the whole image directly
by the backbone network become less accurate; moreover,
the regional features generated by directly partitioning fea‑
ture maps of the whole body may focus on occluded parts
and become ineffective, which impair the person Re-ID ac‑
curacy evidently.
To address the above problems, in this paper, we propose

the coarse granularity part-level network (CGPN) for person
Re-ID model that learns discriminative and diverse feature
representations without using any third models. Our CGPN
model can be trained end-to-end and performs well on three
person Re-ID datasets. Especially on CUHK03, which con‑
tains a lot of occluded or body part missing pedestrian images,
our method achieves state-of-the-art performances and outper‑
forms the current best method by a large margin. CGPN has
three branches, and each branch consists of a global part and
a local part. The global part is supervised to learn more accu‑
rate global features by part-level body regions. With the super‑
vision strategy, the global part can learn more proper global
features for occluded or body part missing pedestrian images.
For the local part, as pedestrian images detected in realistic
scenarios are often occluded or body-part missing, too many
fine grained local features generated by partitioning the whole
body feature maps may decrease model performance. There‑
fore we propose a coarse grained part-level feature strategy
that can extract effective regional features and perform better
on the three person Re-ID datasets.
CGPN gains two-fold benefit toward higher accuracy for per‑

son Re-ID. Firstly, compared with extracting global features
directly by backbone network, CGPN learns to extract more
accurate global features with the supervision strategy. Second‑
ly, with the coarse grained part-level feature strategy, CGPN is

capable of extracting effective body part features as regional
features for person Re-ID. Besides, our method is completely
an end-to-end learning process, which is easy for learning and
implementation. Experimental results confirm that our method
achieves state-of-the-art performances on several mainstream
Re-ID datasets, especially on CUHK03, the most challenging
dataset for person Re-ID, in single query mode, and we obtain
a top result of Rank-1/mean average precision (mAP)=87.1%/
83.6% without re-ranking.
The main contributions of our work are summarized as follows:
• We propose a novel framework named CGPN, which ef‑

fectively integrates coarse grained part-level features and su‑
pervised global-level features and is more robust for person
Re-ID.
• We develop the coarse grained part-level feature strategy

for person Re-ID.
• We prove that the integration model of coarse grained

part-level features and supervised global-level features
achieves state-of-the-art results on three Re-ID datasets, espe‑
cially on the CUHK03 dataset, in which our model outper‑
forms the current best method by a large margin.
2 Related Works

2.1 Part-Based Re-ID Model
As deep learning is widely used in person Re-ID nowadays,

most existing methods[11–12] choose to extract feature maps by
directly applying a deep convolution network such as
ResNet[13]. However, the single global feature extracted from
the whole person image by a deep convolution network does
not perform as well as expected. The reason is that person im‑
ages captured by cameras usually contain random background
information and are often occluded or body part missing,
which impairs the performance a lot. Then part-based methods
are proposed to get additional useful local information from
person images for person Re-ID. As an effective way to extract
local features, part-based methods[5–7, 14] usually benefit from
person structure and together with global features, push the
performance of person Re-ID to a new level. The common solu‑
tion of part-based methods is to split the feature maps horizon‑
tally into several parts according to human body structure and
concatenate the feature maps of each part. However, when
dealing with occluded or body part missing pedestrian images,
we find that part-based methods like MGN[5], which has re‑
ceived state-of-the-art results on person Re-ID datasets, face
the problem of performance decrease. Obviously, part-based
methods are common solutions to holistic pedestrian images
as they can get correct body parts by uniform partitioning,
however, these methods are less effective to occluded or body
part missing pedestrian images.
2.2 Attention-Based Re-ID Model
Recently, some attention-based methods try to address the
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As it is well known, part-based methods[5–7] like multiple
granularity network (MGN) [5] are widely used in person Re-
ID and have achieved promising performance. Generally,
part-based methods learn to combine global features and dis‑
criminative regional features for person Re-ID. The global
features in part-based methods are usually extracted direct‑
ly from the whole person image by the backbone network,
while the regional features are generated by directly parti‑
tioning feature maps of the whole body into a fixed number
of parts. Nevertheless, the overall performance of such part-
based methods seriously depends on that all person images
are well-bounded holistic person images with few occlusion
or body part missing. As real-world scenarios are complicat‑
ed, the bounding boxes detected by the detection algorithm
may not be accurate enough, which usually leads to occlud‑
ed or body part missing pedestrian images as Fig.1 shows. In
Fig.1, ID-A means the ID of the pedestrian is A. We can see
that for the same person in the realistic scenario, occluded
and body-part missing pedestrian images are both captured
as people are moving around the cameras. When dealing
with such occluded or body part missing pedestrian images,
the global features extracted from the whole image directly
by the backbone network become less accurate; moreover,
the regional features generated by directly partitioning fea‑
ture maps of the whole body may focus on occluded parts
and become ineffective, which impair the person Re-ID ac‑
curacy evidently.
To address the above problems, in this paper, we propose

the coarse granularity part-level network (CGPN) for person
Re-ID model that learns discriminative and diverse feature
representations without using any third models. Our CGPN
model can be trained end-to-end and performs well on three
person Re-ID datasets. Especially on CUHK03, which con‑
tains a lot of occluded or body part missing pedestrian images,
our method achieves state-of-the-art performances and outper‑
forms the current best method by a large margin. CGPN has
three branches, and each branch consists of a global part and
a local part. The global part is supervised to learn more accu‑
rate global features by part-level body regions. With the super‑
vision strategy, the global part can learn more proper global
features for occluded or body part missing pedestrian images.
For the local part, as pedestrian images detected in realistic
scenarios are often occluded or body-part missing, too many
fine grained local features generated by partitioning the whole
body feature maps may decrease model performance. There‑
fore we propose a coarse grained part-level feature strategy
that can extract effective regional features and perform better
on the three person Re-ID datasets.
CGPN gains two-fold benefit toward higher accuracy for per‑

son Re-ID. Firstly, compared with extracting global features
directly by backbone network, CGPN learns to extract more
accurate global features with the supervision strategy. Second‑
ly, with the coarse grained part-level feature strategy, CGPN is

capable of extracting effective body part features as regional
features for person Re-ID. Besides, our method is completely
an end-to-end learning process, which is easy for learning and
implementation. Experimental results confirm that our method
achieves state-of-the-art performances on several mainstream
Re-ID datasets, especially on CUHK03, the most challenging
dataset for person Re-ID, in single query mode, and we obtain
a top result of Rank-1/mean average precision (mAP)=87.1%/
83.6% without re-ranking.
The main contributions of our work are summarized as follows:
• We propose a novel framework named CGPN, which ef‑

fectively integrates coarse grained part-level features and su‑
pervised global-level features and is more robust for person
Re-ID.
• We develop the coarse grained part-level feature strategy

for person Re-ID.
• We prove that the integration model of coarse grained

part-level features and supervised global-level features
achieves state-of-the-art results on three Re-ID datasets, espe‑
cially on the CUHK03 dataset, in which our model outper‑
forms the current best method by a large margin.
2 Related Works

2.1 Part-Based Re-ID Model
As deep learning is widely used in person Re-ID nowadays,

most existing methods[11–12] choose to extract feature maps by
directly applying a deep convolution network such as
ResNet[13]. However, the single global feature extracted from
the whole person image by a deep convolution network does
not perform as well as expected. The reason is that person im‑
ages captured by cameras usually contain random background
information and are often occluded or body part missing,
which impairs the performance a lot. Then part-based methods
are proposed to get additional useful local information from
person images for person Re-ID. As an effective way to extract
local features, part-based methods[5–7, 14] usually benefit from
person structure and together with global features, push the
performance of person Re-ID to a new level. The common solu‑
tion of part-based methods is to split the feature maps horizon‑
tally into several parts according to human body structure and
concatenate the feature maps of each part. However, when
dealing with occluded or body part missing pedestrian images,
we find that part-based methods like MGN[5], which has re‑
ceived state-of-the-art results on person Re-ID datasets, face
the problem of performance decrease. Obviously, part-based
methods are common solutions to holistic pedestrian images
as they can get correct body parts by uniform partitioning,
however, these methods are less effective to occluded or body
part missing pedestrian images.
2.2 Attention-Based Re-ID Model
Recently, some attention-based methods try to address the
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occlusion or body-part missing problems with the help of atten‑
tion mechanisms. Attention module is developed to help ex‑
tract more accurate features by locating the significant body
parts and learning the discriminative features from these infor‑
mative regions. LI et al.[15] propose a part-aligning convolution‑
al neural network (CNN) network for locating latent regions
(hard attention) and then extract these regional features for Re-
ID. ZHAO et al. [16] employ the spatial transformer network[17]
as the hard attention model to find discriminative image parts.
LI et al. [18] use multiple spatial attention modules (by softmax
function) to extract features at different spatial locations. XU
et al. [19] propose to mask the convolutional maps via a pose-
guided attention module. LI et al.[14] jointly learn multi-granu‑
larity attention selection and feature representation for opti‑
mizing person Re-ID in deep learning. However, most of the
attention-based methods are often more prone to higher fea‑
ture correlations, as these methods tend to have features focus‑
ing on a more compact subspace, which makes the extracted
features attentive but less diverse, and therefore leads to sub‑
optimal matching performance.
2.3 Pose-Driven Re-ID Model
Some pose-driven methods utilize pose information to tack‑

le the occlusion or body-part missing problems. In these meth‑

ods, pose landmarks are introduced to help to align body parts
as pose landmarks indicate the body position of persons.
ZHENG et al.[10] propose to use a CNN-based external pose es‑
timator to normalize person images based on their pose, and
the original and normalized images are then used to train a sin‑
gle deep Re-ID embedding. SARFRAZ et al. [20] directly con‑
catenate fourteen landmarks confidence maps with the image
as network input, letting the model automatically learn align‑
ment way. HUANG et al. [21] propose a part aligned pooling
(PAP) that utilizes seventeen human landmarks to enhance
alignment. MIAO et al. [22] learn to exploit pose landmarks to
disentangle the useful information from the occlusion noise.
However, the landmarks of persons are obtained usually by a
third pose estimation model trained on an extra dataset, which
increases the complicity of the whole Re-ID network. What’s
more, standard pose estimation datasets may not cover the
drastic viewpoint variations in surveillance scenarios, and be‑
sides, surveillance images may not have sufficient resolution
for stable landmarks prediction.
3 Proposed Method

3.1 Structure of CGPN
In this part, we present our CGPN structure in Fig. 2, in

▲Figure 2. Structure of CGPN
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which the ResNet-50 backbone is split into three branches af‑
ter res_conv4_1 block. Each branch consists of a global part
and a local part. In the global part, we apply two 1×1 convolu‑
tional layers and global max pooling (GMP) to generate global
features. While in the local part, we apply a max pooling (MP)
with different kernel sizes, split the feature maps into different
spatial horizontal stripes, and then apply a coarse grained
(CG) strategy and GMP to generate local features. The back‑
bone of our network is a CNN structure, such as ResNet[13],
which achieves competitive results in many deep learning
tasks. Like MGN[5], we divide the output of res_conv4_1 into
three different branches. Through the backbone network, CG‑
PN transfers the input image into a 3D tensor T with size of c×
h×w (c is the channel number, h is the height, and w is the
width). Each of the three branches contains a global part and a
local part. The global part in three branches shares the same
structure, while in every local part the output feature maps are
uniformly partitioned into different stripes.
In the global part, two 1×1 convolution layers are applied to

the output feature maps to extract regional features. Each of
the 1×1 convolution layers will output c-channel features and
be supervised by the corresponding part features. In futher de‑
tail, for i-th branch’s global part, to supervise the global fea‑
tures, the output feature maps are uniformly divided into two
parts in the vertical direction, and a global pooling is applied
to each of them to extract two part features {fgl1i, fgl2i}. The twopart features {fgl1i, fgl2i} are utilized in the training stage to su‑pervise global features {fg1i, fg2i} generated by the two 1×1 con‑volution layers. After the training stage finishes, the two part
features are no longer needed. The first c-channel global fea‑
tures fg1i should be closer to the upper part features fgl1i , andin the same way, the second c-channel global features fg2ishould be closer to the bottom part features fgl2i. In the infer‑ence stage, the first c-channel global features fg1i and the sec‑ond c-channel global features fg2i are concatenated to form 2 c-channel features as final global features fgi. As the global partsof the three branches all share the same structure, we can get
three global features {fg1, fg2, fg3} in total. With the supervisionof the part features, in the final 2 c-channel global features,
the first c-channel global features are forced to focus on the
upper part of the human body, while the second c-channel
global features focus on the bottom part of the human body,
which makes final global features more robust to
person image occlusion or body-part missing.
For the local part in three branches, the output

feature maps are divided into N stripes in the verti‑
cal direction with each stripe having the size of c×(h/
N) ×w, from which we prepare to extract local fea‑
tures. However, for person images that are occluded
or body part missing, it might be harmful and de‑
crease the performance of person Re-ID, if the gran‑
ularity of local features is too fine. To alleviate the
drawbacks of fine-grained local features, we choose

to extract local features in a bigger receptive field that con‑
tains enough body structure information to well represent the
corresponding body region. In this paper, we propose a coarse-
grained part-level feature strategy in which the combined part
stripes must be adjacent and the minimum height proportion
of combined local features should be no less than half of the
output feature maps. The detail of the coarse grained strategy
is illustrated in Fig. 3. In the local part of the first branch, the
output feature maps are divided into two stripes in vertical di‑
rection as shown in Fig. 3a, and then pooling operations are
performed to get local feature representations {fl11, fl21} corre‑sponding to the size of c × (h/2) × w. In the local part of the
second branch, the output feature maps are divided into three
stripes but we combine two adjacent stripes to get two 2/3 pro‑
portion local features {fl12, fl22} corresponding to the size of c ×(2h/3) ×w. For the local part of the third branch, the output
feature maps are divided into four stripes, and then we com‑
bine two and three adjacent stripes to get three 1/2 propor‑
tion and two 2/3 proportion local features respectively, with
{fl13, fl23, fl33, fl43, fl53} corresponding to the size of c × (3h/4)×
w, c × (3h/4) × w, c × (3h/4) × w, c × (h/2)×w, c × (h/2)×w re‑
spectively.
During the test, all features {fg1, fg2, fg3, fl11, fl21, fl12, fl22, fl13,

fl23, fl33, fl43, fl53} generated by the global part and the local partin each branch are reduced to 256-dimension and are concate‑
nated together as the final features, as different branches in
CGPN actually learn representing information with different
granularities which can cooperatively supplement discriminat‑
ing information after the concatenation operation.
3.2 Loss Functions
Like various deep Re-ID methods, we employ softmax loss

for classification, and triplet loss[23] for metric learning. For the
supervision of the global part in each branch, we use mean
square error (MSE) loss in the training stage.
To be precise, in each branch, the local part is trained with

the combination of softmax loss and triplet loss while the glob‑
al part is trained with MSE loss, softmax loss and triplet loss
as illustrated in Fig. 2.
For i-th learned features fi, Wk is a weight vector for class kwith the total class number C. N is the number of training ex‑

amples in a mini-batch, and the softmax loss is formulated as:

(a) the local part ofthe first branch (b) the local part ofthe second branch (c) the local part of thethird branch
▲Figure 3. Coarse-grained part-level feature strategy
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Lsoftmax = -∑
i = 1
N log e

W Tyi
fi

∑k = 1
C e

W Tk fi

. (1)

We employ the softmax loss to all global features {fg1, fg2,
fg3}, and all coarse grained local features
{f 1li | 2i = 1 , f 2li | 2i = 1 , f 3li | 5i = 1}.
Besides, all the global features {fg1, fg2, fg3} are also trainedwith triplet loss. In the training stage, an improved batch hard

triplet loss is applied with formula as follows:
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In the above formula, P is the number of selected identities
and K is the number of images from each identity in a mini-
batch. fai is the anchor sample, fpi is the positive sample, fni isthe negative sample and α is the margin parameter to control
the differences of intra- and inter-distances, which is set to
1.2 in our implementation.
To supervise the global features, we employ the MSE loss to

all global features {fg1, fg2, fg3} and the supervision local fea‑tures {fgl1, fgl2, fgl3} with the formula as follows:
Lmse =∑

i = 1

B∑
p = 1

M

 f igp - f iglp 2
2 , (3)

where fgpi is the p-th c-channel features of global features in i-th branch, fglpi is the supervision p-th c-channel part features inthe same branch. As the global part consists of two c-channel
features and there are three branches in our network, M is set
to 2 and B is set to 3 in our implementation.
The overall training loss is the sum of above three losses,

which is formulated by:
L = Lsoftmax + L triplet + Lmse . (4)

4 Experiment

4.1 Datasets and Protocols
We train and test our model respectively on 4 mainstream

Re-ID datasets: Market-1501[24], DukeMTMC-reID[25],
CUHK03[26] and Occluded-DukeMTMC[22]. Especially the
CUHK03 dataset, which is the most challenging realistic sce‑
nario Re-ID dataset as it consists of a lot of occluded or body
part missing pedestrian images as illustrated in Fig. 1.
Market-1501 is captured by six cameras in front of a cam‑

pus supermarket, which contains 1 501 person identities,
12 936 training images from 751 identities and 19 732 test‑

ing images from 750 identities. All provided pedestrian bound‑
ing boxes are detected by deformable part models (DPM)[27].
DukeMTMC-reID contains 1 812 person identities captured

by 8 high-resolution cameras. There are 1 404 identities in
more than two cameras and the other 408 identities are regard‑
ed as distractors. The training set consists of 16 552 images
from 702 identities and the testing set contains 17 661 images
from the rest 702 identities.
CUHK03 contains 1 467 person identities captured by six

cameras on campus of The Chinese University of Hong Kong
(CUHK). Both manually labeled pedestrian bounding boxes
and automatically detected bounding boxes are provided. In
this paper, we use the manually labeled version and follow the
new training/testing protocol proposed in Ref. [28], with 7 368
images from 767 identities for training and 5 328 images from
700 identities for testing.
Occluded-DukeMTMC is re-segmented from the original

DukeMTMC-reID dataset. The training set contains 15 618
images, and the gallery set and query set contain 17 661 and
2 210 images, respectively, in which all query images and
some gallery images are occluded images, and these occlud‑
ed images retain their occluded regions without being manu‑
ally cropped.
In our experiment, we report the average cumulative match

characteristic (CMC) at Rank-1, Rank-5, Rank-10 and mean
average precision (mAP) on all the candidate datasets to evalu‑
ate our method.
4.2 Implementation Details
All images are re-sized into 384×128 px and the backbone

network is ResNet-50[13], pre-trained on ImageNet with the
original fully connected layer discarded. In the training stage,
the mini-batch size is set to 64, in which we randomly select 8
identities and 8 images for each identity (P=8, K=8). Besides,
we deploy a randomly horizontal flipping strategy to images for
data augmentation. Different branches in the network are all
initialized with the same pre-trained weights of corresponding
layers after res_conv4_1 block. Our model is implemented on
Pytorch platform. We use stochastic gradient descent (SGD) as
the optimizer with the default hyper-parameters (momentum=
0.9, weight decay factor=0.0005) to minimize the network
loss. The initial learning rate is set to 1e-2 and we decay it at
epoch 60 and 80 to 1e-3 and 1e-4 respectively. The total train‑
ing takes 240 epochs. During the evaluation, we use the aver‑
age of original image features and horizontally flipped image
features as the final features. All of our experiments on differ‑
ent datasets follow the settings above.
4.3 Comparison with State-of-the-Art Methods
In this section, we compare our proposed approach with cur‑

rent state-of-the-art methods on the three main-stream Re-ID
datasets.
The statistical comparison between our PGCN network and

76



Integrating Coarse Granularity Part-Level Features with Supervised Global-Level Features for Person Re-Identification Research Paper

CAO Jiahao, MAO Xiaofei, LI Dongfang, ZHENG Qingfang, JIA Xia

ZTE COMMUNICATIONS
March 2021 Vol. 19 No. 1

the state-of-the-art methods on Market-1501, DukeMTMC-
reID and CUHK03 datasets is shown in Table 1.
On Market-1501 dataset, semantics aligning network

(SAN) achieves the best published result without re-ranking,
but our CGPN achieves 89.9% on the metric mAP, exceed‑
ing SAN by +1.9%. On the metric Rank-1, our CGPN
achieves 96.1%, on a par with SAN, while our model is
trained in an easier and end-to-end way. Compared with mul‑
tiple granularity network (MGN) which is also a multiple
branches method, our model surpasses MGN by +0.4% on
the metric Rank-1 and by +3.0% on the metric mAP.
Among the performance comparisons on DukeMTMC-reID

dataset, Pyramid achieved the best published result on met‑
rics Rank-1 and mAP respectively. Our CGPN achieves the
state-of-the-art result of Rank-1/mAP = 90.4%/80.9%, outper‑
forming Pyramid by +1.4% on the metric Rank-1 and +1.9%
on the metric mAP.
From Table 1, our CGPN model achieves Rank-1/mAP =

87.1%/83.6% on the most challenging CUHK03 labeled da‑
taset under the new protocol. On the metric Rank-1, our CG‑
PN outperforms the best published result of SAN by +7.0%
and outperforms the best published result of Pyramid by +
6.7% on mAP.

In summary, our proposed CGPN can always outperform
all other existing methods and shows strong robustness over
different Re-ID datasets. According to the comparative exper‑
iments on the three datasets, especially on CUHK03 dataset,
our approach can consistently outperform all other models by
a large margin. Therefore, we can conclude that our method
can effectively extract robust deep features from occluded or
body part missing pedestrian images in person Re-ID.
We also conduct an experiment and compare the perfor‑

mances with the existing methods on Occluded-DukeMTMC.
The results are listed in Table 2. As can be seen that, CGPN
gets the top performance among the compared approaches,
and obtains 58.5%/50.9% in rank-1/mAP. CGPN surpasses
pose-guided feature alignment (PGFA) by +7.1% rank-1 accu‑
racy and +13.6% mAP, which is a large margin. Therefore, we
can conclude that our proposed CGPN integrated with super‑
vised global-level features can effectively address the occlu‑
sion problem in person Re-ID.
4.4 Importance of Coarse-Grained Part-Level Features
To verify the effectiveness of coarse-grained part-level fea‑

ture strategy in the CGPN model, we train two mal-functioned
CGPN for comparison:
• CGPN-1 abandons the local parts in three branches and

keeps only global parts.
• CGPN-2 replaces coarse-grained part-level features with

fine-grained part-level features. It abandons coarse-grained
strategy in local parts of three branches, compared with the
normal CGPN model. Its local parts in three branches directly
divide the output feature maps into two, three and four parts
as shown in Fig. 4.
From the comparison of CGPN-1 with CGPN, we can see

▼Table 1. Performance comparisons with the state-of-the-art results on
Market-1501, DukeMTMC-reID and CUHK03 datasets in single query
mode without re-ranking

Method

IDE[29]
PAN[30]
SVDNet[31]

IDE(R)+DM3[32]

MGCAM[33]

DHA-Net + ISO(Aggr)[34]
HA-CNN[14]
VPM[35]

SCP[36]
PCB+RPP[6]
SphereReID[37]
MGN[5]
DSA[38]
Pyramid[7]
SAN[39]
CGPN

Market-1501
Rank-
1/%

-

-

-

73.4
83.8
88.2
91.2
93.0
94.1
93.8
94.4
95.7
95.7
95.7
96.1
96.1

mAP/%
-

-

-

51.8
74.3
70.1
75.7
80.8

-

81.6
83.6
86.9
87.6
88.2
88.0
89.9

DukeMTMC-reID
Rank-
1/%

-

-

-

-

-

74.2
80.5
83.6
84.8
83.3
83.9
88.7
86.2
89.0
87.9
90.4

mAP/%
-

-

-

-

-

54.5
63.8
72.6

-

69.2
68.5
78.4
74.3
79.0
75.5
80.9

CUHK03
Rank-
1/%
22.2
36.9
40.9

-

50.1
-

44.4
-

-

-

-

68.0
78.9
78.9
80.1
87.1

mAP/%
21.0
35.0
37.8

-

50.2
-

41.0
-

-

-

-

67.4
75.2
76.9
76.4
83.6

CGPN: coarse granularity part-level networkDHA: deep hidden attributeDM: discrepancy matrix and matrix metricDSA: densely Semantically AlignedHA-CNN: harmonious attention convolu‑tional neural networkIDE: ID-discriminative embeddingISO: Identity-preserving, Sparsity constraintsand the Orthogonal generation modulemAP: mean average precision

MGCAM: mask-guided contrastive atten‑tion modelMGN: multiple granularity networkPAN: pedestrian alignment networkPCB: part-based convolutional baselineRPP: refined part poolingSAN: semantics aligning networkSCP: spatial-channel parallelismSVDNet: singular vector decomposition networkVPM: visibility-aware part model

▼Table 2. Performance comparisons with the state-of-the-art results on
Occluded-DukeMTMC dataset in single query mode without re-ranking.

Method
HA-CNN[14]
PCB+RPP[6]
PGFA[22]
CGPN

Occluded-DukeMTMC
Rank-1/%
34.4
42.6
51.4
58.5

Rank-5/%
51.9
57.1
68.6
73.4

Rank-10/%
59.4
62.9
74.9
78.4

mAP/%
26.0
33.7
37.3
50.9

CGPN: coarse granularity part-level personRe-ID networkHA-CNN: harmonious attention convolu‑tional neural network

mAP: mean average precisionPCB: part-based convolutional baselinePGFA: pose-guided feature alignmentRPP: refined part pooling

▲Figure 4. Fine grained local part structure in CGPN-2
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a significant performance decrease on Rank-1/mAP by −1.2%/
− 2.0%, − 1.1%/− 2.5% and − 4.7%/− 3.7% on Market-1501,
DukeMTMC-reID and CUHK03 datasets respectively. Espe‑
cially on CUHK03, we can observe a sharp decrease by −4.7%/
−3.7% on the metric Rank-1/mAP. As CGPN-1 is trained in ex‑
actly the same procedure with the CGPN model and the
CUHK03 dataset typically consists of many occluded or body
part missing person images, we can infer that the coarse-
grained local part is critical for CGPN model, especially on the
dataset which contains a lot of occluded or body part missing
person images.
Comparing CGPN-2 with CGPN, we can still observe a per‑

formance decrease by −0.8%/−0.5%, −0.1%/−0.7% and −1.8%/
−1.1% on the metric Rank-1/mAP on Market-1501, DukeMT‑
MC-reID and CUHK03 datasets respectively. Compared with
fine-grained part-level features, coarse-grained part-level fea‑
tures contain enough body structure information to better repre‑
sent the corresponding body regions, which makes CGPN learn
more robust local features. Besides, on CUHK03, we can also
see a sharper performance decrease compared with the other
two datasets. The reason is that Market-1501 and DukeMTMC-
reID consist of mainly holistic person images with little occlu‑
sions or body part missing, and these images keep complete
body structure and make fine-grained part-level features
achieve comparable performance with coarse-grained part-level
features. While on CUHK03, as it consists of a lot of occluded
or body part missing person images, coarse-grained part-level
features outperform fine-grained part-level features evidently.
Our experiments clearly prove that our coarse- grained part-lev‑
el feature strategy can improve model performance significantly
and is critical for model robustness, especially for occluded or
body part missing person images.
4.5 Importance of Supervised Global Part
To further verify the effectiveness of the supervised global

part in CGPN model, we train another two mal-functioned CG‑
PN for comparison:
• CGPN-3 abandons global parts in all three branches and

keeps only local parts that are trained with triplet loss and soft‑
max loss.

• CGPN-4 keeps the global parts but abandons the supervi‑
sion learning of all global parts in three branches, and these
global parts are trained only with triplet loss and softmax loss.
Comparing CGPN-3 with CGPN, we observe a dramatic per‑

formance decrease on all three datasets. The performance on
the metric Rank-1/mAP decreases by −1.9%/−3.7%, −1.8%/−
4.0% and − 2.8%/− 2.6% on Market-1501, DukeMTMC-reID
and CUHK03 respectively. As the three models are trained in
exactly the same procedure, we conclude that the global part
is critical to CGPN.
Comparing CGPN-4 with CGPN, after abandoning global su‑

pervision, we observe a performance decrease on Rank-1/
mAP of −0.9%/−0.6% and −0.4%/−1.0% on Market-1501 and
DukeMTMC-reID. While on CUHK03 we observe a dramatic
performance decrease by −3.7%/−2.9%. The reason of such a
different performance decrease is that Market-1501 and Duke‑
MTMC-reID mainly consist of holistic person images from
which the global part can get enough good global features di‑
rectly even without supervision, while CUHK03 contains a lot
of occluded or body part missing person images and the super‑
vised global part is much more important for extracting accu‑
rate global features.
Comparing CGPN-4 with CGPN-3, after adding unsuper‑

vised global parts, we see a large performance improvement
on Rank-1/mAP of +1.0%/+3.1% and +1.4%/+3.0% on Mar‑
ket-1501, DukeMTMC-reID. But on CUHK03 we observe a
significant performance decrease by − 0.9%/− 0.3% unex‑
pectedly. As analyzed above, the image type is quite differ‑
ent in the three datasets, especially CUHK03 which con‑
tains a lot of occluded or body part missing person images.

▼Table 3. Ablation study of CGPN coarse grained part-level feature
strategy and supervised global part, with comparison results on Market-
1501, DukeMTMC-reID and CUHK03-labeled at evaluation metrics of
Rank-1 and mAP in single query mode without re-ranking

Method

CGPN-1
CGPN-2
CGPN-3
CGPN-4
CGPN

Market-1501
Rank-
1/%
94.9
95.3
94.2
95.2
96.1

mAP/%
87.9
89.4
86.2
89.3
89.9

DuckMTMC-reID
Rank-
1/%
89.3
90.3
88.6
90.0
90.4

mAP/%
78.4
80.2
76.9
79.9
80.9

CUHK03
Rank-
1/%
82.4
85.3
84.3
83.4
87.1

mAP/%
79.9
82.5
81.0
80.7
83.6

CGPN: coarse granularity part-level network mAP: mean average precision
▲Figure 5. Feature visualization of different branches in the two cases
of occluded pedestrian images and holistic pedestrian images
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The unexpected performance decrease on CUHK03 further
proves that unsupervised global features can be harmful and
certainly impair model performance. We conclude that the
supervision of global features is critical for high perfor‑
mance of person Re-ID and that unsupervised global fea‑
tures will result in inaccurate global features which impair
model performance evidently. As shown in Fig. 5, we can
find that the unsupervised global features may receive inter‑
ference from the background or occlusion. But, our proposed
supervised global features are more robust to person image
occlusion or body-part missing.
4.6 Branch Settings Ablation Study
In this section, we conduct a large number of comparative

experiments on CUHK03 dataset to verify the effectiveness of
the numbers of 1×1 convolution layers in the global part and
multi-branch architecture settings.
In the global part, the number of 1×1 convolution layers is a

hyper-parameter and influences the receptive field of its corre‑
sponding supervision part features. To evaluate the effect of var‑
ious numbers of 1×1 convolution layers in the global part, as
three branches’global part all share the same structure, we on‑
ly keep branch 1 of CGPN and abandon the
other two branches of CGPN. We also aban‑
don the local part of branch 1 and only keep
the global part of branch 1 denoted as
Branch1-Global.

Table 4 shows the results of Branch1-Glob‑
al with different numbers of 1×1 convolution
layers, i. e. 2, 3, 4, 8. From these results, we
can find that Branch1-Global reaches the best
performance with two 1×1 convolution layers,
which achieves Rank-1/mAP = 77.5%/74.7%
on the CUHK03 dataset. The experiment re‑
sults further illustrate that coarse grained fea‑
tures can make full use of local information
and preserve more semantic information, and
thus help to extract more accurate global fea‑
tures. Therefore, We finally adopt two 1×1
convolution layers in our CGPN architecture.
We further perform experiments to verify

the importance of various branch settings in
CGPN. Here, Branch x means we only keep
CGPN’s backbone and branch x after
res_conv4_1. For example, Branch 1 means
just preserving CGPN’s backbone and
branch 1 of CGPN and removing branches 2
and branch 3. With the increasing number of
branches, Rank-1/mAP is significantly im‑
proved from 82.9%/79.4% to 85.4%/82.2%
even to 87.1%/83.6%, as illustrated in Table
4. But, when we try more branches, such as
CGPN + Branch 4 and CGPN + Branch 4 +

Branch 5, we observe a significant performance decrease on
Rank-1/mAP of −1.7%/−1.2% and −1.3%/−1.0% unexpected‑
ly. Therefore, we can conclude that the carefully-designed net‑
▼Table 4. Comparison results of different number of 1×1 convolution
layers in the global part and multi-branch settings on CUHK03 dataset
at evaluation metrics of Rank-1 and mAP in single query mode without
re-ranking

Model
Branch1-Global w/2-part supervised
Branch1-Global w/3-part supervised
Branch1-Global w/4-part supervised
Branch1-Global w/8-part supervised

Branch 1
Branch 2
Branch 3

Branch 2 & Branch 3
Branch 1 & Branch 3
Branch 1 & Branch 2
CGPN + Branch 4

CGPN + Branch 4 + Branch 5
CGPN

Rank-1/%
77.5
78.2
76.6
76.1
82.9
81.8
82.6
84.5
83.6
85.4
85.4
85.8
87.1

mAP/%
74.7
74.5
73.4
73.5
79.4
79.2
78.7
82.1
81.1
82.2
82.4
82.6
83.6

CGPN: coarse granularity part-level network mAP: mean average precision

▲Figure 6. Top-4 ranking list for some query images on CUHK03-labeled dataset by CGPN
and MGN

Query Top‑4 CGPN Top‑4 MGN

CGPN: coarse granularity part-level person MGN: multiple granularity network
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work architecture is also the main contributor to performance
improvement, and three branches can effectively and efficient‑
ly capture enough complement information.
Besides, from Fig.5, we can find that the three branches of

CGPN focus on different parts of the pedestrian, and the extract‑
ed features are complementary to each other.
4.7 Visualization of Re-ID Results
We visualize the retrieval results by CGPN and MGN for

some given query pedestrian images of CUHK03-labeled data‑
set in Fig. 6, in which the retrieved images are all from the
gallery set, but not from the same camera shot. The images
with green borders belong to the same identity as the given
query, and those with red borders do not. These retrieval re‑
sults show the great robustness of our CGPN model, regardless
of the occlusions or body part missing of detected pedestrian
images. CGPN can robustly extract discriminative features for
different identities.
5 Conclusions
In this paper, we propose a coarse-grained part-level fea‑

tures learning network integrated with supervised global-lev‑
el features for person Re-ID. With the coarse-grained part-
level strategy, the local parts in three branches learn more
discriminative local features. With the supervision learning
of global parts in three branches, the global parts learn to ex‑
tract more accurate and suitable global features for pedestri‑
an images. Experiments have confirmed that our model not
only achieves state-of-the-art results on all three main-
stream person Re-ID datasets, but pushes the performance to
an exceptional level.
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IP switching and optical transport network (OTN) switching in CAPEX when the service
bandwidth is fluctuating violently. This paper establishes a multi-layer network architec‑
ture through Clos network model and discusses impacts of maximum allowable blocking
rate and service bandwidth standard deviation on CAPEX of IP network and OTN network
to find CAPEX demarcation point in different situations. As simulation results show, when
the bandwidth deviation mean rate is 0.3 and the maximum allowable blocking rate is
0.01, the hardware cost of OTN switching will exceed IP switching as the average band‑
width is greater than 6 100 Mbit/s. When the service bandwidth fluctuation is severe, the
hardware cost of OTN switching will increase and exceed IP switching as the single port
rate is allowed in optical switching. The increasing of maximum allowable blocking rate
can decrease hardware cost of OTN switching. Finally, it is found that Flex Ethernet
(FlexE) can be used to decrease CAPEX of OTN switching greatly at this time.
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1 Introduction

Network data are growing dramatically due to the devel‑
opment of smart devices and multimedia application
technologies. By 2021, global mobile traffic will
reach 6. 7 times that in 2016, exceeding 48. 3 Exa‑

bytes per month[1], as a result, existing networks will not be
able to afford such huge business growth. To address this is‑
sue, 5G cellular networks are developed[2].
With the advent of the 5G era, the development and appli‑

cation of various technologies are becoming possible. The 4G
long term evolution (LTE) cellular system is difficult to sup‑
port the transmission of such a large number of services
brought by those applications, such as Internet of Things (IoT)
and e-health, and the next generation datacenter needs to
solve the problem of switching and transmission of massive
services[3–4]. In order to correspond to the exponential rise in

user and traffic capacity, datacenter capital expenditure (CA‑
PEX) will increase significantly. The current datacenter inter‑
network is required to evolve into a high capacity, low-cost
and low-latency network platform.
Packet services based on IP switching are emerging, which

raises new requirements for transport networks. Optical net‑
works can provide high-capacity end-to-end communication
pipes for upper-layer services like IP services. Therefore, ser‑
vice transmission needs multiple electro-optic (E/O) and opti‑
cal-electronic (O/E) conversions. Among the total services re‑
quired processed by IP nodes, 55%–85% of them only need
to transit through these nodes.
Researchers have made significant research and proposed

several methods to reduce CAPEX. In general, the problem of
network cost is considered as integer linear programming
(ILP) optimization problems[5–7]. Heuristic approaches are usu‑
ally applied to solve cost problems, including increasing re‑
structure capacity[8], adopting optical bypass to avoid traffic in
the optical domain from contacting IP routers[9–10], using soft‑
ware define network (SDN)[11] for business grouping and multi-

LIAN Meng1, GU Rentao1, JI Yuefeng1,
WANG Dajiang2, LI Hongbiao2

(1. Beijing Laboratory of Advanced Information
Network, Beijing University of Posts and
Telecommunications, Beijing 100876, China;
2. Wireline Product Planning Department, ZTE
Corporation, Shenzhen 518057, China)

DOI: 10.12142/ZTECOM.202101010

http://kns.cnki.net/kcms/detail/34.1294.
TN.20210204.1350.002.html, published online
February 4, 2021

Manuscript received: 2020-04-08

This work was supported by National Key Research and Development
Program (2018YFB1800504) and the ZTE Research Fund, China.

layer joint optimization to reduce costs[12–13]. But increasing
the number and capacity of infrastructure will lead to the ris‑
ing cost of network construction as well[8, 13]. The method of
adding optical bypass is not significant, and usually only
saves 10%–15% of the CAPEX cost[13]. In the joint optimiza‑
tion process, multiple links are affected in the optimization
process of a certain link, so multiple optimizations should be
considered[13–15].
Edge micro datacenters (mDC) are often used to handle

small bandwidth and low latency service requests[16–17]. On
the other hand, service requests that interact between multiple
datacenters (DC) typically have high bandwidth characteris‑
tics. The optical layer switching is considered to have large ca‑
pacity, high bandwidth, and low latency. Therefore, optical
transmission technologies[18–19], like optical transport networks
(OTN) [20–21], are used extensively in datacenter networks to
save cost and reduce latency while enabling high-speed data
transmission.
However, OTN switching is very inflexible due to the large

switching granularity. This inflexibility is more prominent
when the bandwidth of the service fluctuates greatly. In order
to ensure the traffic transmission blocking rate, the OTN
switching must meet the largest bandwidth service require‑
ment in the network, which will result in a large amount of
cost waste, and therefore OTN switching is not necessarily the
optimal choice. As a result, the cost analysis of large volatility
bandwidth services needs further research.
Flex Ethernet (FlexE) is a good solution to this problem.

FlexE supports the binding of multiple links and the link ag‑
gregation. For example, a 50 Gbit/s service can be transmitted
by one 40 Gbit/s Ethernet port and one 10 Gbit/s Ethernet
port instead of one 100 Gbit/s Ethernet port. Link binding us‑
ing FlexE can greatly reduce resource waste of OTN switching.
In this paper, by calculating CAPEX, we perform adaptive

analysis on IP switching and optical switching. We hope to ob‑
tain the bandwidth adaptation range of IP switching and opti‑
cal switching when the average bandwidth and the standard
deviation of the service are both large. Next, by abstracting
the switching behavior of the IP router and the OTN device, a
network connection switching model is established to perform
CAPEX. Then, we introduce the adaptive assessment process
to determine the bandwidth cross-point. After that, modifying
the average bandwidth and the service standard of the service,
we analyze hardware costs to accommodate the range of two
switching methods. We analyze the impact of network service
quality and service bandwidth fluctuations on network hard‑
ware costs by changing the maximum allowable blocking rate
and the bandwidth standard deviation. Finally, we use FlexE
technology in the model to explore the impact of port bonding
on optical switching CAPEX.
The remaining parts of this paper are organized as follows.

Section 2 introduces the structure and problems of the data‑
center network. In Section 3, a mathematical model is de‑

signed for calculating the cost of the switching network. Sec‑
tion 4 performs a performance evaluation based on simulation
results. Finally, in Section 5, we summarize this paper.

2 Distribution of Datacenter Network Archi⁃
tecture and Cost
With the continuous development of cloud computing and

5G technologies, the granularity of service traffic increases.
Under this trend, optical layer switching may have advantages
in cost and energy consumption compared with IP switching.
In the existing network, most of the transport layers select

OTN and wavelength division multiplexing (WDM) [22] system
as the infrastructure. In this paper, we assume that the OTN is
used as the network infrastructure[20] technology.
2.1 Datacenter Network Architecture
The datacenter network architecture is mainly implemented

through the coordination of the three major planes of applica‑
tion management, network control and service forwarding. As
shown in Fig. 1, used for forwarding plane, DCs are intercon‑
nected with hosting services through a multi-domain network
request based on the strategy provided by the controller plane.
The SDN control technology is adopted in the controller plane,
while centralized management and cross-layer joint network
planning and optimization techniques are adopted in the appli‑
cation plane. In the forwarding plane, differentiated delivery
of service with different quality of service (QoS) requirements
is mainly achieved through the coordination of IP network and
OTN network controllers, ensuring the efficiency of the entire
network resources and management. In the controller plane,
SDN technology is mainly used to realize the Openflow proto‑
col. The smooth transition of the network will accommodate
the flexible scheduling of multi-layer multi-domain distribut‑
ed networks in the future. The main feature of the manage‑
ment plane is the unified and centralized management mode,
which greatly simplifies network management processes, re‑
duces network maintenance costs and improves network man‑
agement and maintenance efficiency, thereby saving the total
cost of the network.
The IP services in the datacenter network are diversified,

and optical channels use wavelength switching. With large ca‑
pacity, there is a fundamental mismatch between service traf‑
fic and optical flow capacity. Usually, the solution is using the
traffic aggregation function of the core router in the IP layer to
provide services to convergence processing, and then through
the optical layer to achieve large-capacity long-distance trans‑
mission. This solution offers a high-speed information trans‑
mission channel for the IP layer.
However, service transmission requires times of E/O and O/

E conversions, which greatly increases network CAPEX. Ap‑
propriately reducing IP routers processed can significantly re‑
duce the cost of the network between datacenters. The optical
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layer joint optimization to reduce costs[12–13]. But increasing
the number and capacity of infrastructure will lead to the ris‑
ing cost of network construction as well[8, 13]. The method of
adding optical bypass is not significant, and usually only
saves 10%–15% of the CAPEX cost[13]. In the joint optimiza‑
tion process, multiple links are affected in the optimization
process of a certain link, so multiple optimizations should be
considered[13–15].
Edge micro datacenters (mDC) are often used to handle

small bandwidth and low latency service requests[16–17]. On
the other hand, service requests that interact between multiple
datacenters (DC) typically have high bandwidth characteris‑
tics. The optical layer switching is considered to have large ca‑
pacity, high bandwidth, and low latency. Therefore, optical
transmission technologies[18–19], like optical transport networks
(OTN) [20–21], are used extensively in datacenter networks to
save cost and reduce latency while enabling high-speed data
transmission.
However, OTN switching is very inflexible due to the large

switching granularity. This inflexibility is more prominent
when the bandwidth of the service fluctuates greatly. In order
to ensure the traffic transmission blocking rate, the OTN
switching must meet the largest bandwidth service require‑
ment in the network, which will result in a large amount of
cost waste, and therefore OTN switching is not necessarily the
optimal choice. As a result, the cost analysis of large volatility
bandwidth services needs further research.
Flex Ethernet (FlexE) is a good solution to this problem.

FlexE supports the binding of multiple links and the link ag‑
gregation. For example, a 50 Gbit/s service can be transmitted
by one 40 Gbit/s Ethernet port and one 10 Gbit/s Ethernet
port instead of one 100 Gbit/s Ethernet port. Link binding us‑
ing FlexE can greatly reduce resource waste of OTN switching.
In this paper, by calculating CAPEX, we perform adaptive

analysis on IP switching and optical switching. We hope to ob‑
tain the bandwidth adaptation range of IP switching and opti‑
cal switching when the average bandwidth and the standard
deviation of the service are both large. Next, by abstracting
the switching behavior of the IP router and the OTN device, a
network connection switching model is established to perform
CAPEX. Then, we introduce the adaptive assessment process
to determine the bandwidth cross-point. After that, modifying
the average bandwidth and the service standard of the service,
we analyze hardware costs to accommodate the range of two
switching methods. We analyze the impact of network service
quality and service bandwidth fluctuations on network hard‑
ware costs by changing the maximum allowable blocking rate
and the bandwidth standard deviation. Finally, we use FlexE
technology in the model to explore the impact of port bonding
on optical switching CAPEX.
The remaining parts of this paper are organized as follows.

Section 2 introduces the structure and problems of the data‑
center network. In Section 3, a mathematical model is de‑

signed for calculating the cost of the switching network. Sec‑
tion 4 performs a performance evaluation based on simulation
results. Finally, in Section 5, we summarize this paper.

2 Distribution of Datacenter Network Archi⁃
tecture and Cost
With the continuous development of cloud computing and

5G technologies, the granularity of service traffic increases.
Under this trend, optical layer switching may have advantages
in cost and energy consumption compared with IP switching.
In the existing network, most of the transport layers select

OTN and wavelength division multiplexing (WDM) [22] system
as the infrastructure. In this paper, we assume that the OTN is
used as the network infrastructure[20] technology.
2.1 Datacenter Network Architecture
The datacenter network architecture is mainly implemented

through the coordination of the three major planes of applica‑
tion management, network control and service forwarding. As
shown in Fig. 1, used for forwarding plane, DCs are intercon‑
nected with hosting services through a multi-domain network
request based on the strategy provided by the controller plane.
The SDN control technology is adopted in the controller plane,
while centralized management and cross-layer joint network
planning and optimization techniques are adopted in the appli‑
cation plane. In the forwarding plane, differentiated delivery
of service with different quality of service (QoS) requirements
is mainly achieved through the coordination of IP network and
OTN network controllers, ensuring the efficiency of the entire
network resources and management. In the controller plane,
SDN technology is mainly used to realize the Openflow proto‑
col. The smooth transition of the network will accommodate
the flexible scheduling of multi-layer multi-domain distribut‑
ed networks in the future. The main feature of the manage‑
ment plane is the unified and centralized management mode,
which greatly simplifies network management processes, re‑
duces network maintenance costs and improves network man‑
agement and maintenance efficiency, thereby saving the total
cost of the network.
The IP services in the datacenter network are diversified,

and optical channels use wavelength switching. With large ca‑
pacity, there is a fundamental mismatch between service traf‑
fic and optical flow capacity. Usually, the solution is using the
traffic aggregation function of the core router in the IP layer to
provide services to convergence processing, and then through
the optical layer to achieve large-capacity long-distance trans‑
mission. This solution offers a high-speed information trans‑
mission channel for the IP layer.
However, service transmission requires times of E/O and O/

E conversions, which greatly increases network CAPEX. Ap‑
propriately reducing IP routers processed can significantly re‑
duce the cost of the network between datacenters. The optical
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layer switching has larger capacity, higher bandwidth, and
lower latency compared with the IP layer switching. However,
if the granularity of service requests is small, the large granu‑
larity of optical switching service will reduce resource utiliza‑
tion and further increase network CAPEX. Therefore, this ar‑
chitecture proposes the following strategy: When the service
bandwidth is in the interval where the IP switching is more ad‑
vantageous, the service transmission route selects the tradi‑
tional transmission solution and transmits through both the IP
equipment and the OTN equipment. Conversely, when the ser‑
vice bandwidth is in the interval where the optical switching is
more advantageous, the service transmission route selection is
directly transmitted through the OTN equipment. The equip‑
ment provides optical channel data unit (ODU) k-class hard
pipes directly, and then transmits high-speed services through
ROADM devices in the optical layer, thereby reducing equip‑
ment investment, saving energy consumption and promoting
sustainable development of the transmission network.
This paper considers the direct transmission of services

through OTN equipment, avoiding multiple E/O and O/E con‑
versions. OTN equipment is divided into edge-based aggre‑
gate OTN equipment and core switching OTN equipment. The
aggregate OTN equipment uses the cross-point switching ma‑
trix to perform optical mixing processing of the service, and
the service performs E/O and O/E conversion at the edge. At
the core layer, the OTN equipment performs all-optical pro‑
cessing of the service through the ROADM to ensure reliable
and high-quality service (yellow path in Fig. 1). Correspond‑
ingly, the IP network is also divided into two layers: the edge
and the core. The edge aggregation router supports aggrega‑
tion services, and the core layer uses the core router to pro‑
vide a higher level of switching services (red path in Fig. 1).
We want to get the range of adaptability of the two switching
methods and evaluate the capital expenditures.
2.2 Composition of Network Equipment Cost
In order to facilitate comparison and calculation, this paper

calculates the equipment cost after normalization. The cost pa‑

▲Figure 1. Architecture of the datacenter network

APP: application DC: datacenter H‑controller: hybrid controller OTN: optical transport network ROADM: reconfigurable optical add/drop multiplexer

Application plane Optimization APPs Planning APPs

Controller plane
IP controller Optical controller

DCs

H‑controller

Edge IP layer router Core IP layer router Edge IP layer router

Edge optical layer OTN Core optical layer OTN Edge optical layer OTN

Forwarding plane

IP‑optical mix processing path All‑optical processing path
IP link

IP router

Optical link

OTN device

Cross‑layer link

ROADM device
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rameters of the equipment are shown in Tables 1 and 2, and
the cost is expressed as a standardized value. OTN equipment
is divided into common units and service units. Accordingly,
IP equipment includes base systems, processor cards, line
cards, and optical modules. The common unit and the basic
system are independent of the business service, and they are
used to build the basic platform. The service unit is related to
the specific service. Line cards and processor cards need to be
used together. A mother card can carry two daughter cards. For
example, if we need an IP router with two 100 G ports, we
choose a base system as the platform, an A-type network proces‑
sor card, two 100 G line cards and two 100 G optical modules.
Therefore, the total cost is calculated as: 10 + 21.14 + 2 ×
58.57 + 2 × 53.97 = 256.22.

3 Problem Formalization
In this section, a mathematical model is proposed to obtain

the network CAPEX for adaptive analysis.
3.1 Mathematical Model
Due to the large switching granularity of optical switching,

the key is how to ensure connectivity in the network. In this
paper, a strict non-blocking Clos network structure is used to
ensure full network connectivity.
The Clos network was proposed by Charles CLOS in

1952[23]. The Clos network refers to a switching network that
tries to reduce the number of intermediate cross points as
much as possible in order to reduce the cost of a multi-level
switching network. The ba‑
sic idea is to use multiple
smaller-scale switching
units according to a certain
connection method. The ad‑
vantage of Clos network is
that its crossbar architec‑
ture and the Clos network
can provide a non-blocking
network.
Under the condition of

non-blocking, the three-lev‑
el Clos network is split into
switching matrixes and con‑
stitutes a multi-level Clos
network, each switching ma‑
trix representing a piece of
equipment. As shown in
Figs. 2a and 2b, on the
premise of ensuring strict
non-blocking, datacenter
network can be mapped to
Clos network, and a three-
layer symmetric switching

network is established according to the Clos model. Then, as
shown in Fig. 2c, the switching network is divided into multi‑
▼Table 1. Cost parameters for normalized OTN equipment

OTN Equipment
Common unit

Service unit

Composition
Common unit

Port
16
12
2
2
1

Capacity/G
2.5
10
40
100
100

Normalized Cost
3.83

1.25
2.22
2.29
1.59
1.83

OTN: optical transport network

▼Table 2. Cost parameters for normalized IP router

IP Router
Base system
Processor card

Line card

Optical module

Composition
Base system

A-type network processor card
B-type network processor card
Port
1
3
10
8

Capacity/G
100
40
10
2.5
100
40
10
2.5

Cost
10
21.14
84.13

58.57
52.06
24.57
97.62
53.97
8.41
0.22
0.16

▲Figure 2. Multi-level Clos network: (a) datacenter network; (b) datacenter network mapped to Clos network
model; (c) middle layer of Clos network for splitting

OTN: optical transport network

(a)

…

…

(c)

…

…

…

…
…

(b)
Datacenter Router Converge OTN
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ple layers based on the service parameters and network param‑
eters. Then the minimum number of IP switching or OTN
switching in the network is determined, and the number of
links required by the network and by the number of devices
and the network topology is calculated. The OTN equipment
or IP equipment is mapped to the switching matrix (SM). The
connections between them correspond to the optical links in
the real network.
We assume that the service bandwidth obeys the normal dis‑

tribution N ( μsd,σ2sd ), where the mean value is μsd, the standarddeviation is σ2sd, and the probability density function is f ( x ).
The blocking rate α = ∫

bαsd

+∞
f ( x )dx is allowed, and the value

bαsd, the maximum bandwidth of the service request, can be ob‑tained according to the blocking rate α. In order to make the
model realistic, we assume that the bandwidth mean and the
standard deviation of the service are proportional, which
means that larger service has a larger standard deviation.
For the IP switching, with the dynamic bandwidth alloca‑

tion function, bandwidth should be reserved for dynamic ser‑
vice. For OTN switching, it is necessary to reserve bandwidth
resources for the service according to the maximum bandwidth
to prevent random service.
For the OTN switching, the service request needs to be

mapped to electrical cross-connection and ODUk before being
multiplexed. Assuming that in ODUk, k = 0, 1, 2, 3, 4, the mul‑
tiplexing relationship between the ODUks can be expressed
as: 2U0 = U1, 4U1 = U2, 4U2 = U3, 2U3 = U4.In Table 3, We define the required symbols, costs and vari‑
ables. In this paper, a piece of core equipment can carry eight
mother cards.
After ensuring the connectivity through the Clos network struc‑

ture, the objective function can obtain the total hardware cost of

the network convergence layer and the core layer. And then the
minimum cost for different speed card configurations is found.
Min C total_ip = 2 ⋅ Nedge_router ⋅ C ip + Ncore_router ⋅ C ip , (1)

Min C total_otn = 2 ⋅ Nedge_otn ⋅ Cotn + Ncore_otn ⋅ Cotn . (2)
The adaptation constraints of IP layer and OTN layer are

evaluated as:
Bsd = Uk ,Uk - 1 < basd ≤ Uk , ∀sd ∈ r,U-1 = 0. (3)
When the FlexE technology is applied, OTN switching al‑

lows multiple port bindings to be used. At this time, the Uk isequal to Uk - 1 + U1.Strict non-blocking constraints are shown below. Under the
premise of strict non-blocking, the network can establish a ser‑
vice request at any time, if both the source server and the des‑
tination server are free.
N jport_ip = é ù(2 ⋅ N jip_card + 1) /2 , ∀j ∈ P , (4)
N jport_otn = é ù(2 ⋅ N jotn_card + 1) /2 , ∀j ∈ P . (5)
According to the requirements of the equipment, the first

three types of line cards need to be matched with the type A
network processor card, and the fourth type of the line card
needs to be equipped with the type B network processor card.
The cost of a single IP equipment C ip and that of a single OTNequipment Cotn are calculated as follows:
C ip =C ip- base +∑j=1

3
N jip_card ×(C ip- a +2Cjip- interface + 2Cjip- port ×Cjip-module )+

N 4ip_card ×(C ip- b + 2C4ip- interface + 2C4ip- port ×C4ip-module ) ,
(6)

Cotn = Cotn - base + 2∑
j = 1

4
N jotn_card × (Cjotn_business + ë ûCj × Cjotn - port /C4 ×

Cotn - module ) .
(7)

After the switching network is split, the number of equip‑
ment in the convergence layer can be calculated:

Nedge_router = ê
ë
êê

ú

û
úú∑

∀sd ∈ r
(N r × μsd / ∑

∀j ∈ Pt
(N jport_ip × Cj × Cjip - port ) , (8)

Nedge_otn = ê
ë
êê

ú

û
úú∑

∀sd ∈ r
N r × Bsd / ∑

∀j ∈ Pt
(N jport_otn × Cj × Cjotn - port ) . (9)

The middle tier n iter should be split until r (i ) ≤ m. For IPswitching or OTN switching, the number of iterations after

▼Table 3. Notations, costs and variables
Notation
Nr

P = {1,2,3,4}
Cj

N jip_card /N jotn_card
N jport_ip /N jport_otn
C ip - base

C ip - a/C ip - b
Cjip - interface/Cjip - module

Cotn - base
Cjotn_business/Cotn - module
C total_ip/C total_otn

Nedge_router /Ncore_router
Nedge_otn/ Ncore_otn

Bsd
n iter

Description
Total number of service requests
Card type set for IP/OTN equipment
Port rate set for different types of cards

Number of mother card j on one piece of IP/OTN equipment
Number of port for IP/OTN equipment on one card j

Cost for base system of IP equipment
Cost for A-type/B-type card of IP equipment

Cost for line card/optical module of IP equipment on one card j
Cost for common unit of OTN equipment

Cost for service unit/optical module of OTN equipment
Total hardware cost for IP/OTN equipment
Number of convergence/core IP equipment
Number of convergence/core OTN equipment
Bandwidth after the OTN multiplexing

Iteration time for splitting the middle layer SM
OTN: optical transport network SM: switching matrix
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splitting the middle tier n iter is expressed as follows:
nc (n iter ) = 2 ⋅ r (n iter ) + m ⋅ nc (n iter - 1), nc (0) = 1, (10)

n = é
ê
ê

ù
ú
ú

m + 1
2 , (11)

r (i ) = ë ûr (i - 1) /n ,i = 2,3,...,n iter . (12)
For IP switching:
Ncore_router = 2 ⋅ ∑

∀j ∈ Pt
N jip_card ⋅ nc (n iter ) , (13)

m = 2 ⋅ ∑
∀j ∈ Pt

N jip_card, (14)

r (1) = ë ûNedge_router /n . (15)
For OTN switching:
Ncore_otn = 2 ⋅ ∑

∀j ∈ Pt
N jotn_card ⋅ nc (n iter ) , (16)

m = 2 ⋅ ∑
∀j ∈ Pt

N jotn_card , (17)

r (1) = ë ûNedge_otn /n , (18)
where m and n are Clos network parameters.
Algorithm 1 Network Adaptability Assessment Process
Given: μsd(Mbit/s), α, σsd, service request number set Xr
Output: hardware cost C total_ip and C total_otn:1: For each t in Xr do2: μsd = 1;3:While μsd ≥ 1 do4: Calculate the Bsd according to μsd, σsd and α;5: Establish a three‑level symmetric Clos network under

strict non-blocking principle;
6: Map the first and third layer SM to the convergence layer

equipment, and then calculate the Nedge_router and Nedge_otn by Eq.(8) and Eq. (9);
7: Split and map the middle layer SM based on the port rate

of core devices;
8: Calculate the Cip and Cotn by Eq. (6) and Eq. (7);9: Calculate the Ncore_router and Ncore_otn by Eq. (13) and Eq. (16);10: Calculate the Min Ctotal_ip and Min Ctotal_otn by Eq. (1) and

Eq. (2);
11: μsd = μsd + 1:12: endWhile
13: end For
14: Return Min C total_ip and MinC total_otn

3.2 Adaptive Assessment Procedure
For IP switching, since the service bandwidth is normally

distributed and according to the symmetry of the normal distri‑
bution, the large service can always be combined with a small
service for transmission. So the maximum capacity of the IP
equipment in the network is the average bandwidth. The hard‑
ware cost of the IP switching is only related to the average
bandwidth of the service in the network and is independent of
the standard deviation of the service bandwidth in the net‑
work. The OTN switching focuses on the maximum service
bandwidth in the network. In order to transmit the largest
bandwidth services, the network must use OTN equipment
with higher capacity, which will result in a waste of transmis‑
sion resource. The hardware cost of OTN switching is related
to not only the average bandwidth of network services, but also
the standard deviation of service bandwidth. When the servic‑
es with large bandwidth and large bandwidth standard devia‑
tion are transmitted, the hardware cost of OTN switching may
be greater than the IP switching.
In order to describe the results of cost-adaptive evaluation

more accurately, we introduce the concept of bandwidth cross-
point, which is the cost demarcation point for service band‑
width between IP switching and OTN switching. We divide
the cross-points into first bandwidth cross-point and second
bandwidth cross-point. When the IP switching cost exceeds
the OTN switching, this demarcation point is the first band‑
width cross-point. When the OTN switching cost exceeds the
IP switching, this demarcation point is the second bandwidth
cross-point. Since the first bandwidth cross-point is usually
small and we are more concerned with the large service band‑
width, the second bandwidth cross-points are mainly dis‑
cussed and analyzed.
In the adaptive evaluation process, the minimum cost value

of the total hardware of the network is calculated under the
premise of ensuring the network blocking rate. For IP switch‑
ing, we allocate port resources based on the average band‑
width value for the service request. After that, we set the ser‑
vice standard deviation to be proportional to the business
mean value. When the blocking rate is guaranteed to α, the
service granularity is changed, and the total hardware cost can
be calculated.

4 Simulation Results and Performance
Analysis
In this section, IP equipment and OTN equipment support
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mixed-port rate transmission (2.5/10/40/100 Gbit/s) in the sim‑
ulation, and get the lowest cost by calculating the lowest cost
connection topology in multiple hybrid modes. In this section,
we first explore the relationship between the number of busi‑
nesses and the cost of network hardware. Then we study the
impact of the maximum allowable blocking rate and the ratio
of the standard deviation to the service mean of bandwidth(de‑
viation-mean rate) to the hardware cost of IP switching and
OTN switching. Finally, we apply the FlexE technology in the
network to explore whether the port binding can reduce the
OTN switching hardware cost.
As the average bandwidth is 6 300 Mbit/s, the deviation-

mean rate is 0.3, and the maximum allowable blocking rate of
the network is 0.01. The hardware cost of IP switching and
OTN switching is shown in Fig. 3a. The deviation-mean rate
is 0.5, and the maximum allowable blocking rate of the net‑
work is 0.1. The hardware cost of IP switching and OTN

switching is shown in Fig. 3b. When the number of services is
greater than 1 250, the OTN switching hardware cost is higher
than the IP switching. Therefore, when the services with large
bandwidth and large bandwidth standard deviation are trans‑
mitted, the hardware cost of OTN switching will exceed the IP
switching.
After that, we change the average bandwidth of the ser‑

vice, the deviation-mean rate, and the maximum blocking
rate of the network when when the number of services circu‑
lated in the network is 1 800. As shown in Fig. 4a, when the
deviation-mean rate is 0.3 and the maximum allowable
blocking rate of the network is 0.01, as the average band‑
width of the service increases, if the service bandwidth is
less than 6 100 Mbit/s, the hardware cost for OTN switching
will be less than IP switching. However, as the average band‑
width is greater than 6 100 Mbit/s, the hardware cost of OTN
switching will exceed the IP switching.
As shown in Fig. 4b, the maximum allowable blocking rate

of the network is 0.01 and the deviation-mean rate is increased
to 0.5. As the average bandwidth of the service increases, and
the average bandwidth is greater than 4 800 Mbit/s, the hard‑
ware cost of OTN switching will exceed IP switching. The sec‑
ond bandwidth cross-point is smaller than the second band‑
width cross-point when the deviation-mean rate is 0.3.
As shown in Fig. 4c, the deviation-mean rate is 0.3 and the

maximum allowable blocking rate of the network increases to
0.1. As the average bandwidth of the service increases, and
the service bandwidth is greater than 7 400 Mbit/s, the hard‑
ware cost of OTN switching will exceed IP switching. The sec‑
ond bandwidth cross-point is larger than the second band‑
width cross-point at the maximum blocking rate of 0.01.
An important breakthrough in FlexE technology is physical

channel bonding. For example, it supports 200 Gbit/s media
access control (MAC) based on two bonded 100 Gbit/s physi‑
cal layer channels. In this model, FlexE technology can be im‑
plemented by the combination binding of different ODUks and
a bonded ODUk can be used as a new port with a different
granularity. Using the FlexE technology to bind OTN equip‑
ment ports can reduce the hardware cost of OTN switching ef‑
fectively. Because the multiplexing relationship of the ODUks
is 2U0 = U1, 4U1 = U2, 4U2 = U3, 2U3 = U4, where the threeports bindings can meet the vast majority of granularity. As
shown in Fig. 4d, when we allow three-port bindings, the hard‑
ware cost of OTN switching is significantly reduced and the
second bandwidth cross-point is no longer present.
Since the maximum blocking rate of the network should be

guaranteed, in the model we assume that the services with
larger bandwidth are blocked, which is also practical. There‑
fore, the smaller the maximum allowable blocking rate of the
network is, the larger the maximum bandwidth of the service
which can actually pass through the network is. Similarly, in‑
creasing the standard deviation of service bandwidth can also
increase the maximum bandwidth of services in the network.

OTN: optical transport network
▲Figure 3. Hardware cost of IP switching and OTN switching: (a) with
6 300 Mbit/s mean bandwidth, 0. 3 deviation-mean rate and 0. 01 block⁃
ing rate; (b) with 6 300 Mbit/s mean bandwidth, 0. 5 deviation-mean
rate and 0. 1 blocking rate
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At this time, the OTN switching needs to transmit the largest
bandwidth service in the network, so the hardware cost of
OTN switching will increase significantly，which leads to re‑
sources waste in the increased hardware cost.
FlexE technology can be used to bind OTN equipment

ports. When OTN equipment needs to transmit large band‑
width services, other untagged port resources can be also
used. In this way, the resource waste can be reduced and the
OTN switching hardware cost can be decreased.

5 Conclusions
This paper analyzes the hardware cost of datacenter net‑

works. In most solutions, optical switching is considered for
large-bandwidth service transmission. This paper not only con‑
siders the service bandwidth, but also the fluctuation of the
service bandwidth. The hardware cost of IP switching and

OTN switching when transmitting large bandwidth and large
fluctuation services are discussed. The simulation results
show that although OTN switching is more suitable for trans‑
mitting large bandwidth services in principle, the hardware
cost of OTN switching will exceed IP switching when large
bandwidth services have large bandwidth fluctuations. After
that, this paper analyzes the impact of maximum allowable
blocking rate of the network and the standard deviation of ser‑
vice bandwidth on OTN switching hardware cost.
When the deviation-mean rate is 0.3 and the maximum al‑

lowable blocking rate of the network is 0.01, as the average
bandwidth is greater than 6 100 Mbit/s, the hardware cost of
OTN switching will exceed the IP switching. As the deviation-
mean rate increases, the OTN switching hardware cost increas‑
es; as the maximum allowable blocking rate of the network in‑
creases, the OTN switching hardware cost decreases. There‑
fore, the fluctuation of service bandwidth will increase the

OTN: optical transport network
▲Figure 4. Total hardware cost when service number is 1 800 with: (a) 0. 3 deviation-mean-rate and 0. 01 blocking rate; (b) 0. 5 deviation-mean-rate
and 0. 01 blocking rate; (c) 0. 3 deviation-mean-rate and 0. 1 blocking rate; (d) cost of IP switching and OTN switching after using FlexE
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hardware cost of OTN switching and eventually exceed IP
switching. The increase of maximum allowable blocking rate
of the network can decrease the OTN switching cost. Finally,
the simulation results show using FlexE can effectively reduce
the OTN hardware cost.
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