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Editorial
WANG Zhengdao

A Framework for Active Learning of Beam
Alignment in Vehicular Millimetre Wave

Communications by Onboard Sensors
This paper proposes a Doppler bearing tracking regression

algorithm that tracks the strongest multipath components for
antenna beam alignment in vehicular millimetre wave

communications. The obtained geometric information enables
active learning algorithm to select interesting training data.

Erich Zöchmann

Novel Real⁃Time System for Traffic Flow
Classification and Prediction

This paper presents a novel real⁃time system for traffic flow
prediction. Different from the single algorithm for traffic flow

prediction, this novel system firstly utilizes dynamic time wrapping
to judge whether traffic flow data has regularity, realizing traffic

flow data classification. After traffic flow data classification,
XGBoost and wavelet transform̄echo state network are used to

predict traffic flow data according to their regularity. Moreover,
Spark/Hadoop computing platform is used to realize real̄time

classification and prediction.
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and CHEN Mingzi
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A long short⁃term memory (LSTM) neural network model is
proposed in this paper to predict network traffic that behaves as a
nonlinear system. An autocorrelation coefficient is added to the
model to improve the accuracy of prediction model. The
experimental results show that the proposed model is efficient and
suitable for real⁃world network traffic prediction.
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Potential Off⁃Grid User Prediction System
Based on Spark
The authors propose a potential customer off⁃grid prediction system
based on Spark, including data pre⁃processing, feature selection,
model building, and effective display in this paper. Furthermore, a
Spark parallel framework is used to improve the gcForest algorithm.
The experiments on two real⁃world datasets demonstrate that the
proposed prediction system can handle large⁃scale data for the off⁃
grid user prediction problem and the parallel gcForest can achieve
satisfying performance.
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51 Standardization of Fieldbus and Industrial
Ethernet
Fieldbus and industrial Ethernet standards can guide the
specification and coordinate bus optimization. The standards are the
basis for the development of fieldbus and industrial Ethernet. In this
paper, the authors review the complex standard systems all over the
world. This paper provides a reference to develop fieldbus and
industrial Ethernet products for relevant enterprises.

CHEN Jinghe and ZHANG Hesheng

Research Paper
59 SRSC: Improving Restore Performance for

Deduplication⁃Based Storage Systems
Modern backup systems exploit data deduplication technology to
save storage space whereas suffering from the fragmentation problem
caused by deduplication. In this paper, the authors propose
Selectively Rewriting Self⁃Referenced Chunks (SRSC), a scheme
that designs a buffer to simulate a restore cache, identify internal
fragmentation in the cache and selectively rewrite them. The
experimental results based on two real⁃world datasets show that
SRSC improves the restore performance by 45% with an acceptable
sacrifice of the deduplication ratio.
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Detecting Abnormal Start⁃Ups, Unusual
Resource Consumptions of the Smart Phone:

A Deep Learning Approach
The temporal distance between events conveys information

essential for many time series tasks. As an advanced variant of
recurrent neural networks (RNNs), long short⁃term memory (LSTM)

has an alternative (arguably better) mechanism for bridging long
time lags. In this paper, the authors propose a couple of deep

neural network⁃based models to detect abnormal start⁃ups, unusual
CPU and memory consumptions of the application processes

running on smart phones. The experiment results showed that the
proposed neural networks achieve remarkable performance at some

reasonable computational cost.
ZHENG Xiaoqing, LU Yaping, PENG Haoyuan, FENG Jiangtao,

ZHOU Yi, JIANG Min, MA Li, ZHANG Ji, and JI Jie

38

Review
44Cooperative Intelligence for Autonomous

Driving
In this paper, the authors first introduce a general hierarchical
information fusion framework for cooperative sensing to obtain

global situational awareness for vehicles. Following this, a
cooperative intelligence framework is proposed for autonomous

driving systems. This general framework can guide the
development of data collection, sharing and processing strategies to

realize different intelligent functions in autonomous driving.
CHENG Xiang, DUAN Dongliang, YANG Liuqing,

and ZHENG Nanning
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uccess in applying deep learning in speech recogni⁃
tion had triggered a resurgence of interests in deep
learning, starting around 2010. Since then, deep
learning has been applied with remarkable results to

many problems, such as image recognition, speech and image
synthesis, natural language processing, finance and artificial in⁃
telligence such as game playing. The success owes much to the
availability of large amount of data, improved computational ca⁃
pabilities, and advances in algorithms.

As a specific form of machine learning, the success of deep
learning demonstrates the tremendous power and versatility of
machine learning in providing alternative solutions to a large
array of problems. From a communication and networking engi⁃
neer’s perspective, it is only natural to consider applying ma⁃
chine learning, and deep learning more specifically, to engi⁃
neering problems in communication and networking. There is a
somewhat natural divide among the researchers and practitio⁃
ners in the area. While some researchers have embraced ma⁃
chine learning enthusiastically, viewing it as yet another power⁃
ful tool to have in the tool chest, others are doubtful as to how
much benefit these tools can offer, insisting on a model⁃based
approach that has been very successful so far.

It is our hope that this special issue can add to the debate
and discussion between these schools of thoughts, by providing
a few more data points which demonstrates some more success⁃
es of using machine learning in solving engineering problems,
and in doing so, may also reveals some shortcomings of such
approaches (hopefully to a smaller extent), for example in the
requirement of large amount of data, the complexity of the algo⁃
rithms, and the lack of interpretability of the obtained designs.

The special issues includes a paper by Zöchmann, titled“A
Framework for Active Learning of Beam Alignment in Vehicu⁃

lar Millimetre Wave Communications by Onboard Sensors”,
which proposes a Doppler bearing tracking regression algo⁃
rithm that tracks the strongest multipath components for anten⁃
na beam alignment in vehicular millimetre wave communica⁃
tions. The obtained geometric information enables active learn⁃
ing algorithm to select interesting training data. The papers“A
Novel Real⁃time System for Traffic Flow Classification and Pre⁃
diction”and“A Network Traffic Prediction Method Based on
LSTM”apply machine learning to the problem of network traf⁃
fic prediction, where the former one uses dynamic time wrap⁃
ping, XGBoost and wavelet transform, while the latter uses
more recent long short⁃term memory (LSTM) networks. The pa⁃
per“Potential Off ⁃ Grid User Prediction System Based on
Spark”advertises a comprehensive machine learning based
system for predicting user churning behaviors. Last but not
least, the paper“Detecting Abnormal Start ⁃Ups, Unusual Re⁃
source Consumptions of the Smart Phone: A Deep Learning Ap⁃
proach”proposes to use LSTM for detecting cell phone applica⁃
tion behaviors, which although is not a communication/network
problem, fits well the general theme of applying machine learn⁃
ing to engineering design.

We hope the readers will enjoy the special issue and can de⁃
cide for themselves which side of the fence they choose to re⁃
side. It is entirely acceptable to tear down the fence and adopt
a model⁃based machine learning approach as well.

S
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Abstract: Estimating time ⁃ selective millimeter wave wireless channels and then deriving
the optimum beam alignment for directional antennas is a challenging task. To solve this
problem, one can focus on tracking the strongest multipath components (MPCs). Aligning
antenna beams with the tracked MPCs increases the channel coherence time by several or⁃
ders of magnitude. This contribution suggests tracking the MPCs geometrically. The de⁃
rived geometric tracker is based on algorithms known as Doppler bearing tracking. A re⁃
cent work on geometric⁃polar tracking is reformulated into an efficient recursive version. If
the relative position of the MPCs is known, all other sensors on board a vehicle, e.g., lidar,
radar, and camera, will perform active learning based on their own observed data. By learn⁃
ing the relationship between sensor data and MPCs, onboard sensors can participate in
channel tracking. Joint tracking of many integrated sensors will increase the reliability of
MPC tracking.
Keywords: adaptive filters; autonomous vehicles; directive antennas; doppler measure⁃
ment; intelligent vehicles; machine learning; millimeter wave communication

DOI: 10.12142/ZTECOM.201902002

http://kns.cnki.net/kcms/detail/34.1294.
TN.20190611.1740.004.html, published online
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1 Introduction
illimeter wave (mmWave) frequency bands
have been a candidate for vehicular communi⁃
cation for several decades [1]- [3]. MmWave
train⁃to⁃infrastructure path loss was measured

in [2], while the transmission behaviour of mmWave for com⁃
munication between vehicles was examined in [1]. Recent ad⁃
vances in mmWave circuit technology have aroused interest in
mmWave vehicular communication [3] and in joint vehicular
communication and radar [4]. MmWaves offer large band⁃
widths and enable raw data exchange between vehicles [5].
The main problems with vehicular mmWave communication
are the direct proportionality of the maximum Doppler shift
and the carrier frequency as well as the beam alignment chal⁃
lenge in the dynamic environment. In [6] and [7], however, it

has been shown theoretically that directional antennas intend⁃
ed for mmWaves function as spatial filters. The Doppler effect
and thus the time selectivity is drastically reduced by beam⁃
forming. This is shown experimentally in [8] and [9]. There
seems to be a consensus that channel tracking tackles the sec⁃
ond challenge of the dynamic environment [10]-[21]. Channel
tracking is the process of causally estimating the current or fu⁃
ture direction of the line ⁃ of ⁃ sight (LOS) component or other
strong multipath components (MPCs) based on previous mea⁃
surements. The main advantage of channel tracking is the ex⁃
tended coherence time after successful beamforming. The
channel coherence time of the beam aligned channel is several
orders of magnitude longer than that for omnidirectional recep⁃
tion [7]. A subsequent channel estimation therefore runs on a
coarser time grid.

The work in [10] adopts the idea and formalism of [21] and
applies them directly to THz lens antennas. Extended Kalman
filters are used in [11], [18], and [19] to track the beam direc⁃
tions based on channel gain measurements. In [15], domainThe work is supported by the Austrian Federal Ministry for Digital and

Economic Affairs.

Erich Zöchmann
(Christian Doppler Laboratory for Dependable Wireless Connectivity for the Society in Motion, Institute of
Telecommunications, TU Wien, 1040 Vienna, Austria)

A Framework for Active Learning of BeamA Framework for Active Learning of Beam
Alignment in Vehicular Millimeter WaveAlignment in Vehicular Millimeter Wave
Communications by Onboard SensorsCommunications by Onboard Sensors
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knowledge is used and it is argued that the road implicitly de⁃
termines the direction in which a vehicle is expected. Beam
training is avoided by using this geometric prior knowledge.
Assuming a constant angular acceleration that is motion along
circles, [20] proposes an algorithm based on the unscented Kal⁃
man filter. Probabilistic beam tracking is suggested in [16].
Moreover, in [13] and [14] the stochastic Newton method is
used, and these algorithms surpass IEEE 802.11ad based ap⁃
proaches and compressive sensing based approaches [17]; the
work in [13] and [14], shows good performance for angular ve⁃
locities of up to 5°/s.

In [22], it was first proposed to utilize the Doppler informa⁃
tion for mmWave beam tracking. Measurements in [23] clearly
demonstrate that interacting objects, such as overtaking cars,
produce distinguishable MPCs in the Doppler profile. The pro⁃
posed algorithm herein, exploiting Doppler information, is as⁃
sessed in scenarios where the angular velocity exceeds 100°/s
for a short duration.

This contribution proposes to track the MPCs geometrically
given quantized angular (azimuth) measurements and noisy
Doppler observations. The quantized angular information is ob⁃
tained by an analog or hybrid beamforming array or a dielec⁃
tric lense [24].“Geometric”refers to the (x,y) coordinates
originating in the antenna array and the relative velocity (ẋ, ẏ)
to the receiver motion. We assume that the transmitter, the re⁃
ceiver, and the interacting objects move without acceleration.
Under these assumptions, algorithms performing target⁃motion
analysis by means of Doppler⁃bearing measurements [25]-[27]
are directly applicable. The work in [25]-[28] proposes a for⁃
mulation called“pseudolinear.”Pseudolinear refers to a formu⁃
lation where the nonlinearities are either hidden in a measure⁃
ment (regression) matrix or are lumped within the noise term.
This leads to the undesirable consequence of noise correlation
of the measurements and the measurement matrix, eventually
leading to biased solutions [26]. An early work [25] removes
this bias by the method of instrumental variables. Due to a po⁃
tential divergence of the instrumental variables approach [27],
later work [26], [27] employs the method of total least squares.
To apply total least squares, error covariance matrices must be
known . The proposed approach is inspired by [27], but does
not need knowledge about the error covariances.

In addition to the excellent angular tracking performance of
the proposed algorithm, the obtained geometric information of
the MPCs can be utilized to learn the MPCs from other sensors
on board of automated vehicles [5]. The concept of using exter⁃
nal information for improved channel estimation was recently re⁃
introduced, see [29] and [30] and the reference therein. Ma⁃
chine learning for configuring wireless links has also been pro⁃
posed in the context of WLAN and mobile communications
[31]- [33]. The actual machine learning implementation is not
within the scope of this contribution. This contribution focuses
on a framework for active learning of beam alignment. This pa⁃
per is an extended version of [34].

(1) Brief Review of Geometric Tracking or Wireless Position⁃
ing:

Ground ⁃based radio ⁃ frequency localization has become an
established technique. Based on known anchor positions, tech⁃
niques such as fingerprinting, hop counts, receive signal
strength, time⁃(difference)⁃of⁃arrival, frequency⁃difference⁃of⁃
arrival, and angle⁃of⁃arrival are at hand [35]. Knowing the posi⁃
tion of the communication partner is extremely valuable for the
task of beam alignment [36]. In [37], a mmWave base station
was equipped with a 360° camera; both positional information
sources—vision and the mmWave link—were fused to en⁃
hance the precision. The situation changes however once vehi⁃
cle ⁃ to ⁃ vehicle communication is considered. There, mainly
GNSS positions of communication partners are exchanged by
low⁃rate messages [38]. Future automated self⁃driving cars will
be equipped with a plurality of sensors and will thereby per⁃
form massive sensing [5]. The smart use of all of these sensors
will renders it possible to determine the position of communica⁃
tion partners solely by onboard sensors.

(2) Notation:
Matrices Z and vectors z are denoted by bold letters. The

all zeros vector (matrix) is expressed by 0 and the identity ma⁃
trix is expressed by I . The Euclidean norm is symbolized by
∙ . A quantity defined with a start index i and stop index kis indicated via the subscript ( ∙ )i:k . Estimated quantities aremarked with ( .̂ ) . The four⁃quadrant inverse tangent is denot⁃
ed by arctan( )∙,∙ . The dagger ( ∙ )† is used for pseudo invers⁃
es and ( ∙ )T is used for transposition.

2 Active Learning by Onboard Sensors
The idea behind active learning is to actively select the“op⁃

timal”training data. For some applications statistically opti⁃
mal choices are computable [39]. Selective sampling [40] is a
rudimentary form of active learning and especially suited for
problems where the cost of labelling is high. The survey paper
[41] provides a good introduction to active learning. According
[41]:“The key idea behind active learning is that a machine
learning algorithm can achieve greater accuracy with fewer la⁃
belled training instances if it is allowed to choose the data from
which is learns.”

On board of automated (self⁃driving) cars, there will be sen⁃
sors such as global navigation satellite systems (GNSSs), auto⁃
motive radars (for automatic cruise control and collision detec⁃
tions), lidar (for measuring distances to other objects), and
360° camera vision systems. All these sensors have in common
that they track objects via target states [42]. At the simplest,
this target state consists of the relative (x,y) position and the
relative velocities (ẋ, ẏ) .

Due to the high⁃ resolution of lidar, radar, and vision, self ⁃
driving cars produce several gigabytes of data per second and
hence hundreds of terabytes per day [43], [44]. Processing all
these data for the indented use case of driving poses already a

03ZTE COMMUNICATIONS
June 2019 Vol. 17 No. 2

A Framework for Active Learning of Beam Alignment in Vehicular Millimeter Wave Communications by Onboard Sensors
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challenge and more and more tasks are already shifted towards
fog and cloud computing units [45], [46]. To use these giga⁃
bytes of data for the tracking of MPCs, every tracked object of
the onboard sensors must be labelled as“MPC”or“no MPC”
(pedestrian, non⁃communicating car, static objects, etc.). This
leads to high labelling efforts and to a huge amount of training
data where most of labels will be“no MPC”.

The key idea is now to exploit the geometric position of the
MPC and thus to only label those targets that are in the vicinity
of the MPC. The process of associating MPCs to“targets”is il⁃
lustrated with black circles in Fig. 1. Instead of human (or any
other oracle) labelling there is an active choice of the system
which targets to consider for learning the beam alignment. Af⁃
ter a successful learning phase, all sensors on board should lat⁃
er do the channel tracking. By using machine learning, one
can eliminate or significantly reduce the beam measurements
needed for the currently proposed tracking algorithm. If for all
of these target states it is known whether they belong to the
LOS component or to a specular reflection, the onboard sen⁃
sors will track the MPCs.

In this sense this paper provides an algorithm which deter⁃
mines the geometric positions of the communication partners
in order to label them as interesting training samples.

3 Measurement, Regression, and Projection
Model
The regression model is based on the model proposed in

[27]. The main idea of [27] is to track non⁃accelerating objects
on linear trajectories in polar coordinates; target motion analy⁃
sis in polar coordinates yields a smaller bias than in rectangu⁃
lar coordinates. The regression model is hence formulated in
polar coordinates. This idea is illustrated in Fig. 2. The origi⁃
nal tracking problem of [27] uses a running reference (blue).
Thereby at each time the current state is estimated. This ap⁃

proach produces an increasing system of equations, anew, at
any time. In contrast to [27], the proposed algorithm will use a
fixed reference (red) and gather only one new equation per
time step. Thereby the estimate of the initial state is refined
and its accuracy is improved over time, as in [25]. Through this
reformulation, the initial state⁃vector is estimated recursively.
The state vector at current and future times is predicted by a
projection.
3.1 Quantized Angular Measurements by the UCA

Codebook
For target motion analysis a noisy bearing (angular) observa⁃

tion is assumed where the noise is usually modelled Gaussian
[27]. In this study, however, quantized angular observations
will occur. A 60 GHz uniform circular array (UCA) with
N = 64 elements equidistantly spaced on a radius of
rUCA =N/2∙λ/2 ≈ 8 cm is used. The half power beam width is
θ3dB ≈ 2π/N≈6∘ . The UCA is inherently symmetric in its az⁃
imuthal resolution. In contrast to uniform planar arrays, the
UCA beam pattern does not change with the pointing direction.
To save cost, analog precoding (beamforming) with 4 bit RF
phase⁃shifters is employed. The phase shifts are pre⁃computed
in a codebook spaced by θ3dB 2 which gives 2π [ ]( )2π N 2
= 2∙N = 128 codebook entries. Beampattern of the UCA are
shown in Fig. 3.
3.2 Regression Model

The angle spanning from initial azimuth ϕi to the current

UCA: uniform circular array

radar targets GNSS data camera targets geometric position of MPCs

▲Figure 1. Active learning example. The estimated state vectors of the
communication link (green crosses) label the data from other sensors as
a valid MPC. Therby active learning of possible beam direction from
other sensors is rendered possible.

▲ Figure 2. Geometric relationship of all variables used for the algo⁃
rithm. The MPC to track is marked as squqre. The employed array ge⁃
ometry (uniform circular array) is sketched as well.
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azimuth ϕk is denoted by bi:k . In Fig. 2, w.l.o.g. i is set to ze⁃
ro. The range (at time k ) is denoted by rk . The time intervals
are denoted by ti:k . The Doppler relevant angle at time k , that
is αk , is measured from the velocity vector v to the radial
speed component. The basis equation is the sine law evaluated
for each observation time k > i :

ri
sin( )αk

= vti:k
sin( )bi:k

. (1)
Now Equ. (1) is reformulated into a so called pseudo⁃linear for⁃
mulation [28]:

                 [ ]sin( )bi:k , -ti:k cos( )bi:k , ti:k sin( )bi:k
aT
B, i:k    

é

ë

ê

êê
ê

ù

û

ú

úú
ú

ri
v sin( )αi

v cos( )αi

xi

= 0, (2)

where all nonlinearities are regressors now. For each observa⁃
tion⁃time k , one equation in the form of Equ. (2) is obtained.
This is written compactly in matrix⁃vector notation:
AB, i:kx

i = 0. (3)
The solution to Equ. (3) is not unique. Next Doppler⁃shift ob⁃

servations νk are exploited. These are calculated by
νk = v

λ
cos( )αk = v

λ
cos( )αi - bi:k . (4)

Equ. (4) is re⁃written into the same form as Equ. (2):

             
é
ë

ù
û

0, 1
λ
sin( )bi:k , 1

λ
cos( )bi:k

aT
D, i:k    

é

ë

ê

êê
ê

ù

û

ú

úú
ú

ri
v sin( )αi

v cos( )αi

xi

= vk. (5)

This leads again to a system of equations in form of
AD, i:kx

i = νi:k. (6)
One finally arrives at the augmented system of equations:

é

ë
ê

ù

û
ú

AB, i:k
AD, i:k

xi = é
ë
ê

ù
û
ú

0
νi:k

. (7)

This system of equations has a unique solution and is called
“Doppler⁃bearing tracking”in the literature [25]-[27]. In this
contribution, Equ. (7) is solved via the method of least squares
(LS). Note that Equ. (7) is equivalent to
é

ë

ê

ê

ê

ê
êê
ê

ê

ê

ê
ù

û

ú

ú

ú

ú
úú
ú

ú

ú

ú
AB, i:( )k - 1
AD, i:( )k - 1
- - - -
aT
B, i:k

aT
D, i:k

xi =
é

ë

ê

ê

ê
êê
ê

ê

ê
ù

û

ú

ú

ú
úú
ú

ú

ú
0
νi:( )k - 1
- - -0
νk

. (8)

In Equ. (8), the previous observations are separated from the
current one. This structure allows for a recursive least squares
(RLS) implementation. The recursive estimate of xi at time k
will be denoted by x̂

i
i:k , in the sequel.

The angular separations bi:k in Equs. (1)-(8) are not known
and must be estimated. The variable bi:k has to be replaced by
b̂i:k , the estimated quantity, in the equations above. Such me⁃
asurement equations are called“errors⁃in⁃variables model”in
the statistics literature [47]. The estimation of bi:k is initially
done by training sequences. For each time k , the current azi⁃
muth angle ϕ̂k is estimated by aid of beam sweeping, that is, a
codebook scan. All possible beams are iterated and the code⁃
book entry (azimuth direction) with largest receive power is se⁃
lected. Next we obtain b̂i:k = ϕ̂k - ϕ̂i . Later on, onboard sensors
might provide the estimate of ϕ̂k and codebook scans can be
avoided or at least performed less frequently.

With the estimate of the initial state ⁃ vector x̂
i
i:k , we calc⁃

ulate the initial ( )x,y position and the velocity vector ( )ẋ, ẏ
based on the polar representation. The range r̂i is the first ele⁃
ment of the initial state⁃vector estimate, that is x̂

i
i:k( )1 . The az⁃

imuth angle ϕ̂k is estimated through designated pilots. The v⁃
elocity v̂ is calculated through the initial state⁃vector estimateand the angle of the velocity vector to the x ⁃axis φ is calcu⁃
lated through the initial state⁃vector estimate as well:

v̂ = (x̂i
i:k( )2 )2 +(x̂i

i:k( )3 )2 ,
φ̂ = α̂i + ϕ̂i = arctan{ }x̂

i
i:k( )2 , x̂i

i:k( )3 + ϕ̂i.
(9)

3.3 Projection Model
A suitable projection from the initial state vector to arbitrary

time points was recently derived from [48]. The assumption of
a linear trajectory with non⁃accelerating MPCs leads to a static
velocity vector. Only the range r̂i and the azimuth angle ϕ̂ineed to be projected to current (or future) time points k . The
range projection r̂k is calculated through [48]:

▲Figure 3. Beampattern of the proposed uniform circular array with
N = 64 elements and 4 bit quantization of all steering vectors. The de⁃
sired array pattern is marked in green; the array factor for this direc⁃
tion ( 0∘) is marked with a green dot; the neighbouring codebook pattern
are drawn in black. The uniform circular array (UCA) pattern is inher⁃
ently symmetric for all directions; illustrated by the red pattern pointing
in opposite direction.
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r̂k = r̂2i +(v̂ti:k)2 + 2r̂i v̂ti:k cos α̂i =
(x̂i

i:k( )1 )2 + t2i:k((x̂i
i:k( )2 )2 + ( )x̂

i
i:k( )3 )2 + 2ti:k x̂i

i:k( )1 x̂
i
i:k( )3 , (10)

and the azimuth projection ϕ̂k is calculated through [48]
ϕ̂k = ϕ̂i + arctan( )v̂ti:k sin α̂i, r̂i + v̂ti:k cos α̂i =
ϕ̂i + arctan( )ti:k x̂

i
i:k( )2 , x̂i

i:k( )1 + ti:k x̂i
i:k( )3 . (11)

4 Proposed Robust Recursive Tracker
The utilized regression model falls in the following time⁃vari⁃

ant state⁃space model:
xi
i:k = xi

i:( )k - 1 + uk, (12)



é
ë
ê
ù
û
ú

0
νk

yk

=


é

ë
êê

ù

û
úú

aT
B, i:k

aT
D, i:k
Ak

xi
i:k + nk, (13)

where uk is a process noise or driving disturbance with un⁃
known distribution. The first component of the noise vector nkstems from the quantization noise of the codebook based angle
estimation. The second component is the measurement noise of
the Doppler observation and is assumed to be i.i.d. zero mean
Gaussian, that is, nk( )2 ∼N( )0,1002 . The high standard devi⁃
ation in the Doppler noise term (100 Hz) already takes into ac⁃
count that current mmWave equipment suffers greatly from
phase noise, see for example the measurement results in [8]
and [23] or Fig. 4 of this contribution. The assumption of zero
mean Doppler noise is well justified as automated cars can use
GNSS⁃disciplined oscillators, so that the carrier frequency off⁃

set between cars becomes very small. To increase robustness
against quantization effects of the codebook and against the ge⁃
ometry dependent structure of Ak , an filter with a finite
time horizon [49], [50] is applied. The objective of an filter
is to keep the error relation below bounded:

sup
x̂
i

0,u,n
∑k = i

N x̂i
i:k - xi

i:k2
x̂i

0 - xi
02 +∑k = i

N uk2 +∑k = i
N nk2 < γ

2. (14)

The vector x̂
i
0 denotes the initial guess of the state vector

(in the simulations x̂
i
0 ≡ 0 , uk ≡0 , and γ = 2 ). The filter

has a higher error floor and a higher complexity than the plain
RLS solution. As a quantized codebook is used, subsequent
measurements potentially provide equal azimuth angle mea⁃surements. Due to the structure of aB, i:k and aD, i:k , the regre⁃ssion matrix is likely to be rank⁃deficient, initially. Therefore,
the algorithm starts with the filter and switches to the
RLS filter after three different azimuth angles are measured.
The recursive solution to Equ. (8) is given as
x̂
i
i:k = x̂i

i:( )k - 1 +Pi:kA
T
kHi:k( )yk -Ak x̂

i
i:( )k - 1 , (15)

where
Hi:k = æ

è
ç
I, for RLS

(I +AkPi:kA
T
k )-1, for

. (16)
The covariance matrix Pi:k fulfils the recursion (17). By aid

of the Woodbury matrix identity, the inverse of the covariance
matrix reveals a remarkably simple structure, see Equ. (19). Iff
P -1

i:k ( )γ is a positive⁃definite matrix, the possible worst case e⁃
nergy (14) is bounded by γ2 [50]. Updating P -1

i:k and perfor⁃
ming an inverse of a symmetric, positive⁃definite matrix of size
3×3 is more efficient than updating Pi:k directly.

Re, i:k = éëê
ù
û
ú

I 0
0 -γI + é

ë
ê
ù
û
ú

Ak

Ak

Pi:( )k - 1 [ ]AT
k AT

k , (18)

P -1
i:k =

æ

è
ç
ç
P -1

i:( )k - 1 +AT
k Ak, for RLS

P -1
i:( )k - 1 + ( )1 - γ-2 AT

k Ak, for
. (19)

5 Performance Bounds⁃Genie Estimators
Due to quantized angular observations, the already derived

Cramér⁃Rao bound [25] is not applicable. We will compare the
obtained estimation results to two other bounds; firstly, to the
“error ⁃ free regressors model.”Here, the azimuth angles ϕkare assumed to be perfectly known, hence unquantized, and

SNR: signal⁃to⁃noise ratio

SNR/dB

▲Figure 4. Blocked manoeuvre: a) sketch of the scenario. The green car
block a direct communications between the red TX and black RX car;
b) the Doppler shift estimate for this scenario obtained from a real
world experiment in [9] and [23].

(17)Pi:k =
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Equ. (3) is utilized without estimates. Secondly, if the angles
ϕk are known, Equ. (3) is not only satisfied in the least ⁃
squares sense but rather determines a solution subspace. In
other words, any solution vector x̂

i
i:k needs to fulfil

x̂
i
i:k = ( )I -A†

B, i:kAB, i:k m, m ∈ℝ3. (20)
Now, Equ. (7) is solved by a nullspace projection:
x̂
i,NS
i:k = argminmνi:k -AD, i:k( )I -A†

B, i:kAB, i:k m. (21)
As zero mean Gaussian noise is assumed for the Doppler

measurements ν , the LS solution (21) is the maximum likeli⁃
hood estimator of the state vector.

6 Simulations
The simulations focus on line⁃of ⁃ sight scenarios. Note that

the proposed approach works for specular reflections as well
(see next section). Clustered reflections will lead to a higher
uncertainty in determining the azimuth angle. Similar to the
IEEE 802.11ad standard, it is assumed that the TX is transmit⁃
ting its reference signal omni⁃directionally. Initially, the RX is
scanning all entries from the codebook and determines the di⁃
rection towards the TX. We compare the performance if this
procedure is repeated every 20 ms or 50 ms. After the 10th it⁃
eration, the projection (11) is used to predict the future azi⁃
muth angle. Having the projected azimuth angles at hand, the
algorithm only probes the closest three codebook entries for 20
ms update rate or five codebook entries for 50 ms update rate.
This gives a speed up of a factor 128/3≈ 43 or 128/5≈ 26 as
compared to a full codebook scan.

The first scenario, entitled“half ⁃ overtaking”, starts when
the overtaking, red, TX car is at the same height as the slower,
black, RX car. The overtaking car has 20 m/s excess speed
and is observed for 3 s. In the second scenario, entitled“full⁃
overtaking”, the TX starts behind the RX and overtakes with
an excess speed of 10 m/s. The manoeuvre is now observed for6 s. The lateral distance was chosen such that the resulting
maximum angular velocity ωmax = v/rmin = (20 m/s) (8 m) =
(10 m/s) (4 m) = 2.5 rad /s ≈ 140∘/s is equal in both scenarios.
The presented Monte Carlo mean is calculated from 10 000
runs. To obtain different channel realizations, the lateral dis⁃tance is varied uniformly in Δrmin ∼U(-1 m,1 m) around themean lateral distances, and the angle between both cars is var⁃
ied uniformly in φ∼U( )-2∘,2∘ . These variations are drawn
within the sketch of the manoeuvre as black arrows in Fig. 5a.
The normalized mean squared error of the prior work [27], the
proposed sequential implementation from Section 4, and both
error bounds from Section 5 are plotted in Figs. 5c (20 ms up⁃
date rate) and 5e (50 ms update rate). Figs. 5b and 5d show
the respective scatter plots of the estimated ( )x,y position of
the proposed sequential estimator for the first Monte Carlo run.

Half overtaking (with update rate of 20 ms) turns out to be
not so burdensome than full ⁃overtaking. That is because right
from the beginning, the TX car is seen at different azimuth an⁃
gles and close to the initial solution of (0,0) and the algorithm
convergences fast. The regression model of [27] suffers from a
strong bias due to the error correlation of the current observa⁃
tion and the regression matrix. The sequential algorithm out⁃
performs the prior non⁃sequential modelling approach. The“er⁃
rors⁃in⁃variables”approach comes very close to the error⁃free
regression matrix. Furthermore, there is only a small loss to the
nullspace projection. Keep in mind that the“error⁃free regres⁃
sors”and the nullspace projection approach make use of exact
(yet unknown), unquantized azimuth angles! The full overtak⁃
ing manoeuvre is characterized by a difficult geometry. At the
beginning the TX car is always seen at the same codebook in⁃
dex and the algorithm struggles to converge. In this region the

algorithm is used to prevent divergence. After approximate⁃
ly 0.5 s, three different azimuth angles have been measured
and the algorithm hands over to RLS. Even with an estimate of
the initial state and the covariance matrix, the RLS algorithm
needs a considerable time to converge afterwards. The situa⁃
tion is aggravated by the fact that the toughest part (TX car
closest to RX car →ωmax ) comes before convergence sets in.
Nevertheless, an acceptable tracking result can be achieved
here as well.

For an update rate of 50 ms the peformance loss at“full ⁃
overtaking”is minor. In contrast, the previously simpler case
of“half⁃overtaking”has now a larger performance loss. Due to
the slower update rate, after only a few measurements, the over⁃
taking car is already at steeper angles where the Doppler shift
does not change so much and convergence is harder to achieve.

7 The LOS Blocked Scenario
Until now, all cases considered LOS. The proposed tracker,

however, is also applicable to scenarios with specular reflec⁃
tions. Fig. 4 shows a blockage scenario. The direct LOS be⁃
tween TX (the red car) and RX (the black car) is blocked by
the green car. If another car overtakes this platoon, it can act
as reflector and can be tracked by its Doppler shift. The feasi⁃
bility of this approach has been verified experimentally in [9]
and [23]. The Doppler shifts of overtaking vehicles produce
very distinct Doppler traces. Such an exemplary trace is illus⁃
trated on the right⁃hand side of Fig. 4. The only adaptation for
the algorithm is a factor 2 occuring in the Doppler shift equa⁃
tions.

8 Conclusions
Geometric tracking of specular multipath components in ve⁃

hicular millimeter wave channels is possible with low complex⁃
ity algorithms. The proposed algorithm achieves good tracking
even under very dynamic scenarios. This considerably relaxes
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the time required for beam training. In addition, the proposed
algorithm outputs a state vector that reflects the relative posi⁃
tion and velocity of the multipath components. With this knowl⁃
edge, it is possible to label the targets for onboard sensors as
multipath components. This enables active learning for on⁃
board sensors.
References
[1] AKIHITO K, KATSUYOSHI S, FUJISE M, et al. Propagation Characteristics of

60 ⁃ GHz Millimeter Waves for ITS Inter ⁃ Vehicle Communications [J]. IEICE
Transactions on Communications, 2001, 84(9): 2530-2539

[2] MEINEL H, PLATTNER A. Millimeter⁃Wave Propagation along Railway Lines
[J]. IEE Proceedings F (Communications, Radar and Signal Processing), 1983,
130(7): 688. DOI: 10.1049/ip⁃f⁃1.1983.0102

[3] VA V, SHIMIZU T, BANSAL G, et al. Millimeter Wave Vehicular Communica⁃
tions: A Survey [J]. Foundations and Trends in Networking, 2016, 10(1): 1-113.
DOI:10.1561/1300000054

[4] KUMARI P, CHOI J, GONZALEZ⁃PRELCIC N, et al. IEEE 802.11ad⁃Based Ra⁃
dar: An Approach to Joint Vehicular Communication ⁃Radar System [J]. IEEE
Transactions on Vehicular Technology, 2018, 67(4): 3012-3027. DOI: 10.1109/

◀Figure 5. a) Manoeuvre sketch of
the scenarios; b) exemplary relative
position estimates ( )x,y of the
proposed estimator with 20 ms
update rate; c) range normalized
mean squared error comparisons
with 20 ms update rate; d) ( )x,y
estimates with 50 ms update rate; e)
NMSE with 50 ms update rate

Half⁃overtakingHalf⁃overtaking Full⁃overtaking

a)

60 m

8 m

10 m 20 m
4 m

x ⁃axis/m10 20 30 40 5000
5

10

y⁃a
xis/

m

b)
x ⁃axis/m 400

5
10

y⁃a
xis/

m
3020100-10-20-30

Time/s 3.0

NM
SE r

/dB

2.52.01.51.00.50

-10

-15

-20

-25

c)

Range estimation performance comparison
Prior non⁃seq. work
Proposed sequential
Error⁃free regressors
Nullspace projection

Time/s 6

NM
SE r

/dB

0

10

0

-10

-20

Range estimation performance comparison
Prior non⁃seq. work
Proposed sequential
Error⁃free regressors
Nullspace projection

54321

60

x ⁃axis/m10 20 30 40 5000
5

10

y⁃a
xis/

m

60 x ⁃axis/m 400
5

10

y⁃a
xis/

m

3020100-10-20-30
d)

e)
NMSE: normalised mean square error

Time/s 3.0

NM
SE r

/dB

2.52.01.51.00.50

-10

-15

-20

-25

Range estimation performance comparison
Prior non⁃seq. work
Proposed sequential
Error⁃free regressors
Nullspace projection

Time/s 6

NM
SE r

/dB

0

15

0

-10

-20

Range estimation performance comparison
Prior non⁃seq. work
Proposed sequential
Error⁃free regressors
Nullspace projection

54321

10
5

-5

-15

A Framework for Active Learning of Beam Alignment in Vehicular Millimeter Wave Communications by Onboard Sensors

Erich Zöchmann

08 ZTE COMMUNICATIONS
June 2019 Vol. 17 No. 2

Special Topic

12



D:\EMAG\2019-05-66/VOL16\CONTETN.VFT——2PPS/P

tvt.2017.2774762
[5] CHOI J, VA V, GONZALEZ ⁃ PRELCIC N, et al. Millimeter ⁃Wave Vehicular

Communication to Support Massive Automotive Sensing [J]. IEEE Communica⁃
tions Magazine, 2016, 54(12): 160-167. DOI: 10.1109/mcom.2016.1600071cm

[6] LORCA J, HUNUKUMBURE M, WANG Y. On Overcoming the Impact of Dop⁃
pler Spectrum in Millimeter⁃Wave V2I Communications [C]//2017 IEEE Globe⁃
com Workshops. Singapore, Singapore, 2017: 1- 6. DOI: 10.1109/GLO⁃
COMW.2017.8269039

[7] VA V, CHOI J, HEATH R W. The Impact of Beamwidth on Temporal Channel
Variation in Vehicular Channels and Its Implications [J]. IEEE Transactions on
Vehicular Technology, 2017, 66(6): 5014-5029. DOI: 10.1109/tvt.2016.2622164

[8] ZÖCHMANN E, HOFER M, LERCH M, et al. Statistical Evaluation of Delay
and Doppler Spread in 60 GHz Vehicle⁃To⁃Vehicle Channels during Overtaking
[C]//2018 IEEE⁃APS Topical Conference on Antennas and Propagation in Wire⁃
less Communications (APWC), Cartagena des Indias, Colombia, 2018: 1- 4.
DOI: 10.1109/APWC.2018.8503750

[9] ZOCHMANN E, HOFER M, LERCH M, et al. Position⁃Specific Statistics of 60
GHz Vehicular Channels during Overtaking [J]. IEEE Access, 2019, 7: 14216-
14232. DOI:10.1109/access.2019.2893136

[10] GAO X Y, DAI L L, ZHANG Y, et al. Fast Channel Tracking for Terahertz
Beamspace Massive MIMO Systems [J]. IEEE Transactions on Vehicular Tech⁃
nology, 2017, 66(7): 5689-5696. DOI: 10.1109/tvt.2016.2614994

[11] JAYAPRAKASAM S, MA X X, CHOI J W, et al. Robust Beam⁃Tracking for
mmWave Mobile Communications [J]. IEEE Communications Letters, 2017, 21
(12): 2654-2657. DOI: 10.1109/lcomm.2017.2748938

[12] LI J H, SUN Y, XIAO L M, et al. Analog Beam Tracking in Linear Antenna Ar⁃
rays: Convergence, Optimality, and Performance [C]//51st Asilomar Conference
on Signals, Systems, and Computers. Pacific Grove, USA, 2017: 1193-1198.
DOI: 10.1109/ACSSC.2017.8335540

[13] LI J H, SUN Y, XIAO L M, et al. Super Fast Beam Tracking in Phased Antenna
Arrays: Theory and Performance [EB/OL]. (2017⁃10⁃22). https://arxiv.org/abs/
1710.07873

[14] LI J H, SUN Y, XIAO L M, et al. How to Mobilize Mmwave: A Joint Beam and
Channel Tracking Approach [C]//IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP). Calgary, Canada, 2018: 3624-3628.
DOI:10.1109/ICASSP.2018.8461760

[15] LOCH A, ASADI A, SIM G H, et al. Mm⁃Wave on Wheels: Practical 60 GHz
Vehicular Communication without Beam Training [C]//9th International Confer⁃
ence on Communication Systems and Networks (COMSNETS). Bangalore, In⁃
dia, 2017: 1-8. DOI:10.1109/COMSNETS.2017.7945351

[16] PALACIOS J, DE DONNO D, WIDMER J. Tracking mm⁃Wave Channel Dy⁃
namics: Fast Beam Training Strategies under Mobility [C]//IEEE Conference on
Computer Communications (INFOCOM). Atlanta, USA, 2017: 1- 9. DOI:
10.1109/INFOCOM.2017.8056991

[17] RODRÍGUEZ⁃FERNÁNDEZ J, GONZÁIEZ⁃PRELCIC N, HEATH R W. Fre⁃
quency⁃Domain Wideband Channel Estimation and Tracking for Hybrid MIMO
Systems [C]//51st Asilomar Conference on Signals, Systems, and Computers.
Pacific Grove, USA, 2017: 1829-1833. DOI: 10.1109/ACSSC.2017.8335678

[18] VA V, VIKALO H, HEATH R W. Beam Tracking for Mobile Millimeter Wave
Communication Systems [C]//IEEE Global Conference on Signal and Informa⁃
tion Processing (GlobalSIP). Washington, DC, USA, 2016: 743- 747. DOI:
10.1109/GlobalSIP.2016.7905941

[19] ZHANG C, GUO D N, FAN P Y. Tracking Angles of Departure and Arrival in a
Mobile Millimeter Wave Channel [C]//IEEE International Conference on Com⁃
munications (ICC). Kuala Lumpur, Malaysia, 2016: 1- 6. DOI:10.1109/
ICC.2016.7510902

[20] ZHAO J W, GAO F F, JIA W M, et al. Angle Domain Hybrid Precoding and
Channel Tracking for Millimeter Wave Massive MIMO Systems [J]. IEEE
Transactions on Wireless Communications, 2017, 16(10): 6868- 6880. DOI:
10.1109/twc.2017.2732405

[21] ZHOU Y F, YIP P C, LEUNG H. Tracking the Direction⁃Of⁃Arrival of Multiple
Moving Targets by Passive Arrays: Algorithm [J]. IEEE Transactions on Signal
Processing, 1999, 47(10): 2655-2666. DOI: 10.1109/78.790648

[22] ZÖCHMANN E, CABAN S, LERCH M, et al. Resolving the Angular Profile of
60 GHz Wireless Channels by Delay⁃Doppler Measurements [C]//IEEE Sensor
Array and Multichannel Signal Processing Workshop (SAM). Rio de Janerio,
Brazil, 2016: 1-5. DOI:10.1109/SAM.2016.7569652

[23] ZÖCHMANN E, MECKLENBRÄUKER C F, LERCH M, et al. Measured Delay
and Doppler Profiles of Overtaking Vehicles at 60 GHz [C]//12th European
Conference on Antennas and Propagation (EuCAP). London, UK: 1-5, 2018.
DOI: 10.1049/cp.2018.0470

[24] ZENG Y, ZHANG R. Millimeter Wave MIMO with Lens Antenna Array: A New

Path Division Multiplexing Paradigm [J]. IEEE Transactions on Communica⁃
tions, 2016, 64(4): 1557-1571. DOI: 10.1109/tcomm.2016.2533490

[25] CHAN Y T, RUDNICKI S W. Bearings⁃Only and Doppler⁃Bearing Tracking Us⁃
ing Instrumental Variables [J]. IEEE Transactions on Aerospace and Electronic
Systems, 1992, 28(4): 1076-1083. DOI: 10.1109/7.165369

[26] HO K C, CHAN Y T. An Asymptotically Unbiased Estimator for Bearings⁃Only
and Doppler⁃Bearing Target Motion Analysis [J]. IEEE Transactions on Signal
Processing, 2006, 54(3): 809-822. DOI: 10.1109/tsp.2005.861776

[27] HO K C, CHAN Y T. Geometric⁃Polar Tracking from Bearings⁃Only and Dop⁃
pler⁃Bearing Measurements [J]. IEEE Transactions on Signal Processing, 2008,
56(11): 5540-5554. DOI: 10.1109/tsp.2008.928701

[28] RAO S K. Pseudo⁃Linear Estimator for Bearings⁃Only Passive Target Tracking
[J]. IEE Proceedings—Radar, Sonar and Navigation, 2001, 148(1): 16. DOI:
10.1049/ip⁃rsn:20010144

[29] ALIEIEV R, HEHN T, KWOCZEK A, et al. Predictive Communication and Its
Application to Vehicular Environments: Doppler⁃Shift Compensation [J]. IEEE
Transactions on Vehicular Technology, 2018, 67(8): 7380-7393. DOI: 10.1109/
tvt.2018.2835662

[30] GONZALEZ⁃PRELCIC N, ALI A, VA V, et al. Millimeter⁃Wave Communica⁃
tion with Out⁃Of⁃Band Information [J]. IEEE Communications Magazine, 2017,
55(12): 140-146. DOI: 10.1109/mcom.2017.1700207

[31] DANIELS R C, CARAMANIS C M, HEATH R W. Adaptation in Convolutional⁃
ly Coded MIMO ⁃ OFDM Wireless Systems through Supervised Learning and
SNR Ordering [J]. IEEE Transactions on Vehicular Technology, 2010, 59(1):
114-126. DOI: 10.1109/tvt.2009.2029693

[32] DJOUAMA A, ZÖCHMANN E, PRATSCHNER S, et al. Predicting CSI for
Link Adaptation Employing Support Vector Regression for Channel Extrapola⁃
tion [C]//20th International ITG Workshop on Smart Antennas (WSA 2016).
Munich, Germany, 2016: 1-7

[33] VA V, CHOI J, SHIMIZU T, et al. Inverse Multipath Fingerprinting for Millime⁃
ter Wave V2I Beam Alignment [J]. IEEE Transactions on Vehicular Technolo⁃
gy, 2018, 67(5): 4042-4058. DOI: 10.1109/tvt.2017.2787627

[34] ZÖCHMANN E, VA V, RUPP M, et al. Geometric Tracking of Vehicular
mmWave Channels to Enable Machine Learning of Onboard Sensors [C]//2018
IEEE Globecom Workshops. Abu Dhabi, United Arab Emirates, 2018: 1- 6.
DOI: 10.1109/GLOCOMW.2018.8644440

[35] TAHAT A, KADDOUM G, YOUSEFI S, et al. A Look at the Recent Wireless
Positioning Techniques with a Focus on Algorithms for Moving Receivers [J].
IEEE Access, 2016, 4: 6652-6680. DOI: 10.1109/access.2016.2606486

[36] SHAHMANSOORI A, GARCIA G E, DESTINO G, et al. Position and Orienta⁃
tion Estimation through Millimeter ⁃ Wave MIMO in 5G Systems [J]. IEEE
Transactions on Wireless Communications, 2018, 17(3): 1822- 1835. DOI:
10.1109/twc.2017.2785788

[37] TRULLENQUE ORTIZ M, et al. Vehicle Tracking Through Vision⁃Millimeter
Wave Doppler Shift Fusion [Z]. to be published at IEEE⁃APS APWC, 2019.

[38] HOANG M G, DENIS B, HÄRRI J, et al. (2015). Distributed Link Selection
and Data Fusion for Cooperative Positioning in GPS ⁃ Aided IEEE 802.11p
VANETs [C]//12th Workshop on Positioning, Navigation and Communication.
Dresden, Germany, 2015

[39] COHN D, GHAHRAMANI Z, JORDAN M J. Active Learning with Statistical
Models [J]. Journal of Artificial Intelligence Research, 1996, 4: 129-145. DOI:
10.1613/jair.295

[40] COHN D, ATLAS L, LADNER R. Improving Generalization with Active Learn⁃
ing [J]. Machine Learning, 1994, 15(2): 201-221. DOI: 10.1007/bf00993277

[41] SETTLES B. Active Learning Literature Survey [R/OL]. (2010⁃01⁃26). http://
burrsettles.com/pub/settles.activelearning.pdf

[42] ROCKL M, STRANG T, KRANZ M. V2V Communications in Automotive Multi⁃
Sensor Multi ⁃ Target Tracking [C]//IEEE 68th Vehicular Technology Confer⁃
ence. Calgary, Canada, 2008: 1-5. DOI: 10.1109/VETECF.2008.440

[43] GRZYWACZEWSKI A. NVIDIA Corporation: Training AI for Self⁃Driving Ve⁃
hicles: the Challenge of Scale [R/OL]. (2017). https://devblogs.nvidia.com/par⁃
allelforall/training⁃self⁃driving⁃vehicles⁃challenge⁃scale

[44] LIU S S, TANG J, ZHANG Z, et al. Computer Architectures for Autonomous
Driving [J]. Computer, 2017, 50(8): 18-25. DOI: 10.1109/mc.2017.3001256

[45] HUANG C, LU R X, CHOO K-K R. Vehicular Fog Computing: Architecture,
Use Case, and Security and Forensic Challenges [J]. IEEE Communications
Magazine, 2017, 55(11): 105-111. DOI: 10.1109/mcom.2017.1700322

[46] KONG L H, KHAN M K, WU F, et al. Millimeter⁃Wave Wireless Communica⁃
tions for IoT ⁃ Cloud Supported Autonomous Vehicles: Overview, Design, and
Challenges [J]. IEEE Communications Magazine, 2017, 55(1): 62-68. DOI:

09ZTE COMMUNICATIONS
June 2019 Vol. 17 No. 2

A Framework for Active Learning of Beam Alignment in Vehicular Millimeter Wave Communications by Onboard Sensors

Erich Zöchmann
Special Topic

➡To P. 58

13



D:\EMAG\2019-05-66/VOL16\CONTETN.VFT——2PPS/P

Abstract: Traffic flow prediction has been applied into many wireless communication ap⁃
plications (e.g., smart city, Internet of Things). With the development of wireless communi⁃
cation technologies and artificial intelligence, how to design a system for real⁃ time traffic
flow prediction and receive high accuracy of prediction are urgent problems for both re⁃
searchers and equipment suppliers. This paper presents a novel real⁃time system for traffic
flow prediction. Different from the single algorithm for traffic flow prediction, our novel sys⁃
tem firstly utilizes dynamic time wrapping to judge whether traffic flow data has regularity,
realizing traffic flow data classification. After traffic flow data classification, we respective⁃
ly make use of XGBoost and wavelet transform⁃echo state network to predict traffic flow da⁃
ta according to their regularity. Moreover, in order to realize real ⁃ time classification and
prediction, we apply Spark/Hadoop computing platform to process large amounts of traffic
data. Numerical results show that the proposed novel system has better performance and
higher accuracy than other schemes.
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1 Introduction
n recent years, as the advances of multimedia commu⁃
nications and technologies [1]- [3], traffic flow data
has been widely studied and used in various situa⁃
tions. For one thing, mobile users pay more attention

on their experience of surfing online; for another, some service
providers like Zhongxing Telecommunication Equipment Cor⁃
poration (ZTE) want to provide users with better service by traf⁃
fic flow prediction and allocation. Therefore, traffic flow re⁃
search has become one of the hottest research topics in our dai⁃
ly lives. As we all know, quality of experience (QoE) has been

considered as one of the most evaluation criteria for user expe⁃
rience description, which is mixed with subjective and objec⁃
tive indicators [4]. To improve users’QoE, service providers
will predict traffic flow data so that they could substitute their
devices to provide users with higher satisfaction of service. Ob⁃
viously, how to accurately predict traffic flow data and quickly
estimate traffic flow trends are very important for both users
and service providers.

Generally speaking, traffic flow prediction greatly depends
on historical records from different base stations. With the in⁃
creasing number of users, the amount of traffic flow data be⁃
comes larger than before, which may bring different types of
traffic trends. For example, Fig. 1 shows three different traffic
trends among the dataset. Given these flow diagrams, we have
the following observations. Figs. 1a and 1b show the strong reg⁃
ularity and characteristics in the usage of traffic flow data for
different regions like commercial district and residential area.
For example, Fig. 1a shows that the traffic flow data starts to

I
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rise at 8 a.m. and decrease at about 6 p.m. Fig. 1b is the oppo⁃
site of Fig. 1a. Compared with the two flow diagrams men⁃
tioned before, Fig. 1c seems to have weak regularity. It may
contain the combinations of many non ⁃ linear factors such as
base station’s positions and different time periods [5], [6]. Be⁃
sides, there are some other types of traffic flow regularity in the
dataset. Therefore, how to predict these different types of traf⁃
fic flow data has become a urgent problem for researchers.

Moreover, based on the observations mentioned before, how
to define the regularity for traffic flow data is also very impor⁃
tant. As we all know, most of us only use subjective feelings to
classify the regularity for traffic flow data. However, faced with
increasing number of traffic flow data, it would be impossible
for us to judge regularity manually. Essentially, we must find
the objective method to classify these traffic flow data.

Faced with issues mentioned before, we design a novel real⁃
time system for traffic flow classification and prediction. It is
an integrated system concerning both traffic flow classification
and prediction. This system is divided into two main models: a
traffic flow classification model and a traffic flow prediction
model. In particular, for the classification model, we propose
the dynamic time warping (DTW) algorithm for traffic classifi⁃
cation, and it could classify traffic data into two categories in⁃
cluding regularity and non ⁃ regularity. Subsequently, for the
prediction model, we adopt XGBoost algorithm to predict traf⁃
fic flow data with regularity. For traffic flow data with non⁃regu⁃
larity, we first use wavelet transform (WT) to decompose them
into different coefficients. Then we make full use of echo state
network (ESN) to predict each coefficient. Specially, to meet
the real⁃time requirement for the whole system, we also do data
preprocessing and feature selection by Spark/Hadoop comput⁃
ing platform. In summary, the main contributions of this work
could be summarized as follows:
(1) We propose the DTW algorithm to classify traffic flow data,

which is beneficial to improve the accuracy of traffic flow
prediction.

(2) We use the combination of WT and ESN to predict the traf⁃
fic flow data without regularity. For the regular data, we
adopt XGBoost algorithm to do prediction. In other words,
for different categories of data, we select different adapt⁃

able algorithms to do the traffic flow prediction.
(3) We design the novel real⁃time system for traffic flow predic⁃

tion, and it will favor us in handling traffic flow data auto⁃
matically and quickly.
The rest of this paper is organized as follows. In Section 2,

we discuss the related work in this area. In Section 3, system
overview is described in detail. In Sections 4 and 5, we respec⁃
tively introduce the traffic flow classification and prediction
models. In Section 6 we give our experimental results. Finally,
we give the conclusion in Section 7.

2 Related Work
There are some existing works that focus on the study of traf⁃

fic flow data prediction and classification. Generally speaking,
existing works usually do not consider different types of traffic
trends or diagrams, and often use one single algorithm or its ex⁃
tensions to do the prediction. Actually, how to design a suit⁃
able system for different types of traffic data prediction is still
an open problem for network service providers.

For one thing, the main solutions of traffic flow classification
are divided into two categories, which are machine learning
classification algorithms and time ⁃ series statistical similarity
measurement. Williams et al. [7] introduce supervised algo⁃
rithms which are Bayesian Network, C4.5 Decision Tree, and
Naïve Bayes for traffic flow classification. Experimental results
show that these supervised learning algorithms have better per⁃
formances in the area of classification compared with other
competing models. Moreover, Hu et al. [8] and Hochst et al. [9]
both make use of the clustering algorithm which is the typical
type of unsupervised learning algorithms for classification. In
addition, some scholars concentrate on statistical learning to
measure the similarity between different traffic diagrams. For
example, Jeong et al. [10] propose weighted dynamic time
warping (WDTW) for time series classification, which is a nov⁃
el distance measurement for traffic data. Compared with ma⁃
chine learning algorithms for classification, statistical learning
methods like DTW pay more attention on the similarity mea⁃
surement in the shape of traffic diagrams.

For another, owing to the strong generality of boosting and

▲Figure 1. Different traffic trends among the dataset.
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decision tree, Chen et al. [11] propose the XGBoost algorithm
to improve the accuracy of classification and regression. More⁃
over, with the huge development of neural networks, Zhu et al.
[12] propose a novel BP neural network model for traffic pre⁃
diction, which brings better learning ability than some common
machine learning algorithms. However, faced with complex non⁃
linear factors to traffic data, these algorithms would not per⁃
form better than other competing models for all of traffic dia⁃
grams. Therefore, Yang et al. [13] make full use of WT method
to decompose the traffic flow data into different coefficients,
and use radial basis function network for traffic prediction.

In summary, most of existing works do not concern about the
classification of traffic data, but only use some techniques to
do the optimization. Moreover, there is less study about the real⁃
time system for traffic flow prediction and management. Based
on these analysis, we design a novel real ⁃ time for both traffic
classification and prediction.

3 System Overview

3.1 System Brief Description
For the purpose of the whole system for traffic flow data

treatment and management, we fully consider the complete pro⁃
cess for traffic flow data, including data preprocessing, traffic
flow classification and traffic flow prediction. The flow diagram
of framework for system is shown in Fig. 2.

Briefly speaking, we firstly do data preprocessing containing
data cleaning and feature engineering by Spark/Hadoop com⁃
puting platform, which will greatly improve the speed of data
processing. Then, the processed data would be sent to traffic

flow classification model. The realization of this model is
based on DTW algorithm. After performing by DTW, if the rat⁃
ings of traffic flow data are above the threshold value, they are
taken as data with regularity. And they will be directly trans⁃
ferred to do the prediction by Xgboost algorithm. Otherwise,
they are classified as data with non⁃regularity. They are decom⁃
posed into different coefficients by wavelet transform and then
do the traffic prediction by ESN algorithm. Finally, we could
get the promising results through this novel system even if the
traffic flow data has different categories.
3.2 Data Collection and Preprocessing

For our study, the dataset we used comes from ZTE, which
is one of the largest service providers in China. In particular,
the traffic flow data in the dataset is from 5 762 different base
stations. The specific meanings of the indicators are intro⁃
duced in Table 1. Moreover, the collecting time of the data
ranges from May 1, 2015 to June 20, 2017, and the order of
magnitude for traffic flow data reaches GB.

Essentially, efficient and real ⁃ time system depends on not
only the optimization of learning algorithms, but also the high
speed of data processing. Owing to redundant and duplicate
values in the dataset, we must do data preprocessing before
traffic flow data classification and prediction. To satisfy the ef⁃
ficient requirement, we make full use of Spark/Hadoop comput⁃
ing platform to do the data preprocessing, including data clean⁃
ing and feature engineering. Specifically, Spark/Hadoop com⁃
puting platform [14], [15], on behalf of the distributed comput⁃
ing, is a unified analytics engine for large⁃scale data process⁃
ing. For so much missing data and outliers in the dataset, we
clean these data by Spark/Hadoop. In addition, we process and
perform the analysis of features which may influence the regu⁃
larity of the traffic flow data.

As we all know, the important element of the traffic flow
analysis is the inspection of the traffic flow fluctuations, relat⁃
ed to the following factors:
•Time: time of day, day of week, month of year, etc.
• Base station position: school, high ⁃ speed railway station,

business zone, etc.
•Traffic type: long term evolution (LTE), optical line terminal

(OLT), etc.
Therefore, we observe that these following specific features

are vital to the traffic flow prediction.
(1) The concreate date of the traffic data. For example, 2016⁃05

DTW: dynamic time warping ESN: echo state network

▲Figure 2. Algorithm flow chart of the proposed novel real⁃time system.

▼Table 1. Data attributes
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⁃10, etc.
(2) Whether the day is the working day plays an important role

in prediction. For example, 2016⁃05⁃10 is the working day
and we will mark this day 0 to represent working day. Oth⁃
erwise, we could label 1.

(3) The day before a week is also one factor to do the predic⁃
tion.

(4) The day before one year. For example, if we want to predict
traffic flow data at 2016⁃05⁃10, the traffic data at 2015⁃05⁃
10 will be this new feature.

(5) The sliding window of the current day derives some new fea⁃
tures. From our analysis, we select current day before 1
day, 3 days and 5 days as new features. For instance, we
will select 2016⁃05⁃09, 2016⁃05⁃07 and 2016⁃05⁃05 as
new features to predict traffic flow data at 2016⁃05⁃10.
Theoretically, we should have selected base station’s posi⁃

tions as a feature. To our disappointment, the base stations’po⁃
sitions are all different codes, and it is hard for us to translate
the positions to real place in the map. Therefore, we do not
deal with these values in our feature engineering and experi⁃
ments.

4 Traffic Flow Classification Model

4.1 Introduction of DTW Algorithm
Dynamic time warping (DTW) is the algorithm to compare

the similarity between two time series, which finds the mini⁃
mum path by providing non⁃linear alignments. It has been ap⁃
plied into many fields, such as speech processing, time series
classification, and clustering.

Briefly speaking, the methodology for DTW is as follows.
For example, Fig. 3 shows the optimal warping path between
two different time series. We assume that one time series A
has the length of p. We also assume another time series B with
the length q, which is a different length from the time series A.
Subsequently, we create the p⁃by⁃q path matrix where the ele⁃
ment in the matrix represents the distance between two points.
More importantly, there are also several constraints in building
warping path [16]. The best match between two sequences is
the one path with the lowest distance. Specifically, the optimal

warping path could be found as the following equations:
DTWp( )A,B = γ( )i, jp , (1)

where γ( )i, j is the cumulative distance and the index p

means the lp norm in the equation. Generally speaking, most
of us use Euclidean distance to calculate distance, where p

equals two. Specifically, γ( )i, j is described by

where ai and bj are from two sequences with different
lengths.

In summary, the DTW algorithm could accurately measure
the similarity between time series even if two time series have
different lengths.
4.2 Ratings of Different Traffic Data

In our system, we will select some typical traffic flow dia⁃
grams with obvious regularity as the templates, and these traf⁃
fic flow data could be estimated and predicted easily. The
DTW algorithm could measure the similarity between the other
traffic flow data and the templets. Finally, we could get the rat⁃
ings from the DTW algorithm. The distributions of the ratings
are shown in Table 2.

We are surprised to find from the traffic flow diagrams that
the lower rating the traffic flow diagram has, the more obvious
regularity it has. On the basis of our analysis for the distribu⁃
tions of the ratings, we set the ratings to 5, which is the thresh⁃
old for the regularity of traffic flow data. In other words, if the
ratings of the traffic flow data beyond 5, we consider it regular
in the dataset. Fig. 4 shows the specific traffic flow diagram.

5 Integrated Traffic Flow Prediction Model
In this section, we mainly introduce the integrated traffic

flow prediction model. For the classified traffic flow data, we
adopt different algorithms for prediction, which are the XG⁃
Boost and WT⁃ESN. Therefore, this section is divided into two
parts. One is for the traffic data with obvious regularity, and
the other is for the other traffic data.
5.1 Prediction for Traffic Data with Strong Regularity

Figs. 1a and 1b display strong regularity of traffic flow data.
For the business zone, the traffic flow reaches at the peak val⁃

(2)γ( )i, j = ||ai - bj

p +min{ }γ( )i - 1, j - 1 ,γ( )i - 1, j ,γ( )i, j - 1 ,

▲Figure 3. Optimal warping path between two different time series.

▼Table 2. Distributions of ratings for dynamic time warping (DTW)

Ratings
0-5
5-10
10-15

more than 15

Percentage
57%
15%
12%
11%

Time
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ue at around 9 a.m-11 a.m. Accordingly, it decreases to the
valley value at 1 a.m-4 a.m. Theoretically, machine learning
algorithms could learn the knowledge and regularity from dif⁃
ferent datasets like the human, which is the main reason for its
popularity. XGBoost algorithm [11], as the emerging algorithm
in the supervised learning, has better learning ability com⁃
pared with others supervised learning algorithms. In fact, XG⁃
Boost combines the ensemble method with the optimization of
gradient descent. The following equations mainly introduce the
core of this algorithm:

•Objective
Obj =∑i = 1

n l( )yi, ŷi +∑k = 1
K Ω( )fk . (3)

•Objective, with constants removed
∑i = 1

n é
ë

ù
û

gi ft( )xi + 12 hi ft
2( )xi +Ω( )ft , (4)

where gi = ∂
ŷ
( )t - 1 læè

ö
ø

yi, ŷ( )t - 1 ,hi = ∂2
ŷ
( )t - 1 læè

ö
ø

yi, ŷ( )t - 1 . Moreover, in
Eqs. (3) and (4), yi means the true value and ŷi is the predict⁃ed value. l represents the loss function and Ω is the penaltyterm. f is the regression tree. Compared with traditional opti⁃mization methods like Decision Tree, Gradient Boosting Deci⁃
sion Tree (GBDT) [17], XGBoost uses the second order Taylor
expansion to approximate the objective method, which could
optimize it quickly in the general setting.
5.2 Prediction for Traffic Data with Non⁃Regularity

As mentioned before, we consider that the traffic flow data
has regularity when the rating of traffic flow data beyond 5.
Faced with these data, we believe that the combinations of non⁃
linear factors result in this phenomenon. Therefore, we adopt
WT to decompose the traffic flow data into different coeffi⁃
cients, which could predict it separately. Moreover, with the
better generality and fast computing in neural networks, we
choose a kind of recurrent neural network called ESN to do

each prediction.
ESN is a kind of dynamic neural network, which mainly in⁃

cludes input layer, middle layer and output layer. The middle
layer is also called dynamic reservoir and it contains a large
amount of sparse connected neurons, which plays the impor⁃
tant role in short ⁃ term memory achievement and prediction.
The structure of network is shown in the Fig. 5. Specifically,
the memory and prediction function depend on two equations
called the state update equation and the output state equation.

x(t + 1)= f (Win∙u(t + 1)+W∙x(t)), (5)
ŷ(t + 1)= f out∙(Wout∙(u(t + 1),x(t + 1),y(t))), (6)

where x(t) is the state of reservoir at time t and u(t) is the state
of input. f is the neuron activation function. Win and W are
the input and middle layer weight matrix. y(t) is the output at
time t and ŷ(t + 1) is the predicted output at time t + 1 . Essen⁃
tially, ESN could avoid the shortcomings of typical gradient⁃de⁃
scent⁃based RNN algorithm and have the simple learning pro⁃
cedure, which is the main reason for its applications in the

◀Figure 4.
Specific traffic flow for
dynamic time warping (DTW).

▲Figure 5. Network structure of echo state network (ESN).
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field of time series prediction. However, faced with traffic data
without regularity, ESN could not accurately predict each type
of traffic data well for its different regularities.

To solve these issues, we make efforts to adopt wavelet trans⁃
form (WT) to decompose the initial traffic flow data into differ⁃
ent coefficients, which could reduce the complexity of predic⁃
tion. Briefly speaking, WT is a method of transform analysis
and its main characteristic is to analyze the localization of fre⁃
quency. For example, Fig. 6 shows the details of WT, where
the blue one represents original signal and yellow ones repre⁃
sent different degrees of details. Specifically, C3 is the lowest
frequency factor among all coefficients, and it has the familiar
trend with original signal. D1, D2 and D3 are all the high⁃fre⁃
quency parts of the original signal and we use ESN algorithm
to predict them. For non⁃regularity traffic flow data, we utilize

Haar function as the core of the WT. The concrete steps of non⁃
regularity traffic flow data prediction are described as follows:

Step 1: WT decompose the initial non⁃regularity data yi in⁃
to four coefficients called C3, D1, D2 and D3, which are the in⁃
puts of the ESN.

Step 2: Through single reconstruction, four coefficients in⁃
cluding C3, D1, D2 and D3 are respectively sent to ESN for
network parameters W adjustment. And it receive the predict⁃
ed value for each single line.

Step 3: After training ESN, four predicted values are aggre⁃
gated as the final output, which is also the prediction of the non⁃
regularity traffic flow data ŷi .

6 Results and Analysis
In this section, we will conduct our experiments on the data⁃

set collected from ZTE. We will first introduce two evaluation
indexes in detail and then show and analyze the experimental
results.
6.1 Evaluation Indexes Introduction

Here we briefly introduce two evaluation indexes called Nor⁃
malized Root Mean Square Error (NRMSE) and R ⁃ Squared
(R2), which are the most common evaluation indexes in traffic
flow prediction. Specifically, the definitions of NRMSE and R2

are shown as follows:

NRMSE = ∑t = 1
n ( )ŷt - yt 2

n
/( )ymax - ymin , (7)

R2 = 1 -∑ ( )ŷi - ȳ 2 /∑ ( )yi - ȳ 2, (8)
where ŷ means the predicted value and yt is the true value.
On one hand, lower values of NRMSE represent better accura⁃
cy of the model. On the other hand, R2 indicates the degree of
fit for traffic flow data, and thus higher values of R2 represent
better degree of fit. Compared with NRMSE, R2 focuses on the
similarity of traffic flow data. In our experiments, we put more
emphasis on NRMSE, because accuracy is our first choice.
6.2 Analysis of Results

As mentioned before, we select the dataset that ranges from
May 1, 2015 to June 20, 2017 as a training set. In order to
show the accuracy and degree of fit in detail, we choose one
week’s data from June 21, 2017 to June 27, 2017 as testing
set. To prove the better performances of XGBoost for regular
traffic flow data, we compare the NRMSE and the degree of fit
with some supervised learning algorithms and other commonly
used algorithms. From the results shown in Table 3 and Fig.
7, we could conclude that XGboost has the best performances
among all algorithms. Specifically, the prediction of XGBoost
fits the real data very well. From the perspective of evaluation▲Figure 6. Three⁃layer wavelet decomposition and single reconstruction.
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index, XGboost has the lowest value of normalized root mean
square error (NRMSE) among all algorithms, which means high
accuracy of prediction.

Moreover, we compare performances of our integrated model
with traditional algorithms for traffic flow data prediction, in⁃
cluding autoregressive moving average model (ARMA) time se⁃
ries analysis, LSTM and WT algorithm. Tables 4 and 5 show

the results of two evaluation indexes mentioned before for our
integrated model and four extra algorithms. From these tables,

we could conclude that our integrated model
has the lowest values of NRMSE that corre⁃
spondingly represents highest accuracy
among all algorithms. In addition, another
evaluation index R2 for traffic flow predic⁃
tion pays more attention on the degree of fit
for them. As shown in the tables, our inte⁃
grated model has better degree of fit than
others, which means the shape of traffic flow
prediction is more similar with the true da⁃
ta. Generally speaking, XGBoost and WT ⁃
ESN have their own advantages but it is im⁃
possible for them to accurately predict all
types of traffic flow data. In this case, our in⁃
tegrated model makes full use of advantages
of these two algorithms, obtaining the best
prediction performance.

On the theoretical aspect, we analyze the
feature importance and contributions to the
predicted value among all features, which
are also the interesting aspects for service
providers. Among all features referred in
Section 3.2, we extract top⁃5 features influ⁃
encing the predicted value, as shown in Fig.

8. In particular, F⁃score in this figure measures the importance
of the features, and higher value represents more effective fea⁃
ture. The concrete meanings of these features are presented in
Table 6. This could help us know what features have deep im⁃
pact on the predicted value. Finally, Fig. 9 shows the overview
of our system. There are mainly four parts in our system, in⁃
cluding raw data overview, data statistical analysis, data classi⁃
fication, and data prediction. When the raw data is processed
in the background, relevant information will be displayed in
this system.

7 Conclusions
Traffic flow prediction has been a hot research topic in re⁃

cent years. However, how to systematically realize real ⁃ time
traffic prediction in the context of big data era is urgent to be
solved. In this paper, we propose a system for traffic flow pre⁃
diction and classification. Compared with traditional algo⁃

ARIMA: autoregressive integrated moving average
LSTM: long short⁃term memory

NRMSE: normalized root mean square error
MLP: multi⁃layer perception

ARIMA: autoregressive integrated moving average
LSTM: long short⁃term memory

MLP: multi⁃layer perception
WT: wavelet transform

▼Table 3. Results of NRMSE for six algorithms

Algorithms
XGBoost

Linear regression
ARIMA
MLP

Wavelet transform
LSTM

NRMSE
0.012
0.089
0.017
0.050
0.157
0.062

LineaRegression8 000 000

▲Figure 7. Degrees of fit for different algorithms.
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▼Table 4. Results of Normalized Root Mean Square Error (NRMSE) in
the Experiments

MAE
≤15%
≤25%
≤30%
≤50%
≤1

Integrated model
60.12%
81.14%
86.06%
93.23%
96.98%

ARMA
22.9%
35.4%
52.6%
74.6%
95.0%

WT
51.3%
70.5%
77.4%
86.5%
95.3%

LSTM
56.6%
75.1%
82.5%
90.0%
96.0%

ARMA: autoregressive moving average model
LSTM: long short⁃term memory

MAE: mean absolute error
WT: wavelet transform
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rithms or models for traffic flow prediction, our system firstly
utilizes DTW algorithm for classification, which is a method to
solve different trends of traffic flow prediction. Then, we main⁃
ly make full use of XGBoost and ESN to predict traffic flow da⁃
ta. Experiment results show that our system has better perfor⁃
mances than other traditional algorithms.
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Abstract: As the network sizes continue to increase, network traffic grows exponentially.
In this situation, how to accurately predict network traffic to serve customers better has be⁃
come one of the issues that Internet service providers care most about. Current traditional
network models cannot predict network traffic that behaves as a nonlinear system. In this
paper, a long short⁃term memory (LSTM) neural network model is proposed to predict net⁃
work traffic that behaves as a nonlinear system. According to characteristics of autocorrela⁃
tion, an autocorrelation coefficient is added to the model to improve the accuracy of the
prediction model. Several experiments were conducted using real ⁃world data, showing the
effectiveness of LSTM model and the improved accuracy with autocorrelation considered.
The experimental results show that the proposed model is efficient and suitable for real ⁃
world network traffic prediction.
Keywords: recurrent neural networks; time series; network traffic prediction
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1 Introduction
s Transmission Control Protocol/Internet Protocol
(TCP/IP) networks become more and more impor⁃
tant in modern society, how to better understand
and correctly predict the behavior of the network is

a vital point in the development of information technology. For
medium/large network providers, network prediction has be⁃
come an important task and get more and more attention [1].
By improving the accuracy of network prediction, network pro⁃
viders can better optimize resources and provide better service
quality [2]. Not only that, network traffic prediction can help
detect malicious attacks in the network too. For example, deni⁃
al of service or spam attacks can be detected by comparing re⁃
al traffic and predicting traffic [3]. The earlier these problems

are detected, the more reliable network services can be ob⁃
tained [4], [5].

With the development of computational science, some rela⁃
tively reliable methods of network traffic prediction have been
proposed to replace the intuitive prediction, especially in the
field of sequential sequence prediction.

Nancy and George [6] used the time series analysis method
to make an accurate prediction of the National Science Founda⁃
tion Network (NSFNET) traffic data, and then carried out a se⁃
ries of research on the method of time series data, especially
network traffic data prediction [7], [8]. Modeling methods in⁃
clude the autoregressive moving average model (ARMA), Au⁃
toregressive Integrated Moving Average model (ARIMA), Frac⁃
tional Autoregressive Integrated Moving Average model (FARI⁃
MA), etc. Large ⁃ scale network system is a complex nonlinear
system, and it is influenced by many external factors. Because
of that its macroscopic flow behavior is often complex and
changeable, and the data contains many kinds of periodic fluc⁃
tuations. In addition, it shows non⁃linear trend and contains un⁃
certain random factors, which may prevent the flow model with
linear characteristics from being predicted accurately. There⁃
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fore, how to select and optimize the nonlinear model is the key
to predict network traffic in recent years. Support Vector Ma⁃
chine (SVM), Least Squares Support Vector Machine (LSS⁃
VM) , artificial neural network, echo state network and so on
all have certain improvement to the prediction accuracy. How⁃
ever, these models ignore the network traffic data from the au⁃
tocorrelation, although they consider the nonlinear characteris⁃
tics of data. Therefore, how to use nonlinear time sequence da⁃
ta to predict network traffic linked with autocorrelation charac⁃
teristic is a problem to be solved eagerly.

2 Flow Prediction Model
This section describes recurrent neural networks (RNN),

which are used for network traffic prediction, and also intro⁃
duce a special type of RNN, long short⁃term memory networks
(LSTM). On the basis of this, we put forward the model of
LSTM combination with the characteristics of network traffic
autocorrelation.
2.1 Recurrent Neural Networks

RNN is a popular learning method in the fields of machine
learning and deep learning in recent years, which is different
from the traditional feedforward neural network (FNN). FNN
neurons transmit information through the input layer, hidden
layer, and the connection of the output layer. Each input item
is independent of others, and there is no connection between
neurons in the same layer. However, RNN introduces the recur⁃
rent structure in the network, and establishes the connection of
the neuron to itself. Through this circular structure, neurons
can“remember”information from the previous moment in the
neural network and influence the output of the current mo⁃
ment. Therefore, RNN can better deal with the data with time
series, and in the prediction of timing data, it often performs
better than FNN. The structure diagram of RNN is shown in
Fig. 1.

The prediction process of RNN is similar to that of FNN,
which is calculated by the forward propagation algorithm (Al⁃
gorithm 1).
Algorithm 1. Forward propagation algorithm

For t from 1 to T do
ut ←whvvt +whhht - 1 + bn
ht ← e( )ut

ot ←Wotht + bo
zt ← g( )ot

End for
In Algorithm 1, T is the length of the input data, vt is the in⁃

put for time t, zt is the output for time t. Whv, Whh, and Woh are
the link matrix of input layer to hidden layer, hidden layer to

hidden layer and hidden layer to output layer. Functions e and
g are the activation functions of the hidden layer and the out⁃
put layer respectively.

There are some differences between RNN training and FNN.
FNN is implemented by back propagation (BP) algorithm. How⁃
ever, RNN affects the error of the output layer because of the
hidden layers of the previous moments, so the results of the
backward propagation need to be propagated on the time di⁃
mension, named back propagation through time (BPTT) algo⁃
rithm. The BPTT of RNN defines the partial derivative of the
loss function to the t input value of the neuron j at time t first⁃
ly, and then solves the function with the derivative of the chain
(Algorithm 2).
Algorithm 2. Back propagation through time (BPTT) algorithm
For t from 1 to T do

dot ← g′( )ot ∗dL( )zt,yt
dzt

dbo ← dbo + dot
dWoh ← dwoh + dothT

t

dht ← dht +WT
ohdot

dut ← e′( )ut dht

dWhv ← dWhv + dutv
T
t

dbh ← dbh + dut

dWhh ← dWhh + duth
T
t - 1

dht - 1 ←W h
h dutEnd for

Return dθ = [ ]dWhv,dWhh,dWoh,dbh,dbo,dho

The partial derivative between the loss function and the neu⁃
ron is affected by the output layer of the current time t and the
hidden layer of t + 1 at the next moment. For each time step,
we use the chain rule to sum up all the results in the time di⁃
mension and get the partial derivative of the loss function to
the weight w of the neural network. The weight of the recursive
neural network is updated by gradient descent method until
the condition is met.

The final step in the RNN training process is that the gradi⁃

▲Figure 1. The recurrent neural networks structure diagram.
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ent is multiplied repeatedly in the propagation process. If the
eigenvalues Whh > 1 , this will result in a gradient explode; if
the eigenvalues Whh < 1 , this will result in a gradient vanish
[9]-[12],. For this problem, Hochreiter et al. [13] put forward a
LSTM neural network.
2.2 Long Short Term Memory

LSTM neural network is a variant of RNN. The key is to re⁃
place the neurons with cell states. The cell state is delivered
over the time chain, with only a few linear interactions, and in⁃
formation is easily maintained on cell units. Each cell contains
one or more memory cells and three nonlinear summation
units. The nonlinear summation unit is also called the“gate”,
which is divided into three kinds:“Input gate”,“Output gate”
and“Forget gate”. They control the input and output of memo⁃
ry cells by matrix multiplication. The structure diagram of
LSTM is shown in Fig. 2 [14].

The forward propagation algorithm of LSTM is similar to
RNN, and the input data is a time series of length T:

ft =σ(Wf∙[ht - 1,xt] + bf ), (1)
it =σ(Wi∙[ht - 1,xt] + bi), (2)
C′

t = tanh(Wc∙[ht - 1,xt] + bc), (3)
Ct = ft*Ct - 1 + it∗C′

t, (4)
ot =σ(Wo∙[ht - 1,xt] + bo), (5)
ht = ot* tanh(Ct). (6)

Eq. (1) is the parameter of forget gate, where 1 means“com⁃
plete reservation”, while 0 means“completely abandoned”.
Eqs. (2) and (3) calculate the value of the input gate. Then Eq.
(4) is used to discard the information that we need to discard,
plus useful information entered at time t. Eqs. (5) and (6) deter⁃
mine which part of the cell state we are going to output to the
next neural network and the next time.

The BPTT algorithm of LSTM is similar to that in RNN. It
starts from the end of the time series (time T ), gradually revers⁃
es the gradient of each parameter, and then updates the net⁃
work parameters with the gradient of each time step. The out⁃
put value corresponding to the partial derivative of memory

cells is calculated first, then the partial derivative of the output
gate is calculated, and the corresponding partial derivatives of
the memory cell state, forget gate and input gate are calculated
respectively. Eventually, the model is updated using the gradi⁃
ent descent method connection weights.
2.3 Long Short Term Modeling Applicable to

Autocorrelation Sequence
Time series is an ordered data set in time. Each data corre⁃

sponds to the corresponding time. The time series model as⁃
sumes that the data of the past can be applied to the future,
and we can predict future data by studying the information of
historical data.

In the conventional sequential sequence prediction problem,
let’s say the time series is ( )y1,y2,y3 ... yt , yt represents the d⁃
ata value at time t. We predict the value of ym + 1 by using
( )ym - k + 1,ym - k + 2 ... ym , where k represents the number of steps
to be used for each prediction.

Four types of prediction can be defined according to the
granularity of time [15]: current ⁃ time prediction, short ⁃ term
prediction, medium⁃term prediction, and long⁃term prediction.
The current⁃time prediction requires the shortest time interval
between data, which can be used to establish an online real ⁃
time forecasting system. The short term interval is usually be⁃
tween an hour and a few hours, often used for optimal control
or abnormal detection. The medium⁃term forecast time interval
is one day, which can be used to guide resource planning. The
long term interval is between months and years and can be
used as a reference for strategy and economic investment.

The autocorrelation coefficients rk is used to indicate the
autocorrelation between the time sequence itself and the data
of the lag k period [15]:

rk =
∑
t = 1

T - k(yt - y′)(yt + k - y′)

∑
t = 1

T (yt - y′)
, (7)

where y1,y2... ,yT represent time series data, T represents the
size of the dataset, y′ represents the average of the sequence.
The higher the value of rk , the higher autocorrelation of that
data in the period k. This means that the data set is in a time
dimension and cycles through k. Data at the same time in dif⁃
ferent cycles tend to have the same data characteristics.

The traditional RNN sequence prediction model is based on
the changing trend of the learning sequence to predict the val⁃
ue of next moment. According to our experience, the network
traffic data has a certain autocorrelation in the 24 hours and 7
days cycles. This means that the data of 24 hours or 7 days at a
certain time can be very good at representing the data charac⁃
teristics of the present moment. However, because the data of
24 hours or 7 days ago does not constitute a continuous sequen⁃
tial relationship with T time steps before, the traditional RNN
neural network does not apply to the modeling of autocorrela⁃
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▲Figure 2. LSTM structural diagram of neural network model.
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tion characteristics.
Using the improved LSTM + deep neural network (DNN)

neural network and keeping the original LSTM network un⁃
changed, the predicted value and several values before the au⁃
tocorrelation cycle make the input of DNN neural network. By
training the DNN network, the autocorrelation characteristics
and timing characteristics of network data traffic are combined
to achieve the accurate prediction of network data traffic. Fig.
3 shows the Neural network structure of LSTM and DNN .

3 Network Traffic Prediction
In order to verify the accuracy of network traffic prediction

model, three real network traffic data sets were selected for ex⁃
periment. Data set A comes from the network traffic history da⁃
ta of network service provider in 11 European cities. The data
was collected from 06:57 am on June 7, 2004 to 11:17 am on
June 29, 2004 and collected every 30 seconds. Data set B
comes from the web traffic history data from the United King⁃
dom Education and Research Networking As⁃
sociations (UKERNA) website for academic re⁃
search. Data was collected from 9:30 am No⁃
vember 2004 to 11:11 am on January 27,
2005, every five minutes. Data set C comes
from the network traffic data collected by the
backbone node of China’s education network,
Beijing University of Posts and Telecommuni⁃
cations, in 2012. Data is collected every minute

Based on the period and time of the three ex⁃
perimental data sets, this paper only considers
the first two prediction types. According to Cor⁃
tezs selection of time granularity [16], 5 min⁃
utes and 1 hour were used as current⁃time pre⁃
diction and short⁃term prediction of time gran⁃
ularity. When we divide the training set and
test set, we use the first two thirds of the data
set for training, and then one third to test the
accuracy of the model.

In order to evaluate the accuracy of the pre⁃
diction model, the mean absolute percentage
error (MAPE) is used as the evaluation indica⁃
tor of the model [17]:

MAPE = 1
N∑n = 1

N |

|
||

|

|
||
yn - Yn

yn
× 100%. (8)

As shown in Eq. (8), the average absolute
percentage error is a commonly used index for
estimating the accuracy of the model. In Eq.
(8), y represents the real value of data, Ynrepresents predicted value, and N is the test
machine size. The smaller the error, the better
the prediction.
Fig. 4 shows the autocorrelation analysis of
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▲Figure 3. Neural network structure of LSTM and DNN.

▲Figure 4. Autocorrelation analysis.
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these data sets. For the data of 5minute granularity of time, the
degree of autocorrelation is high when k = 288 . And for the da⁃
ta of 1 hour for particle size, k = 24 and k = 168 were the two
peaks. This indicates that the autocorrelation cycle of network
traffic is 24 hours and 7 days, which is correspond with our
characteristics of network traffic data.

In this paper, echo state network (ESN) is used as a compari⁃
son of LSTM model. The ESN is also a form of RNN, consisting
of input layers, hidden layers, and output layers, and has a con⁃
nection between the hidden layer and the hidden layer to re⁃
tain information from the previous moments. Unlike RNN, the
connection statuses of neurons in hidden layers are random,
however, the connection weights are changeless. In the course
of training, we only need to train the connection weights of the
hidden layer to the output layer. After experiment, the parame⁃
ters of the ESN model in Table 1 are finally selected:

The neurons in the LSTM model were treated by Dropout in
order to prevent the overfitting. Dropout was first proposed by
Hintion [18], and the main idea was to let the neural network
randomly make some neurons not work during the training. It
is proved by experiment that this can effectively prevent the
overfitting and improve the generalization ability of the model.
Zaremba [19] improved the Dropout rate so that it could be ap⁃
plied to RNN. In the model of this paper, the probability that
each neuron does not work is 10% during the training. Table 2
shows LSTM neural network parameters.

In the LSTM⁃DNN model, the parameters of the LSTM neu⁃
ral network are consistent with Table 2. Depending on the time
granularity of the data set, the values of different autocorrela⁃
tion and the calculated value of LSTM feedforward algorithm
were selected and entered into DNN. For example, a data set
that time granularity is 5 minutes, ( )xj - 287,xj - 288,xj - 289
is a good indicator of the data volume characteristics. There⁃

fore, put these data input current⁃ time network traffic predic⁃
tion model, the result we get is predicted traffic data. In a data
set of time granularity 1 hour, the data ( )xj - 23,xj - 24,xj - 25
is fed into the current⁃time network traffic prediction model to
predict xj .

The average absolute percentage errors of the three algo⁃
rithms are shown in Table 3.

The relationship between loss function and training frequen⁃
cy in LSTM and LSTM⁃DNN is shown in Fig. 5.

Due to the limitation of data set length, the test set divided
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▼Table 1. Echo status network parameters

Parameter
In size

Reservoir size
Leaking rate

Spectral radius
Linear regression algorithm

Value
1

1 000
0.3

0.136
Ridge regression

▼Table 2. LSTM neural network parameters

RNN: recurrent neural network

Parameter
Dropout fraction

Time steps
RNN units
RNN layers
Dense units
Batch size

Value
10%
10
200
1

[10,10]
10

▼Table 3. Average absolute percentage error analysis

DNN: deep neural network ESN: echo state network LSTM: long short⁃term memory network

Date

Date set A

Data set B

Data set C

Time granularity
5 min
1 h

5 min
1 h

5 min
1 h

ESN
2.81%
7.63%
3.50%
5.04%
4.41%
0.59%

LSTM
1.41%
4.69%
3.29%
4.47%
12.04%
14.00%

LSTM and DNN
1.39%
4.51%
1.32%
2.80%

▲Figure 5. Comparison of performance of loss function under different
data sets and training iterations.
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DNN: deep neural network LSTM: long short⁃term memory network
b) Data set B with 1⁃hour time granularity
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by the data set C is not satisfied with the requirements of LSTM⁃
DNN training and prediction. It can be seen from Table 3 that
LSTM can effectively predict network traffic and have good
performance at different time granularity of two data sets. Ac⁃
cording to the optimized LSTM⁃DNN model, the autocorrela⁃
tion of data is added; when the time granularity was 5 m, the
accuracy was slightly increased, but the accuracy of the predic⁃
tion was significantly improved when the time granularity was
1 h. This indicates that the autocorrelation makes up for the in⁃
sufficient data training that LSTM requires. The LSTM⁃DNN
model has some advantages over traditional LSTM in the case
of coarse time granularity or less data volume. We can see
from Fig. 5 that as the complexity of neural network layer in⁃
creases and the number of layers increases, LSTM⁃DNN is rela⁃
tively slow and not easy to converge compared to LSTM in the
training effect. Figs. 6-9 show the prediction results of LSTM⁃
DNN.

4 Conclusions
Aiming at implementing the network traffic with autocorrela⁃

tion, this paper proposes a model of neural network which com⁃
bines LSTM with DNN. By using several real data sets our ex⁃
periments show that LSTM can be used as a timing sequence
forecast model well. It can provide better performance than the
other traditional model. Making use of the autocorrelation fea⁃
tures, the neural network of LSTM and DNN has certain advan⁃
tages in the accuracy of the large granularity data sets, but
there is a requirement for the data size. High accuracy network
traffic prediction provides some support to deal with possible
network congestion, abnormal attack, etc. LSTM is just one of

the many variations of RNN. Some of other RNN models are al⁃
so popular and well represented in many problems, such as
Gated Recurrent Unit (GRU). The next step is to explore differ⁃
ent RNN structures and combine the characteristics of network
traffic data to explore the possibility of further improving the
prediction accuracy.
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▲Figure 6. Prediction effect of the data set A with 1⁃hour time granularity.

TCP/IP: Transmission Control Protocol/Internet Protocol

▲Figure 7. Prediction effect of the data set A with 5⁃minute time granularity.

TCP/IP: Transmission Control Protocol/Internet Protocol

▲Figure 8. Prediction effect of the data set B with 1⁃hour time granularity.

TCP/IP: Transmission Control Protocol/Internet Protocol

▲Figure 9. Prediction effect of the data set B with 5⁃minute time granularity.
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Abstract: With the increasingly fierce competition among communication operators, it is
more and more important to make an accurate prediction of potential off ⁃ grid users. To
solve the above problem, it is inevitable to consider the effectiveness of learning algo⁃
rithms, the efficiency of data processing, and other factors. Therefore, in this paper, we,
from the practical application point of view, propose a potential customer off⁃grid predic⁃
tion system based on Spark, including data pre⁃processing, feature selection, model build⁃
ing, and effective display. Furthermore, in the research of off ⁃ grid system, we use the
Spark parallel framework to improve the gcForest algorithm which is a novel decision tree
ensemble approach. The new parallel gcForest algorithm can be used to solve practical
problems, such as the off⁃grid prediction problem. Experiments on two real⁃world datasets
demonstrate that the proposed prediction system can handle large ⁃ scale data for the off ⁃
grid user prediction problem and the proposed parallel gcForest can achieve satisfying per⁃
formance.
Keywords: data mining; off⁃grid prediction; Spark; parallel computing; deep forest
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1 Background
n recent years, the competition among communication
operators is fiercer with the advent of the 4G era. The
communication operators face new challenges in many
ways, including fine management, precision market⁃

ing, products innovation, promotion of user terminals, retaining
users, data analysis, and so on. How to win the competition? It
plays a significant role that doing your best to retain old users
while attracting new users through improving service quality
and others. Therefore, it is an urgent need to solve the problem
that the operators can make a good prediction of potential off⁃
grid users.

The past decade has witnessed the remarkable growth of In⁃
ternet communication technology and sensor networks for per⁃
ceiving and obtaining information. There is a huge amount of
data which has great potential values in all walks of life, in⁃
cluding the telecommunications industry. Big data is high⁃vol⁃
ume, high⁃velocity, and high⁃variety information assets that re⁃
quire new forms of processing to enable enhanced decision
making, insight discovery, and process optimization [1]. The
potential values of big data need advanced data mining tech⁃
niques [2], [3] to discover and they have drawn much attention
from the practitioners. Now there are many good algorithms to
achieve latent useful information such as neural networks, clus⁃
ter analysis, genetic algorithms, decision trees, decision rules,
support vector machines, and more. Nevertheless, conventional
approaches come across significant challenges when comput⁃
ing power and memory space are limited in big data era. So dis⁃
tributed technology is necessary to solve the problem of limited
computing power and memory space. Apache Hadoop, which
is an open⁃source software framework used for distributed stor⁃
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age and processing of dataset of big data based on MapReduce
programming model [4] - [7], becomes a good framework to
solve the above problem. The main idea of the MapReduce
model is to hide details of parallel execution and allow users to
focus only on data processing strategies. MapReduce has
brought revolution in computing model, and also provides a
new processing platform for data mining environment. Howev⁃
er, Hadoop processes data from disk which makes it inefficient
for data mining applications that often require iteration. Spark
is a more recent distributed framework that works with Hadoop
and provides in⁃memory computation that allows iterative jobs
to be processed much faster, so it is a more suitable base for
data mining [8].

Previous works mainly focus on analyzing off⁃grid user prob⁃
lem from the angle of algorithms. GUI et al. studied the main
technology of customer loss prediction and analyzed the advan⁃
tages and disadvantages of the decision tree, neural network,
and so on. Louis [9], Rosset [10] and Nash [11] have studied
customer churn prediction as a classification problem and
used Logistic Regression, Decision Tree and Bayes to establish
a customer churn prediction model. However, the ultimate aim
of algorithm research is to solve the practical problem. In this
paper, we propose a complete solution—a potential customer
off⁃grid prediction system based on Spark—to solve the prob⁃
lem. And the data mining techniques include data storage, da⁃
ta clearing, feature selection, training model, and result show⁃
ing. Furthermore, we use the Spark parallel framework to im⁃
prove the gcForest algorithm which is a state⁃of⁃ the⁃art deci⁃
sion tree ensemble approach. The new parallel gcForest algo⁃
rithm can be used to solve off⁃grid prediction problem. More⁃
over, the parallel gcForest can be used to solve more practical
problems.

The rest of this paper is organized as follows. In section 2,
we introduce techniques related to our proposal. In sections 3
and 4, we introduce the system architecture and parallel gcFor⁃
est in detail, which are both under the Spark computational
framework. In section 5, we analyze experimental results. Sec⁃
tion 6 concludes this paper.

2 Related Technologies
In this section, we will introduce the mostly related tech⁃

niques of prediction system, involving Spark computing frame⁃
work, Hadoop Distributed File System (HDFS), MapReduce,
and Hive.
2.1 Apache Spark

Apache Spark is an open ⁃ source cluster computing frame⁃
work, which runs programs in memory, developed at the Uni⁃
versity of California, Berkeley’s AMPLab. As a MapReduce ⁃
like cluster computing engine, Spark also possesses good char⁃
acteristics such as scalability and fault tolerance as MapRe⁃
duce does. However, Apache Spark has its architectural foun⁃

dation the resilient distributed dataset (RDD). This is a read⁃
only multiset of data items distributed over a cluster of ma⁃
chines and users can explicitly cache an RDD in memory
across machines and reuse it in multiple MapReduce⁃like par⁃
allel operations. Therefore, Spark can be well qualified to pro⁃
cess iterative jobs, including PageRank algorithm, K⁃means al⁃
gorithm, etc. Besides, it can outperform Hadoop by 10x in iter⁃
ative machine learning jobs. Spark has strong fault ⁃ tolerant
performance through a notion of lineage: If a partition of an
RDD is lost, the RDD has enough information about how it was
derived from other RDDs to be able to rebuild just that parti⁃
tion. With the help of the lineage, Spark recovers the lost data
quickly and effectively. Spark shows great performance in pro⁃
cessing iterative computation because it can reuse intermedi⁃
ate results and keep data in memory across multiple parallel
operations.

Currently, Spark has devolved into a large data processing
platform based on memory computing, and its architecture in⁃
cludes resource management, distributed storage, data process⁃
ing, and application. Berkeley called the entire ecosystem of
Spark as the Berkeley data analysis stack (BDAS). For re⁃
source management, Spark supports standalone (native Spark
cluster), Hadoop YARN, or Apache Mesos. For distributed
storage, Spark can interface with a wide variety, including Ha⁃
doop Distributed File System (HDFS), MapR File System
(MapR ⁃ FS), Cassandra, and more. Furthermore, Spark has a
distributed memory file system, Tachyon, which is used to
cache data in memory more than 100 times faster than HDFS.
Data processing engine is the Spark computing framework
based RDDs, which are the foundation of the overall project.
On the top of Spark, there are many distributed subprojects,
such as Spark Streaming, GraphX, Spark Structured Query
Language (SQL), MLlib, and more. In addition, as shown in
Fig. 1, there is a very important advantage that Spark ecosys⁃
tem is compatible with the Hadoop ecosystem.
2.2 Hadoop Distributed File System

HDFS is the system component of Hadoop, which is de⁃
signed to store very large data sets reliably and to stream those
data sets at high bandwidth to user applications [12]. Compar⁃
ing with other existing distributed file systems, HDFS has

HDFS: Hadoop Distributed File System
MPI: Message Passing Interface

MR: Map Reduce
YARN: Yet Another Resource Negotiator

▲Figure 1. Spark Ecosystem.
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some advantages as follow. On the one hand, HDFS architec⁃
ture ensures that it could detect fault and automatically recov⁃
er quickly from those faults. Therefore, HDFS is highly fault ⁃
tolerant. Moreover, it can be deployed on low ⁃ cost hardware.
On the other hand, HDFS provides high throughput access to
application data and is suitable for applications that have large
datasets.
2.3 MapReduce

MapReduce [13] is such a programming model that provides
an associated implementation for processing and generating
large ⁃ scale data sets using Map( ) and Reduce( ) proce⁃
dures. Specifically, users design a map function that takes a
set of data and converts it into another set of data, where indi⁃
vidual elements are broken down into <key, value> pairs and a
reduce function takes the output from a map as input and com⁃
bines those data <key, value> pairs into a smaller set of <key,
value> pairs. Generally, the reduce job is performed after the
map job.

The major advantage of MapReduce is that it processes and
generates big data sets with a distributed, parallel algorithm on
a computer cluster. We use a typical example to promote the
understanding of MapRecuce idea. Consider the following
pseudo ⁃ code for a task that counts the appearance of each
word in a set of documents:
map(String key, String value):
// key: document name
// value: document contents
for each word w in value: output(w, 1);

reduce(String key, Iterator values):
// key: a word
// values: a list of counts
int sum count = 0;
for each v in values:
sum count += v;

Here, the map function counts each word which appears in
the document. And the reduce function sums sum all of its in⁃
put values get the total counts of a single word.
2.4 Hive

Hive is a data warehouse software project to facilitate read⁃
ing, writing, and managing of large datasets in distributed stor⁃
age using SQL and it builds on Hadoop. In general, data query,
statistics, and other data operations on distributed data need to
be implemented in the MapReduce Java Application Program⁃
ming Interface (API) to execute SQL applications. This way is
very inconvenient. To solve the problem, Hive provides the
necessary SQL abstraction to integrate SQL ⁃ like queries into
the underlying Java without the need to implement queries in
the low⁃level Java API. Hive provides a SQL⁃like interface to

handle data stored in a distributed file system that integrates
with Hadoop. Since most data warehousing applications work
with SQL ⁃ based querying languages, Hive defines SQL ⁃ like
query language, called HQL（Hibernate Query Language）,
which allows users who are familiar with SQL to query data on
Hadoop.

Hive supports the analysis of large⁃scale data stored in the
HDFS file system. It provides HQL and converts queries to Ma⁃
pReduce and Spark jobs which can run in Hadoop YARN. Ma⁃
jor components of the Hive architecture are shown in Fig. 2.
Metastore stores metadata for each of the tables such as the
name of the table, the partition of the table, and its properties.
Metadata is highly crucial because it can help the driver to
track the data. A driver plays a role of receiving the HQL state⁃
ments, which likes a controller. And it creates sessions to start
the execution of statement and monitors the progress of the exe⁃
cution. The compiler, optimizer, and executor complete
HiveQL query statements from lexical analysis, syntax analy⁃
sis, compilation, optimization, and query plan generation. The
generated query plan is stored in the HDFS and then executed.
The command ⁃ line interface (CLI), user interface (UI), and
thrift server are user interfaces which mainly use for user inter⁃
action. Hive is simple to learn and use. It can quickly imple⁃
ment MapReduce statistics through SQL⁃ like language and is
very suitable for statistical analysis for the big data which
stores distributed system.

3 System Architecture
We present a complete solution to deal with the problem of

off⁃grid user prediction in this paper, named the potential off⁃
grid user prediction system. The whole system is built on
Spark, a distributed computing framework and can be applied
to large⁃scale data. The proposed system architecture is shown
in Fig. 3.

In Fig. 3, the system includes four parts, i.e., data storage,
data pre⁃processing, statistical analysis, training model and us⁃
er interface. In the following subsections, we will detail the

CLI: Command⁃Line Interface
JDBC: Java Data Base Connectivity

ODBC: Open Data Base Connectivity
UI: User Interface

▲Figure 2. Hive architecture.
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structure of the whole system, including the data processing
process, the algorithm, and the specific design of the system.
3.1 Data Pre⁃Processing

The data pre⁃processing plays an important role in data min⁃
ing. The phrase“garbage in, garbage out”are particularly ap⁃
plicable to data mining and machine learning and also prove
that data quality is very important for achieving good perfor⁃
mance. If there is much irrelevant and redundant information
present or noisy and unreliable, knowledge discovery during
the training phase will be more difficult. In our system, the pre⁃
processing of operation is divided into two parts, including da⁃
ta cleaning and statistical analysis with the purpose of feature
selection.
3.1.1 Data Cleaning

Data cleaning1 is the process of detecting and correcting (or
removing) corrupted or inaccurate records from a database, in⁃
volving incomplete, incorrect, inaccurate or unrelated parts of
the data, and then replacing, modifying, or deleting the dirty or
course data. In the system, we have the following ways to do
simple data cleaning.

• Removing obvious useless feature. There are a few use⁃

less features in the user data provided by the op⁃
erator, which seriously affect the final result per⁃
formance. So we need to find and get rid of
them. For example, a feature that has a large
number of null values or the same values is an
obvious useless feature.

• Data transformation. This function allows
the mapping of the data from its given format in⁃
to the format expected by the appropriate appli⁃
cation. This is important for the training model.
For instance, for the non ⁃ vector feature in the
data, we need to convert it to a vector feature
that can be computed. In addition, there are
some features that need to be normalized to en⁃
hance the performance of training.

• Labelling data. When the system reads da⁃
ta from the HDFS and saves it to the hive, the
data is not labeled. This function is to label the
data according to the rules which is essential to
the training of off⁃grid models.

Based on Hive, we can also do a lot of opera⁃
tions of processing data. The function ⁃ based
Hive can continue to expand in our system.
3.1.2 Statistical Analysis

In our system, the major purpose of statistical
analysis is to make feature selection better. The

simple data clearing in the previous step has cleared the obvi⁃
ous useless features, and this step is further feature selection.
As we all know, feature selection, or called variable selection,
is the process of selecting a subset of relevant features (vari⁃
ables, predictors) for use in model construction. There are four
reasons to do feature selection:

• Simplification of models to make them easier to interpret
by researchers

• Reducing training times
• Removing redundancy and irrelevant features to avoid

the curse of dimensionality
• Enhancing generalization by reducing overfitting and

make a better model.
The analytical methods used in the system are divided into

two categories: the correlation analysis of features and data dis⁃
tribution analysis. The correlation analysis of features is very
important in the process of data pre⁃processing. The main ob⁃
jective of feature analysis is to eliminate extraneous and redun⁃
dant features without losing important information. After ac⁃
quiring the data in the machine learning task, it is usually nec⁃
essary to do correlation analysis of feature and select feature
correlation. There are four correlation analysis methods we
used, involving the pearson correlation coefficient, spearman’s
rank correlation coefficient, mutual information and chi ⁃
squared test.

(1) Pearson correlation coefficient:

▲Figure 3. Architecture of the potential off⁃grid user prediction system based on Spark.

1 https://en.wikipedia.org/wiki/Data cleansing
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In statistics, the pearson correlation coefficient is a measure
of the linear correlation between two variables X and Y by a
value between 1 and ⁃1. For example, 1 is total positive linear
correlation, 0 is no linear correlation, and ⁃1 is total negative
linear correlation. The definition of pearson correlation coeffi⁃
cient is the covariance of the two variables. And it is always
represented by ρ when applied to a population. The formula for
ρ is Eq. (1).

ρ(X,Y) = cov(X,Y)
σXσY

, (1)
where cov is the covariance; σX is the standard deviation of
X and σY is the standard deviation of Y. When applied to a
sample, it is commonly represented by the letter r and may be
called the sample correlation coefficient. We can obtain a for⁃
mula for r by substituting estimates of the co ⁃ variances and
variances based on a sample into the formula above. So if we
have one dataset { }x1,…,xn containing n values and another d⁃
ataset { }y1,…,yn containing n values, that formula for r is:

r = ∑i = 1
n (xi - x̄)(yi - ȳ)

∑i = 1
n (xi - x̄)2 ∑i = 1

n (yi - ȳ)2
, (2)

where n is the sample size; xi and yi are the single samples
indexed with i; x̄ = ( )1 n∑i = 1

n xi , which is used to calculate the
sample mean. The way to calculate ȳ is similar.

(2) Spearman’s rank correlation coefficient:
In statistics, Spearman’s rank correlation coefficient is a

nonparametric measure of rank correlation, i.e., the statistical
dependence between the rankings of two variables. It assesses
how the relationship between two variables is described by
monotone functions. The difference of pearson correlation and
spearman correlation is that the former assesses linear relation⁃
ships, while the later assesses monotonic relationships [14].

Spearman’s rank correlation coefficient often be denoted as
rs . If we have two variables whose sizes are n and Xi,Yi are
their raw scores, Xi,Yi are converted to ranks rgXi,rgYi . Theformula for rs is Eq. (3).

rs = cov(rgX,rgy)
σrgX

,σrgy

, (3)

where cov(rgX,rgy) is the covariance of the rank variables and
σrgX

,σrgy are the standard deviations of the rank variables.
(3) Mutual information:
In probability theory and information theory, the mutual in⁃

formation of two random variables is a measure of the mutual
dependence between the two variables. It is one of many quan⁃
tities that measures how much one random variable tells us

about another. It is a dimensionless quantity with units of bits
and can be thought of as the reduction in uncertainty about one
random variable given knowledge of another. High mutual in⁃
formation indicates a large reduction in uncertainty; low mutu⁃
al information indicates a small reduction; and zero mutual in⁃
formation between two random variables means the variables
are independent. Formally, the mutual information of two dis⁃
crete random variables X and Y can be defined as Eq. (4).

I(X ; Y) =∑
y ∈ Y
∑
x ∈X

p(x,y)logæ
è
ç

ö
ø
÷

p(x,y)
p(x)p(y) , (4)

where p(x,y) is the joint probability function of X and Y; p(x)
and p(y) are the marginal probability distribution functions of
X and Y respectively. In the case of continuous random vari⁃
ables, the summation is replaced by a definite double integral:

I(X ; Y) = ∫Y ∫X p(x,y)logæèç ö
ø
÷

p(x,y)
p(x)p(y) dx dy, (5)

where p(x,y) is now the joint probability density function of X
and Y, and p(x) and p(y) are the marginal probability density
functions of X and Y respectively. If the log base 2 is used, the
units of mutual information are bits.

(4) Chi⁃squared test:
The chi⁃squared test is a common hypothesis testing method

based on the χ2 distribution. It is the deviation between the a⁃
ctual observed value and the theoretical inference value of the
statistical sample. The deviation between the actual observa⁃
tion value and the theoretical inference value determines the
size of the chi square value. The larger the chi square value is,
the more it does not conform; the smaller the value of the val⁃
ue, the smaller the deviation, the more consistent. If two values
are exactly equal, the chi square value is 0, and it indicates
that the theoretical value is in full conformity.

As we mentioned above, the analytical methods for feature
selection are divided into two categories: correlation analysis
of features and data distribution analysis. In our system, we
mainly use box plot to do data distribution analysis.

(5) Box plot:
The box plot is a method for graphically depicting groups of

numerical data through their quartiles. Box plots are useful for
identifying outliers and for comparing distributions. Box plots
may also have lines extending vertically from the boxes indicat⁃
ing variability outside the upper and lower quartiles, hence the
terms box⁃and⁃whisker plot. Outliers may be plotted as individ⁃
ual points which are out of upper extreme or lower extreme.
The values of upper extreme and upper extreme are calculated
by the interquartile range (IQR)2. Fig. 4 shows two kinds of
boxplots. The first one is a generic example of box plot with the
maximum, third quartile, median, first quartile, and minimum
values labeled. And the second one is that outliers are plotted
as individual dots and are in⁃ line with whiskers. The relative2 https://en.wikipedia.org/wiki/Interquartile range
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vertical spacing between the labels reflects the values of the
variable in proportion. Furthermore, in some situations, two or
more box plots can be placed side ⁃ by ⁃ side on a coordinate
plane to show how a phenomenon or scenario evolves with
time, which is plotted along the independent⁃variable or x⁃ax⁃
is. In our system, the box plot plays an important role in data
distribution analysis and feature selection.
3.2 Machine Learning Algorithm

In practical applications, our prediction system based Spark
integrates three machine learning algorithms to solve the prob⁃
lem of off ⁃ grid user prediction, including logistic regression,
decision tree, and random forest. The system also supports the
extension to integrate new machine learning methods. Next, we
will introduce the three algorithms and the principle of paral⁃
lelization based Spark.

(1) Logistic Regression
Logistic regression is one of the most commonly⁃used predic⁃

tion methods. It is used with data in which there is a binary out⁃
come variable, or where the outcome takes the form of a bino⁃
mial proportion. Like linear regression, one estimates the rela⁃
tionship between predictor variables and an outcome variable.
In logistic regression, however, one estimates the probability
that the outcome variable assumes a certain value, rather than
estimating the value itself. It uses a logistic function, as shown
in Eq. (6), to describe the probabilities of outcomes.

f (z) = 1
1 + e-z . (6)

If y is the possibility that sample x is a positive example as
well as parameter is w and b, we can gain Eqs. (7) and (8).

p(y = |1 x) = ew
Τx + b

ew
Τx + b + 1, (7)

p(y = |0 x) = 1
ew

Τx + b + 1. (8)
Then we’ll estimate w and b with maximum likelihood meth⁃

od. For a given dataset { }(xi,yi) i = 1
m

, we need to maximize log ⁃
likelihood, as shown in Eq. (9), which is the objective function
of the model. Then we could use optimization methods in con⁃
vex optimization theory, such as gradient descent method and
Newton method, to get his optimal solution.
l(w,b) =∑

i = 1

m ln p( |yi xi ;w,b). (9)
(2) Decision Tree
Decision trees and their ensembles are popular methods for

the machine learning tasks of classification and regression. De⁃
cision trees are widely used since they are easy to interpret,
handle categorical features, extend to the multiclass classifica⁃
tion setting, do not require feature scaling, and are able to cap⁃
ture nonlinearities and feature interactions. Tree ensemble al⁃
gorithms such as random forests and boosting are among the
top performers for classification and regression tasks. Our sys⁃
tem supports decision trees for binary and multiclass classifica⁃
tion and for regression, using both continuous and categorical
features. The implementation partitions data by rows, allowing
distributed training with millions of instances.

(3) Random Forest
Random forests [15] are ensembles of decision trees, which

are one of the most successful machine learning models for
classification and regression. They combine many decision
trees in order to reduce the risk of overfitting. Like decision
trees, random forests handle categorical features, extend to the
multiclass classification setting, do not require feature scaling,
and are able to capture nonlinearities and feature interactions.
Random forests train a set of decision trees separately, so the
training can be done in parallel. The algorithm injects random⁃
ness into the training process so that each decision tree is a bit
different. Combining the predictions from each tree reduces
the variance of the predictions, improving the performance on
test data. In training model, the randomness injected into the
training process includes two methods, including subsampling
the original dataset on each iteration to get a different training
set (a.k.a. bootstrapping) and considering different random sub⁃
sets of features to split on at each tree node. Then a random for⁃
est will aggregate the predictions from its set of decision trees
to make a prediction on a new instance.

(4) Parallelization
Parallel implementation of the machine learning algorithm

mentioned above is based on Spark. For a spark data mining
program, generally, the relationship between the RDD and op⁃
erations is shown in Fig. 5. It is necessary to complete a job
through creation operation, transformation operation, control
operation, and action operation. Of course, there are multiple
jobs in a Spark application. In Fig. 5, these concepts are impor⁃
tant in spark programming.

• RDD: The main abstraction Spark provides is a RDD,
which is a collection of elements partitioned across the nodes

▲Figure 4. Two kinds of box plots.
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of the cluster that can be operated on in parallel.
• Creation operation: RDD initial creation is the responsi⁃

bility of the SparkContex, and the memory of the collection or
external file system is the input source.

• Control operation: RDD can be saved in disk or memory
for later reuse.

• Action operation: Since Spark is lazy computing, doing
action operation on any RDD will trigger a spark job run and
produce a result.

According to the above basic knowledge of Spark paralleliza⁃
tion, all the algorithms that we integrate in our system can
achieve the parallelization based on Spark. We will take the
parallel gcForest algorithm as an example to introduce the im⁃
plementation of the parallel algorithm in Section 4.
3.3 System Detailed Design

The ultimate goal of a software system is to solve practical
problems. Next, we will introduce the detailed design of our
system through unified modeling language (UML) class dia⁃
grams. In software engineering, a class diagram in UML is a
type of static structure diagram that describes the structure of
a system by showing the system’s classes, attributes, opera⁃
tions (or methods), and the relationships among objects. The
class diagram is an important part of object⁃oriented program⁃
ming and used for detailed modelling translating the models in⁃
to programming code. The detailed design of the proposed sys⁃
tem at the programming level is shown in Fig. 6.

4 Parallel Deep Forest

4.1 Deep Forest
In this paper, in addition to a potential off⁃grid user predic⁃

tion system, we also improve the deep forest algo⁃
rithm based on Spark to solve the problem of off ⁃
grid prediction. The deep forest algorithm, called
gcForest [16], is a novel decision tree ensemble ap⁃
proach which could compete to deep neural net⁃
works in many tasks. As shown in Fig. 7, there are
two crucial components in the gcForest. The main
one is cascade forest structure which capacitates gc⁃
Forest to do representation learning. The other one
is multi ⁃grained scanning structure and it is useful
to enhance the representational learning ability of
cascade forest structure.

Cascade forest is the core of the whole algorithm
structure. As we all know, deep neural networks
[17], [18] always depend on the layer⁃by⁃layer pro⁃
cessing of feature to make the networks have repre⁃
sentation learning ability. Similar to neural net⁃
works, gcForest also has its own ability to do repre⁃
sentation relying on cascade forest. Each layer of
the cascade forest is composed of multiple random

forests [15]. And every forest would produce an estimate of
class distribution. Then all estimated class distribution will
form a class vector, which combines with the original feature
vector to form new vector as input to the next layer. As we all
know, the diversity is essential to ensemble model [19]. There⁃
fore, in order to encourage diversity in cascade forest, gcForest
use two kinds of random forests, one is random forest, and the
other one is completely⁃random tree forest [20]. As illustrated
in Fig. 7, there is an example of binary classification task
which is solved by gcForest. In cascade structure, each layer is
made up of four forests, including two random forests and two
completely ⁃ random tree forests. Each of the four forests will
produce a two⁃dimensional vector, and finally one layer gains
eight⁃dimensional vector which will combine with original fea⁃
ture vector to pass to next layer. In addition, we conduct cross
validation on each forest to reduce overfitting. Furthermore, af⁃
ter building a new level, the performance of this level will com⁃
pare to the performance of the previous level, which is estimat⁃
ed on validation. The training procedure will automatically
stop if there is no significant performance gain. Thus, it is an
important advantage that gcForest adaptively decides its model
complexity by terminating training.

Multi⁃grained scanning plays a crucial role in the gcForest.
It can enhance the performance of cascade forest. It is well
known that handling feature relationships is very important in
deep neural networks. For example, using spatial relationships
among the raw pixels in convolution networks is effective to
solve image problem. Inspired by this recognition, multi ⁃
grained scanning is to make use of the feature relationships by
sliding windows which are used to scan the raw features. The
window size we can set is multiple values. As illustrated in
Fig. 7, there are raw feature of 400⁃dim and two windows sizes,
50⁃dim and 100⁃dim, respectively. Then the instances extract⁃

HDFS: Hadoop Distributed File System
RDD: Resilient Distributed Dataset

▲Figure 5. Spark program flowchart.
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ed from sliding windows are produced to form new representa⁃
tion vectors through random forest finally.
4.2 Parallel gcForest

There is no denying that gcForest is state⁃of⁃the⁃art ensem⁃

ble algorithm based decision tree. However, there are also cer⁃
tain limitations; for example, the algorithm becomes particular⁃
ly slow when the volume of data is large. In practical applica⁃
tion, it is an unavoidable problem to deal with large⁃scale data.
Therefore, in our paper, we implement the parallelization of gc⁃

◀Figure 6.
The unified modeling lan⁃
guage (UML) class dia⁃
gram of the proposed po⁃
tential off ⁃ grid user pre⁃
diction system.
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Forest algorithm based on spark parallel framework, as shown
in Fig. 8.

As mentioned above, the structure of gcForest algorithm is
divided into two parts, including cascading structure, which ca⁃
pacitates gcForest to do representation learning, and multi ⁃
grained scanning structure, which is useful to enhance perfor⁃
mance. Similarly, the algorithm is divided into two modules to

achieve the multi ⁃ grained scanning structure and cascading
structure. In the realization of parallelization, there are mainly
the following innovations:

• The index ⁃ based scanning algorithm. In multi ⁃ grained
scanning structure, the gcForest uses sliding windows to pro⁃
duce a large number sub ⁃ instances by scanning the raw fea⁃
tures. The result of this is that more storage space is needed.

RDD: Resilient Distributed Dataset

▲Figure 7. The gcForest architecture. Suppose there are two classes to predict, two sliding windows are used and original features are 400⁃dim.

◀Figure 8.
The Parallel gcForest
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To solve the problem, we put forward an index⁃based scanning
algorithm. When scanning, we generate a unique ID for each
generated sample, and then we record the sample information,
such as the original sample number and the beginning and the
end of the scan, which can find newly generated instances from
the original sample. When we build a decision tree in a ran⁃
dom forest, we produce samples based on recorded informa⁃
tion. After building the decision tree, the sample is deleted
and only the model is kept. By doing this, we save a lot of stor⁃
age space.

• Random sampling to construct random forest. This meth⁃
od is also to solve the newly generated samples and requires a
lot of storage space problems in multi⁃grained scanning struc⁃
ture. Before training the stochastic forest model, we sampled
the newly generated distances randomly. In other words, we do
not use all the newly generated distances.

• Parallelization of Random Forest algorithm. In cascading
structure of gcForest, the main part of each layer is the random
forest model, involving random forest and completely ⁃ random
tree forest. These two kinds of random forest models are easy
to be implemented based on spark framework. As shown in
Fig. 9, the construction of decision tree in forest is distributed
evenly to each node of the cluster, and all trees grow in paral⁃
lel with different nodes in the cluster. When choosing the opti⁃
mal partition of the node of the decision tree, the sub⁃partition⁃
ing strategy is used. Each node records the corresponding parti⁃
tion in the data partition of the nodes, summarizes the data,
and then finds the best partition by traversing. In addition, the

growth of the decision tree in the forest is trained by the meth⁃
od of layer by layer.

5 Experiment

5.1 Datasets
In order to validate the effectiveness of our system and the

parallel gcForest algorithm, we conducted experiments on two
real⁃world datasets. The first dataset is from a phone company
which is used for churn management. The second dataset is op⁃
eration data of China Telecom users. The information of experi⁃
mental data is shown in Table 1.

(1) Churn Management Dateset:
This dataset contains summarized data records for each cus⁃

tomer for a phone company. Our goal is to build a model so
that this company can predict potential churners. There are 21
variables to represent the customers’record. This is a common
set of off⁃grid data and the meaning of few variables as shown
in Table 2.

(2) Telecom Users Dataset:
The Telecom user dataset is provided by telecom operators,

which records the behavior of Telecom users with 131 dimen⁃
sions. In addition, this dataset is raw data, not processed or
simply processed, and the data scale is very large. The purpose
of our system is to process these dirty data step by model and
practical application. The data size is shown in Table 1. A few
features are shown in Table 3 to facilitate the understanding of

◀Figure 9.
Structure of the parallel
random forest algorithm.
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telecom users dataset.
5.2 Experimental Results

We mainly conducted a system functional test. In this paper,
we use precision, recall, accuracy and F1⁃score to evaluate the
experiment results which are commonly used metrics in ma⁃
chine learning. The results of our experiment are shown in Ta⁃
bles 4 and 5.

The churn management dataset is a dataset that has been
cleaned and is often used for research on the problem of off ⁃
grid. Therefore, we used it to validate that our system and our

parallel gcForest are effective. In this experiment, we firstly
made feature selection by using the methods in our system, in⁃
volving correlation calculation and box plots analysis. Accord⁃
ing to the results of the analysis, we finally selected 12 fea⁃
tures as follow: account length, area code, international plan,
voice mail plan, number vmail messages, total day minutes, to⁃
tal day charge, total eve minutes, total international minutes,
total international calls, total international charge, and number
customer service calls. After feature selection, we use the deci⁃
sion tree, logistic regression, and random forest to deal with
the prediction problem. In particular, the first three algorithms
used selected features and some strategies to train model in
the experiment; for example, we used threshold⁃moving to re⁃
duce the bad impact of class⁃ imbalance. Besides, the parallel
gcForest use all features of the dataset to do end⁃to⁃end train⁃
ing, thereby reducing the use of rules in training. The reason is
that gcForest can automatically filter useless features. The fi⁃
nal results are shown in Table 4. The result of the decision tree
algorithm is the best, followed by the parallel gcForest. The re⁃
sult of logical regression is the worst. The experimental results
show that our system and parallel gcForest are effective.

The Telecom user dataset is the raw data produced in real
life in recent years. This dataset is very large and of poor quali⁃
ty. The role of our system is to use this data to solve the prob⁃
lem of off ⁃grid prediction. This dataset is mainly to verify the
practicality and effectiveness of our system. We selected three
months of user data, including June 2016, September 2016,
and April 2017. Moreover, the size of every month’s data is
millions. These data are read from the HDFS and we get a bet⁃
ter result to predict whether the user will become an off ⁃ grid
user through data pre ⁃ processing, feature selection, training
model, and a series of operations. In the experiment, we use k⁃
fold cross validation to select the final algorithm to train mod⁃
el. The advantage of the system is that it can choose a better
model. As shown in Table 5, the best performance is achieved
by logical regression.

The experiment results show that, in the data of academic re⁃
search, the performance of our system is better than the perfor⁃
mance in real⁃world data. The results are normal because the
data in the actual application are dirty and the data scale is
very large. Table 5 shows that our system could solve the prob⁃
lem of off⁃grid user prediction problem effectively. In addition,
Table 4 shows that the proposed Parallel gcForest is effective.

6 Conclusions
In this paper, we develop a parallel off⁃grid prediction sys⁃

tem, which includes many machine learning algorithms for da⁃
ta mining. Built on the Spark computing framework, the whole
system can be applied to large data to solve the problem of off⁃
grid user prediction and used for practical applications. Fur⁃
thermore, we also use the Spark parallel framework to speed
up the gcForest algorithm. The new parallel algorithm enables

▼Table 1. Experiment data

Dataset
Churn management dateset

Telecom users dataset

Dimension
21
131

Training size
2 000

1 million+

Test size
1 033

1 million+

▼Table 2. Features in the churn management dataset

Feature
Account_length

International_plan
Voice_mail_plan

Number_vmail_message

Meaning
How long this person has been in this plan

This person has international plan=1, otherwise plan=0
This person has voice mail plan=1, otherwise plan=0

The number of voice mails

▼Table 3. Some features in the Telecom users dataset

Feature
LatestServiceTime

CallerCount
DataDuration

SmsSendTimesChange

Meaning
Last service time before collecting information

The number of calling in a month
Time spent in the data business in a month

The number of SMS messages sent in a month

▼Table 4. Experimental results based on the churn management dataset

Algorithm
Decision tree

Logistic regression
Random forest

Parallel gcForest

Recall
0.7907
0.9535
0.7442
0.8140

Precision
1.0

0.4409
0.8205
0.8333

Accuracy
0.9913
0.9477
0.9825
0.9855

F1
0.8831
0.6029
0.7805
0.8235

▼Table 5. Experimental results based on the Telecom user dataset

Training data
September
September
October
October
April
April

Test data
October
April

September
April

September
October

Recall
0.7895
0.7186
0.7147
0.7239
0.7545
0.7844

Precision
0.6023
0.6682
0.6723
0.5310
0.5305
0.6052

Accuracy
0.9233
0.9173
0.9197
0.9331
0.9330
0.9238

F1
0.6833
0.6925
0.6926
0.6126
0.6125
0.6833
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gcForest to solve practical problems, such as off ⁃ grid predic⁃
tion problem and other problems of data mining.
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D

Abstract: The temporal distance between events conveys information essential for many
time series tasks such as speech recognition and rhythm detection. While traditional mod⁃
els such as hidden Markov models (HMMs) and discrete symbolic grammars tend to dis⁃
card such information, recurrent neural networks (RNNs) can in principle learn to make
use of it. As an advanced variant of RNNs, long short⁃term memory (LSTM) has an alterna⁃
tive (arguably better) mechanism for bridging long time lags. We propose a couple of deep
neural network⁃based models to detect abnormal start⁃ups, unusual CPU and memory con⁃
sumptions of the application processes running on smart phones. Experiment results
showed that the proposed neural networks achieve remarkable performance at some reason⁃
able computational cost. The speed advantage of neural networks makes them even more
competitive for the applications requiring real⁃time response, offering the proposed models
the potential for practical systems.
Keywords: deep learning; time series analysis; convolutional neural network; RNN
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1 Introduction
eep learning algorithm emerged as a successful
machine learning technique a few years ago. With
the deep architectures, it became possible to learn
high ⁃ level (compact) representations, each of

which combines features at lower levels in an exponential and
hierarchical way [1]- [3]. A stack of representation layers,
learned from the data in order to optimize the given objective,
make deep neural networks gain advantages such as generaliza⁃
tion to unknown examples [4], discovering disentangling fac⁃
tors of variation and sharing learned representations among
multiple tasks [5]. The recent successes of the deep convolu⁃
tional neural networks (CNNs) are mainly based on such abili⁃
ty to learn hierarchical representation for spatial data [6]. For
modeling temporal data, the recent resurgence of recurrent
neural networks (RNN) has led to remarkable advances [6]-
[11]. Unlike the spatial data, learning both hierarchical and
temporal representation is one of the long⁃standing challenges
for RNNs in spite of the fact that hierarchical structures natu⁃

rally exist in many temporal data [12]-[15].
Forecasting future values of the observed time series in fact

plays an important role in nearly all fields of science and engi⁃
neering, such as economics, finance, business intelligence,
and industrial applications. There has been extensive research
on using machine learning techniques for time⁃series forecast⁃
ing. Several machine learning algorithms were presented to
tackle time series forecasting problem, such as multilayer per⁃
ceptron, Bayesian neural networks, K⁃nearest neighbor regres⁃
sion, support vector regression, and Gaussian processes [16].
The effectiveness of local learning techniques is explored for
dealing with temporal data [17]. In this study, we tried to de⁃
tect abnormal start ⁃ ups, unusual CPU and memory consump⁃
tions of the application processes running on smart phones us⁃
ing RNNs, which falls in line with the recent efforts to analyze
time series data in order to extract meaningful statistics and
other characteristics of the data with the deep learning ap⁃
proach.

The paper is organized as follows. First, we give an overview
of the research goals, and then try to convey an intuition of the
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key ideas in Section 2. Section 3 presents RNN⁃based models
to detect unusual CPU, memory consumptions and abnormal
start ⁃ ups of the application process running on the smart
phones. Section 4 reports results of a number of experiments
on real ⁃ life devices and shows the effectiveness of the pro⁃
posed models. The conclusion and future work are summarized
in Section 5.

2 Background
Recurrent neural networks are a class of artificial neural net⁃

works that possess internal state or short⁃ term memory due to
recurrent feed ⁃ back connections that make them suitable for
dealing with sequential tasks, such as speech recognition, pre⁃
diction and generation [18]- [20]. Traditional RNNs trained
with stochastic gradient⁃descent (SGD) have difficulty learning
long ⁃ term dependencies (i.e. spanning more than ten time ⁃
steps lag) encoded in the input sequences due to vanishing gra⁃
dient [21]. This problem has been partly addressed by using a
specially designed neuron structure, or cell, in long short⁃term
memory (LSTM) networks [21], [22] that keeps constant back⁃
ward flow in the error signal; second⁃order optimization meth⁃
ods [23] preserve the gradients by approximating their curva⁃
ture; or using informed random initialization [24] which allows
for training the networks with momentum and stochastic gradi⁃
ent⁃descent only.

In conventional LSTM each gate receives connections from
the input units and the outputs of all cells, but there is no di⁃
rect connection from the Constant Error Carrousel (CEC) it is
supposed to control. All it can observe directly is the cell out⁃
put, which is close to zero as long as the output gate is closed.
The same problem occurs for multiple cells in a memory block:
when the output gate is closed none of the gates has access to
the CECs they control. The resulting lack of essential informa⁃
tion may harm network performance. Gers, Schraudolph, and
Schmidhuber [25] suggested adding weighted“peephole”con⁃
nections from the CEC to the gates of the same memory block.
The peephole connections allow all gates to inspect the current
cell state even when the output gate is closed. The information
can be essential for finding well ⁃ working network solutions.
During learning no error signals are propagated back from
gates via peephole connections to the CEC. Peephole connec⁃
tions are treated like regular connections to gates except for up⁃
dating timing.

Gated recurrent units (GRUs) are a gating mechanism in re⁃
current neural networks (a variant of LSTM), introduced by
Cho et al. [9]. Their performance on polyphonic music model⁃
ing and speech signal modeling was found to be similar to that
of long short⁃term memory. GRUs have been shown to exhibit
better performance on smaller datasets because they have few⁃
er parameters than LSTM, as they lack an output gate. There
are several variations on the full gated units, with gating done
using the previous hidden state and the bias in different combi⁃

nations.

3 Deep Neural Network⁃Based Models
Two deep neural network⁃based models will be described in

this section. Both tasks mentioned above are time series fore⁃
casting, which uses a model to predict future values based on
previously observed values. RNNs and their variants are used
to perform those tasks since RNNs can recognize patterns that
are defined by temporal distance.
3.1 Unusual CPU and Memory Consumption Detection

The proposed unusual CPU and memory consumption detec⁃
tion model aims at detecting unusual CPU and memory con⁃
sumption of an application from its resource consumption se⁃
ries and runtime policy in a given time period. Model analyzes
the resource consumption data of the application in the speci⁃
fied time period, including a series of its CPU consumption, its
memory usage, as well as its runtime policy, and then outputs
the probabilities of the existence of unusual CPU consumption
and unusual memory consumption if there are any. Since it is a
classification problem with time series analysis, we proposed a
detection model based on LSTM network to model the time se⁃
ries, and followed by a 3⁃ layer neural network to perform the
classification.
3.1.1 Problem Formalization

The proposed model consists of two parts: unusual CPU con⁃
sumption detection model and unusual memory consumption
detection model. For unusual CPU consumption detection mod⁃
el, given an input time series X = ( )X1,X2, ... Xt, ...,XT , where
Xt represents a sampling point including the current CPU con⁃
sumption and runtime policy of an application and T is the
length of the input series, the model analyzes the time series,
predicts the probability of the existence of unusual resource
consumption, and finally assigns the input into one of the two
classes: unusual resource consumption or non ⁃ unusual re⁃
source consumption. Unusual memory consumption detection
model has the same structure as the unusual CPU consumption
detection model, but the sampling points Xt in its input series
X = ( )X1,X2, ... Xt, ...,XT only includes the current memory con⁃
sumption data.
3.1.2 Normalization of Input Series

At each sampling point, the current CPU consumption is ex⁃
pressed as a percentage, ranging from 0 to 100, and the current
memory consumption ranges from 0 to 106 KB. These values
are all positive and too large for a neural network based model.
Therefore, we introduced a normalization step before the pro⁃
posed model processes the input data. We calculated the aver⁃
age and standard variance of the CPU consumption(avgcpu,stdvcpu) and the memory consumption (avgmem,stdvmem)of all the sampling points in the training set, and then normal⁃
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ized the resource consumption values in each sampling point
by subtracting the average from the original value, and then di⁃
viding the result by the standard variance:

Xt[ ]cpu ← ( )Xt[ ]cpu - avgcpu /stdvcpu, (1)

Xt[ ]mem ← ( )Xt[ ]mem - avgmem /stdvmem. (2)

3.1.3 Time Series Modelling
For precisely detecting the unusual resource consumption,

the amount of consumption is important, as well as the order
and trends of changes in the input series. As Fig. 1 shows, in
order to leverage such information, we apply a bi ⁃ directional
LSTM network to model the input series and generate a vector
representation for it, including a forward LSTM and a back⁃
ward LSTM.

Both LSTM networks contain a cell state as the representa⁃
tion of its input series, which is initialized as a zero vector be⁃
fore it starts to read the input series (i.e., C0 = 0 ). The forward
LSTM reads the input series X from its left to its right. When
it reads a sampling point Xt at timestep t , it first computes its
forget gate to decide what information should be forgotten:

ft =σ( )Wf∙[ ]ht - 1,Xt + bf , (3)
where ht - 1 is the output of the last timestep, and σ(∙) repre⁃
sents the sigmoid function. Then, it computes its input gate to
decide what information should be added into its current cell
state:
it =σ( )Wi∙[ ]ht - 1,Xt + bi . (4)
Then, it updates its cell state and calculates its output at the

current timestep:
C͂t = tanh( )WC∙[ ]ht - 1,Xt + bC , (5)

Ct = ft*Ct - 1 + it*C͂t, (6)

ht =σ( )Wo∙[ ]ht - 1,Xt + bo *tanh( )Ct . (7)
By continuously updating the cell state, after the LSTM

reads all the sampling points, the cell state vector and the out⁃
put vector at the last timestep contain the information of the
whole input series. Notice that an LSTM only reads the input
series from one direction, resulting that the earlier inputs usu⁃
ally have less impact on the final cell state and the output, we
adopted a backward LSTM to read the input series from its
right to its left, and concatenate the final output vector from
the forward LSTM and backward LSTM as the vector represen⁃
tation of the input series:

r = [ ]h
fw

T ,hbw
T . (8)

We applied a 3⁃layer neural network to compute the proba⁃
bility of the existence of unusual consumption. Preliminary ex⁃
periments show that 3 ⁃ layer neural network achieved a good
trade ⁃ off between training speed and performance. The net⁃
work takes the vector representation of the input series as in⁃
put, and outputs a 2⁃dimension vector o = ( )o1,o2 by a softmax
layer, where o1 represents the probability of the existence ofunusual consumption, and o2 represents the probability of the
normal case:
o = softmax( )U∙σ( )W∙r + b + d . (9)
We trained our model by minimizing the negative log⁃likeli⁃

hood of all the samples of the training set, and the model pa⁃
rameters are optimized by Adam [26], with hyper ⁃ parameters
recommended by the authors (i.e., learning rate = 0.001, β1 =
0.9, β2= 0.999).
3.2 Abnormal Start⁃Up Prediction

To save the limited resource of a smart phone, a possible
way is to stop application processes when they are abnormally
started. By predicting whether a start⁃up of an application pro⁃
cess is abnormal, memory and computational resources could
be allocated more efficiently, which further optimizes the per⁃
formance of the smart phone. The start⁃up prediction problem
can be viewed as a binary classification problem. We proposed
a hybrid system, consisting of a rule⁃based model and a deep
learning⁃based model.

In this section, we first formalize the prediction problem and
introduce a set of rules to label all start⁃ups with either NOR⁃
MAL or ABNORMAL tag by leveraging the full information
contained in the given data set. Then a hybrid system is con⁃
structed to solve the prediction problem. Finally, the deep
learning model is described in more details.
3.2.1 Problem Formalization

The abnormal start ⁃up prediction models aim at predicting
the probability whether a start⁃up event or am_proc_start event

▲Figure 1. The bi⁃directional LSTM networks used in the model.

Backward
LSTM

X1

Forward
LSTM

X2 X3 X4 X5
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is abnormal given its previous logs { }s1, ... ,si , where each log s
consists of an event name e ∈ VE , a timestamp t and an argu⁃
ment list a . The used event names and their arguments are
listed in Table 1. The vocabulary of the package and that of
the component are denoted by VP and VC . The start type vo⁃
cabulary is denoted by VST , in which ACTIVITY is a special
type indicating that this start⁃up is brought up by an user. To
sum it up, the log data set is defined by D ={( )si,yi |si ={ }sij , sij =
( )eij, tij,aij } .

However, in the raw data set, namely Draw ={ }si , the labels
are not given. Thus before defining a machine learning model,
the data should be labeled based on human knowledge. One
possible way is to label those data manually, which takes a lot
of human efforts as well as other resources. Alternatively, we
proposed to use a set of rules based on human knowledge or en⁃
gineer experience to label the data automatically, which is very
cost⁃effective.

The data can be labeled with six steps or six rules from R1
to R6 (they are omitted here for security reason). Following
those rules, the raw data are tagged with binary labels. The
rules can be divided into two parts according to whether a rule
can be used in the inference. The first part consists of rule
{R1, R2, R3}, which infers the label with previous logs without
any future information. The rule 4 labels the data with future
information, while these data are not available in the usage.
Thus the rule R4 as well as the rules with lower priority form
the second part. The first part can be tackled with trivial rules,
namely rule {R1, R2, R3}, while the second part should be de⁃
termined by a probabilistic machine learning model.
3.2.2 Hybrid Model

As shown in the previous section, the abnormal start⁃up pre⁃
diction is defined as a binary classification problem, aiming at
predicting whether a start ⁃up of an application process is ab⁃
normal with a given set of logs. We proposed a hybrid model to
solve this problem.

The model consists of two parts, a rule ⁃ based part and a
deep learning⁃based part. The targeted start⁃up, as well as the
previous logs, is first fed into the rule ⁃based model, which is
defined by the rule {R1, R2, R3}, and then generates one of the
three possible results, namely NORMAL, ABNORMAL, and UN⁃
DETERMINED. The first two are deterministic ones, and will
be directly outputted by the hybrid model. The last result indi⁃
cates that the rule⁃based model is incapable of predicting the
results, because it is determined by {R4, R5, R6}. Therefore,
such UNDETERMINED data will be further fed into the deep
learning model, and the deep learning model will output a

probability, reflecting the likelihood of whether the start⁃up is
NORMAL.
3.2.3 Deep Learning Model

The deep learning model aims at providing the probability of
a NORMAL start ⁃ up which cannot be determined by rules
based on previous logs. In this situation, the deep learning
model is designed to predict whether the process about to start⁃
up will die in the future, namely in one second.

Unlike the rule⁃based model, the deep learning model can⁃
not map a log to a predicted class directly. Because the deep
learning model is capable of fitting data and logs without pre⁃
processing, it could be full of noise, which in turn may result
in a bad performance since noise could also be learned by the
deep learning model. To reduce such noise in the input of the
deep learning model, a feature extraction component is intro⁃
duced to compute a set of features from the original logs by le⁃
veraging human priority. The necessity of these features are
demonstrated by preliminary experiments. There are five fea⁃
tures extracted listed in Table 2.

There are three layers in the neural networks. The first is
the five parallel embedding layer, each of which transforms a
respective feature into its dense vector representation. Then
these vectors are combined with an addition operation, and
this layer is designed to combine these parallel features into a
joint feature. Finally, we use a logistic regression with this
joint feature as its input to estimate the probability of whether
the start ⁃up is NORMAL. The training parameters are defined
as all the embedding layers and the parameters of logistic re⁃
gression. In this training process, the cross⁃entropy is used to
compute the loss function. To learn the parameter of the deep
learning model, Adam optimizer is used.

4 Experiments
We conducted experiments on both tasks to evaluate our

model. In the following section, we will first describe the datas⁃
ets we used and then show the performance of the proposed
model on both tasks.
4.1 Data Sets and Preprocessing

For unusual CPU and memory consumption detection task,
we prepared a dataset including 992 896 series of resource con⁃

▼Table 1. Events and arguments

Event
am_proc_start
am_proc_died

Argument list
Package; component; start type

package

▼Table 2. Features extracted from original logs to be inputted into the
deep learning model

Features
Event

Package
Component
Start type

R5

Comments
am_proc_start / am_proc_died

which package to start
which component to start

the startup mode
whether R5 is satisfied
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sumption in the training set, and 653 233 series in the testing
set. The length of these series ranges from 1 to 12, and the av⁃
erage length is about 9.

Unusual CPU consumption occurs in 2.0% of the series in
the training set, and unusual memory consumption occurs in
1.6% of the series in the training set. The proportion of the pos⁃
itive and negative samples are too large. In order to prevent
our model from tilting, we used a sample strategy in the train⁃
ing process to ensure that the model learn an equal number of
positive and negative samples. During testing, we normalized
the input series with the average and standard variance calcu⁃
lated from the training set.
4.2 Unusual CPU and Memory Consumption Detection

We trained our model on an Nvidia GPU card. The final hy⁃
per⁃parameter configuration is listed in Table 3.

We evaluated the performance of our model from three per⁃
spectives: the precision, the recall, and the F1⁃score:

recall = Number of all detected unusual consumptions
Number of unusual consumptions in the test set

, (11)

F1 - score = 2*precision*recall
precision + recall . (12)

The performance results of the unusual CPU and memory
consumption detection models are shown in Table 4.

Experimental results illustrate that our proposed model has
achieved a high performance on the testing set (over 90% on
all aspects), proving the effectiveness of applying LSTM net⁃
works into time series analysis problems in improving the per⁃
formance of smart phones.
4.3 Abnormal Start⁃up Prediction

We collected logs generated by smart phones, and labelled

the logs with rules defined in Section 3.2.1. Table 5 shows
how many logs are determined by each rule. Please note that
future information is involved in {R4, R5, R6}, and the logs la⁃
belled by these rules are related to the deep learning model.
The labelled data set is split into a training set and a test one
with a ratio of 4:1.

The deep learning model is implemented with Tensorflow.
We set the embedding dimensionality of all features to 20 and
the size of mini⁃batch to 64. The hyper⁃parameters for Adam
optimizer were set to their default values. The results of our ex⁃
periment is listed below in Table 6. It shows that our model
demonstrated extremely well with high performance on the ma⁃
chine labelled data set.

5 Conclusions
In this paper, we have described a deep neural network ⁃

based model for detecting abnormal application start⁃ups, and
unusual CPU and memory consumptions of the application pro⁃
cesses running on Android systems. A variant of recurrent neu⁃
ral network architecture with multiple layers was implemented
and tested systematically. The experiment results showed that
the proposed neural networks performed reasonably well on
the two tasks, offering the potential of the proposed networks
for practical time serious analyzing and other similar tasks.
The number of parameters in neural network⁃based models is
usually much less than other competitors, such as conditional
random fields (CRFs). Besides, only simple four⁃arithmetic op⁃
erations are required to run the neural network⁃based models
after the models are well trained. So neural network ⁃ based
models are clearly run considerably faster and require much
less memory than that of other models. The speed advantage of
those neural networks makes them even more competitive for
the applications requiring real ⁃ time response, especially for
the applications deployed on the smart phones.

(10)precision = Number of all detected unusual consumptions
Number of all cases the model reports as unusual consumption

,

▼Table 3. Model hyper⁃parameter configuration

Hyper⁃parameter
Size of the LSTM output

Size of the hidden layer in classifier
Learning rate
Batch size

Value
2 × 50
50

0.001
32

▼Table 4. Performance of unusual CPU and memory consumption
detection model

Precision
Recall
F1⁃score

CPU
0.963
0.983
0.973

Memory
0.972
0.998
0.985

Data set
Deep learning model (for the part with future information involved)

Hybrid model

Accuracy (%)
98.93
99.69

▼Table 6. The performance of our models

▼Table 5. The statistics of the labelled logs

Rules
R1
R2
R3
R4
R5
R6

R4, R5, R6
Total

Number of logs labelled by each rule
95 138
269 348
390 203
19 557
82 912
207 881
310 350
1 065 039
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Abstract: Autonomous driving is an emerging technology attracting in⁃
terests from various sectors in recent years. Most of existing work treats
autonomous vehicles as isolated individuals and has focused on devel⁃
oping separate intelligent modules. In this paper, we attempt to exploit
the connectivity among vehicles and propose a systematic framework to
develop autonomous driving techniques. We first introduce a general hi⁃
erarchical information fusion framework for cooperative sensing to ob⁃
tain global situational awareness for vehicles. Following this, a coopera⁃
tive intelligence framework is proposed for autonomous driving systems.
This general framework can guide the development of data collection,
sharing and processing strategies to realize different intelligent func⁃
tions in autonomous driving.
Keywords: autonomous driving; cooperative intelligence; information
fusion; vehicular communications and networking

1 Introduction

s an emerging technology attracting exponentially
growing research and development interests from
various sectors including academia, industry and
government, autonomous driving is expected to

bring numerous benefits to our everyday life, including in⁃
creased safety, alleviation of traffic congestion, improved park⁃
ing, and more efficient utilization of transportation resources,
just to name a few (see e.g., [1]-[3]).

Though research on driverless vehicles dates back to as ear⁃
ly as 1920s and the first prototype of autonomous vehicles
dates back to 1980s, they have not attracted people’s attention
until a little more than 10 years ago due to the limitation of
hardware techniques. However, In the past decade, there have
been huge improvements on many supporting techniques such
as sensing technology, high performance computing, artificial
intelligence, computer vision, and wireless communications
and network. These bring a promising future for driverless vehi⁃
cles. The realization of driverless vehicles and their common
adoption in people’s daily life have been put on agenda. Nowa⁃
days, many research institutes and companies all over the
world have already put the driverless vehicles to road tests,
even on public roads. In United States, many states are giving

permission to allow driverless vehicles to drive in their public
transportation system and many companies such as Uber and
Google are putting their driverless cars into operation.

Throughout the recent years of research and development in
autonomous driving, however, the starting point has always
been the cases with human drivers. More specifically, existing
vehicle automation work has been almost exclusively focused
on developing modules to assist human driving. These include
auto ⁃ parking, off ⁃ lane drift warning, automatic emergency
brake, and so on (see e.g. [4]-[6]). Based upon these work, in⁃
telligence has been gradually introduced into more and more
driving functions, with the hope that one day, with integration
of all these individual modules, the vehicle can be fully intelli⁃
gent and can accomplish autonomous driving.

This strategy enables the developed technologies to be de⁃
ployed into the current transportation systems and can bring in⁃
vestment return within a short time window. However, this
strategy also greatly limits the framework of the autonomous ve⁃
hicle research. This is because the inherited module⁃based ap⁃
proach, which was originally introduced to assist human driv⁃
ing, does not bear any systematic vision or plan on achieving
the level of overall intelligence to take over human driving.
Moreover, such a framework leads to the mentality of treating
the autonomous vehicles as isolated individuals, which natural⁃
ly inherits the human driving mechanism, but is a long way
from maximally exploiting the machine intelligence or utilizing
the potential of vehicle cooperation (see e.g. [7]-[9]). As a re⁃
sult, by imposing the human driving mentality onto machines,
this widely adopted framework results in very high cost, while

A
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achieving very limited reliability [10].
In this paper, instead of treating the autonomous vehicles as

isolated individuals, we introduce interconnectivity and hence
cooperation among vehicles for the system design. Based upon
this capability, we investigate on how the redundancy provided
by different types of sensors can be best utilized to improve the
reliability in sensing and how the spatial diversity provided by
different vehicles can be exploited to extend the vision range
in sensing. The heterogeneous vehicular network structure is
proposed to support the information sharing during the coopera⁃
tion. A general hierarchical information fusion framework is
then established for the cooperative sensing to achieve global
situational awareness in autonomous driving. An example of co⁃
operative simultaneous localization and mapping with multiple
object tracking (SLAM ⁃ MOT) is presented to illustrate the
framework. Then, this sensing framework is extended to form a
cooperative intelligence framework in designing the autono⁃
mous driving system. Last but not least, the issues associated
with the communications system design are discussed and
some important remarks are given.

2 Cooperative Sensing Obtains Global
Situational Awareness
Sensing is the fundamental task in autonomous vehicles,

which provides the necessary information for intelligent driv⁃
ing. Since the first prototype, many sensing techniques have
been applied in autonomous vehicles. In existing autonomous
vehicles, there are usually many sensing devices of many dif⁃
ferent types to execute different sensing tasks at different sens⁃
ing ranges. To enable the intelligence, instead of providing the
raw sensing data, the sensing module in autonomous vehicles
extracts relevant sensing information via data analytics. So far,
lots of efforts have been devoted towards better data analytics
to improve the quality of information extracted from the sens⁃
ing data. Accordingly, to improve the sensing performance, in⁃
stead of installing more expensive sensing devices, people are
now focusing more on designing better data analytical methods
to improve the quality of sensing information while using low⁃
cost sensing devices.

In most existing work, since the starting point is to assist hu⁃
man drivers or to mimic the sensing capability of human driv⁃
ers, in their design, an autonomous vehicle is treated as an iso⁃
lated individual. Furthermore, a particular sensing task in a
given sensing range is usually accomplished by a very limited
number of sensors. As a result, if any of them is not working
properly, the entire system does not have any backup for cor⁃
rection. For example, the notorious Tesla accident in Florida in
May 7, 2016 occurred since the vehicle only relied on the cam⁃
era and computer vision techniques to facilitate obstacle detec⁃
tion and unfortunately this technique failed to recognize the
truck due to the lighting condition. This framework is some⁃
what like the situation that a single driver is driving the vehi⁃

cle and there is no other people to correct his/her conducts
when needed. The only advantage of the autonomous vehicle
over human driver is that the machine can never get fatigue
and it has a lower error rate.

To improve the reliability of the entire system, recently
there have been extensive research on extracting the sensing
information from the data of multiple on ⁃ board sensors from
the same vehicle such as light detection and ranging (LiDAR),
various kinds of cameras, radar with different wavelengths and
detection ranges, and sonar (see e.g. [11]-[20]). However, due
to cost considerations and space limit, the sensors that can be
installed on a single vehicle are very limited. This means the
data sources are still limited. More importantly, they are still
on the same vehicle, and their sensing ranges are limited by
the position and vision range of the vehicle and cannot avoid
possible blind spots.

On the other hand, in the entire system, there are multiple
autonomous vehicles, each equipped with their own sensors. If
information can be cooperatively extracted from the sensing da⁃
ta collected from different locations, this can overcome the lim⁃
itation of individual vehicle and achieve the beyond the⁃vision⁃
range awareness. In addition, in the intelligent transportation
system, there are many road side units (RSUs) which are con⁃
stantly monitoring the traffic conditions. If these information
can be shared with the autonomous vehicles, further extension
of the range of sensing can be achieved and hopefully the glob⁃
al situational awareness can be obtained. Different sensing
strategies are illustrated in Fig. 1. In Fig. 1a, the white car

c) Multi⁃vehicle sensing with road side units
▲Figure 1. Illustration of different sensing strategies.

b) Multi⁃vehicle sensing

a) Single⁃vehicle sensing
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tries to sense the environment by itself. However, since it is lo⁃
cated in a relatively crowded traffic scenario and its vision
range is blocked by the red car and the green car, resulting in
a very limited sensing range. When communications and infor⁃
mation sharing are enabled among the three vehicles in the fig⁃
ure, as shown in Fig. 1b, the sensing range is greatly extended.
If an RSU is also in the scene and shares its sensing informa⁃
tion with all the vehicles, we can see that the sensing range
would be further extended as seen in Fig. 1c. If information
sharing among the entire intelligent system is enabled, the
global situational awareness would be obtainable. From these
illustrations, we see that with cooperative sensing, the trouble⁃
makers are now serving as helpers during sensing process.

3 Heterogeneous Vehicular Network
Structure
To obtain the global situational awareness as illustrated

above, sensing information across the entire system should be
collected and shared via a supporting communications and net⁃
working infrastructure. We establish a global sensing and pro⁃
cessing framework as illustrated in Fig. 2. There are mainly
three types of entities in the framework:

• Autonomous vehicles are the major participants in the
transportation system. They are using the road and changing
the traffic conditions. At the same time, they would be able to
sense the road and traffic conditions and other participants
such as other vehicles, pedestrian, and animals.

•Intelligent transportation infrastructure refers to the auxil⁃
iary equipment installed in the transportation system such as
road side units (see e.g. [21]-[23]). They usually would not par⁃
ticipate in the transportation system and only collects informa⁃
tion about the road and traffic conditions. Their original pur⁃
pose is to report the basic traffic monitoring information to a
control center to guide the traffic. However, within our frame⁃
work, we allow them to share some information such as traffic
flow condition and road congestion condition with the autono⁃
mous vehicles via vehicle⁃ to⁃ infrastructure (V2I) communica⁃
tions [24] to improve the situational awareness of the autono⁃
mous vehicles.

•Cloud processing center refers to a global center that col⁃
lects all processed sensing information from the entities across

the entire system and creates a global situational awareness of
the traffic conditions in the system (see e.g. [25]). When need⁃
ed, the center could send intervening control signals to some
vehicles to guide their behavior for improved system efficiency
or security. For example, if the center learned that a particular
road is jammed, it can send control information to re ⁃ route
some vehicles to avoid further traffics into that road and allevi⁃
ate the jam condition.

With this proposed framework, the global situational aware⁃
ness could be constructed by collecting, sharing and process⁃
ing all sensing information across the entire system, including
those provided by onboard sensors of autonomous vehicles and
those from the intelligent transportation infrastructure. To sup⁃
port the information sharing within this framework, the network
would be heterogeneous with different communication links
meeting a wide range of QoS requirements:

•Among autonomous vehicles: To facilitate the cooperative
sensing, a large amount of sensing data need to be shared
among different autonomous vehicles. Depending on the time
sensitivity of the sensing data, different requirements on the
communication delay will be needed and depending on the vol⁃
ume of the sensing data, different bandwidth will be demand⁃
ed. Generally speaking, high bandwidth and low latency com⁃
munication techniques need to be exploited to support the ve⁃
hicular network (see e.g. [26]- [31] for some proposed solu⁃
tions).

• From the intelligent transportation infrastructure to the
autonomous vehicles: The sensing information provided by the
intelligent transportation units are usually at low rate. But they
need to be communicated to the autonomous vehicles with low
latency. In addition, the communication range of the intelligent
transportation infrastructure is usually limited and the vehicles
are usually moving at high speed. As a result, frequent hand⁃
offs between a vehicle and different infrastructure units will be
needed. This must be considered in the design of the network
infrastructure of the entire system.

•Between autonomous vehicles and the cloud processing
center: The communications between autonomous vehicles and
the cloud processing center are bi ⁃directional. For the uplink
transmissions, the data volume is usually large, but the latency
requirement would usually be low since the global road and
traffic condition typically do not change that fast. Hence, the
bandwidth would be of more concern; for the downlink trans⁃
missions, usually the more time sensitive control information
with small volume will be involved. As a result, the latency
would be the major concern.

• From the intelligent transportation infrastructure to the
cloud processing center: This is already included in the cur⁃
rent intelligent transportation system and can be directly ap⁃
plied to our proposed framework.

With the heterogeneous vehicular network to support the in⁃
formation sharing among different entities, we would be ready
to develop the cooperative sensing and cooperative intelligence
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▲Figure 2. The information sharing among different entities.
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framework.

4 A Hierarchical Information Fusion
Framework for Cooperative Sensing
Given the possibility and many advantages of the collabora⁃

tions among vehicles during sensing, the main challenge
against collaborations among different sensors is the heteroge⁃
neity in data, even for the relatively simpler case of collaborat⁃
ing sensors located at the same vehicle. There are some papers
in the literature concerning the latter case. However, they are
all limited to some specific combinations of some specific sen⁃
sors and the resultant algorithm cannot be applied to general
cases (see e.g. [32]-[35]). When sensors’properties change, or
as new sensors or sensor types are introduced, one has to com⁃
pletely re⁃formulate the fusion problem and re⁃solve it. More⁃
over, these algorithms cannot be applied to combine sensor in⁃
formation obtained from different vehicles. These issues are all
due to the fact that the existing work tried to directly work on
the heterogeneous data and there is no general framework to
guide how the heterogeneous data should be collected, shared
and processed to achieve the desired situational awareness.

To facilitate the design of cooperative sensing, here we first
categorize the data based upon how the content of the data is
related to the driving tasks:

•Data: It refers to the raw sensor data. Given that there are
many different kinds of sensors in the system, the data take dif⁃
ferent forms and are reported at different rates. They also con⁃
tain different information. In general, most raw sensor data can⁃
not be directly used in the intelligent modules and have to be
processed to provide driving ⁃ related guidance, e.g. the point
cloud provided by LiDAR or the pictures captured by camera.
In the context of cooperative sensing, sharing these types of da⁃
ta is also an unrealistic option due to their sizes.

• Information: It refers to the data describing the general
driving environment that can be used in driving tasks. Exam⁃
ples would be the mapping for the area around the vehicle or
identification of objects in the traffic
scene. The“information”is usually a re⁃
sult of some preliminary processings of
the raw sensor data.

• Knowledge: It refers to the data
containing specific information that can
readily guide the intelligent decisions
in autonomous driving. Examples would
be the driving status of other vehicles,
the intentions of other objects in the traf⁃
fic scene, the road condition along a par⁃
ticular route, and so on. One can treat
the knowledge as the further processed
information. The major difference be⁃
tween“information”and“knowledge”
is that while the information can usually

be extracted from the raw data provided by a single sensor, the
knowledge usually is the result of processing data from multi⁃
ple sensors or even multiple vehicles.

It should be noted that though we are introducing these dif⁃
ferent categories, they are still simply the data during the fu⁃
sion process and there are no clear distinction line among
them. They are introduced here to describe the readiness of the
data for intelligent driving tasks and also indicate the concise⁃
ness of data.

With this categorization of data, we propose a hierarchical
information fusion procedure for cooperative sensing to obtain
the global situation awareness in autonomous driving (Fig. 3).
As seen in the figure, there are multiple levels of data process⁃
ing and information fusion depending on the nature of data and
how to obtain the required information/knowledge from the da⁃
ta. At the lowest level, data from different sensors are pro⁃
cessed to extract information about the environment. Then, the
extracted information can be shared among different vehicles
to provide a more comprehensive knowledge about the driving
situation.
4.1 An Illustrative Example: Cooperative SLAM⁃MOT

To better explain our proposed framework, here we use one
important task of autonomous driving, simultaneous localiza⁃
tion and mapping with moving objects tracking (SLAM⁃MOT)
[36] as an illustrative example. The typical data used for local⁃
ization would be the GPS and inertial measurement unit (IMU)
data and the typical data for mapping and moving objects track⁃
ing are LiDAR, camera, sonar, radar, and so on. To achieve the
best performance in cooperation, one would expect all data
shared among all users. However, this creates huge communi⁃
cation burden, especially for those high ⁃ volume data such as
cloud points from LiDAR and images from cameras. So, they
have to be processed locally to some form of information before
they can be shared among different users. However, at the
same time, the vehicles are distributed in space and the vision
ranges and views of the vehicles are quite different. This im⁃
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▲Figure 3. The hierarchical information fusion procedure to obtain the global situational awareness.
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plies that there must be some schemes to handle the heteroge⁃
neity in space of these data. In addition, different autonomous
vehicles might be equipped with different types of sensors.
Therefore, there are also heterogeneity in information of these
data. To implement the hierarchical information fusion frame⁃
work we propose, one is facing the challenges introduced by
the heterogeneity.

One possible solution to the data heterogeneity is to find a
uniform representation of these data via local processing. For
example, the local sensor data can be processed to generate
the occupancy grid map (OGM) [37] for the area around a vehi⁃
cle (e.g. our work in [38]). With the OGM representation, all
forms of raw sensor data are converted to the uniform informa⁃
tion about the occupancy states of map grids in space, which
solves the problem of heterogeneity in information. At the
same time, the location and vision range of different vehicles
are reflected on the range that the OGM generated by each in⁃
dividual vehicle covers, which solves the issue of heterogeneity
in space. Moreover, the quantified occupancy probabilities re⁃
flects the quality and confidence levels of the sensor data,
which can guide the data fusion process. With these local pro⁃
cessing and mapping, instead of the raw sensor data, the local
maps can be shared among different vehicles to provide a glob⁃
al map, collecting the spatial diversity provided by multiple ve⁃
hicles at different locations and achieving the beyond⁃ the⁃vi⁃
sion⁃range situational awareness. This also greatly alleviate the
challenges for the communication burden using our proposed
fusion framework. Notice that one important feature of our pro⁃
posed hierarchical information fusion framework is that one
could flexibly adjust the fusion strategy based upon the data
volume and the supporting communication network. Generally
speaking, for high⁃volume data, they would be processed local⁃
ly at lower levels to avoid high communication burden. On the
other hand, when communication network is capable of sup⁃
porting high⁃volume data, one can send more unprocessed raw
data for less loss of information during the fusion process.

Then, the information can be further processed to obtain oth⁃
er information. For example, one can analyze the series of oc⁃
cupancy maps obtained over a period and then identify objects
based upon the dynamics of the occupancy grids on the map.
Large occupancy area corresponds to a large object such as
cars or surrounding buildings, and small occupancy area corre⁃
sponds to a small object such as motorcycles or pedestrians;
fast⁃moving occupancy area corresponds to high⁃speed targets
such as cars or motorcycles, and small⁃moving occupancy area
corresponds to low ⁃ speed targets such as pedestrians or sur⁃
rounding buildings. With this multiple levels of data process⁃
ing, traffic information is roughly constructed. On the other
hand, some data can directly provide the knowledge that is
needed for driving. Examples would be the GPS data that pro⁃
vides the localization of the ego vehicle and the IMU data that
provides the speed and acceleration of the ego vehicle. The self⁃
awareness of these data can also then be combined with the ve⁃

hicles’observations on other objects using other sensors to
provide the dynamic localization and tracking on other objects
(e.g. our work in [39]). The SLAM⁃MOT system for the exam⁃
ples described above using our hierarchical information fusion
framework is summarized in Fig. 4.

Then, to facilitate the driving optimization and decisions,
one need to construct models to describe the dynamics of the
traffic participants, including vehicles, pedestrians, animals,
and so on. The behavior pattern of a single participant as well
as the interactions among multiple participants in the system
need to be considered in constructing the dynamic models.
Based upon past historical data, models can be selected and
model parameters can be estimated. Based upon the model and
current observed data, future behavior or dynamics of the par⁃
ticipants can then be predicted. To provide accurate predic⁃
tion, the model must be composite and probabilistic. For being
composite, multiple single models should be constructed to de⁃
scribe the possible dynamics of the participants working in dif⁃
ferent patterns (such as normal, abnormal, conservative, aggres⁃
sive, fatigue drivers, and so on. For being probabilistic, proba⁃
bilities should be assigned to the behavior patterns and also
the intentions of the participants to cover all possibilities. In
this way, intelligent decisions would then be developed. The in⁃
telligent decision process will in turn provide feedback to the
information collection and fusion process to indicate what kind
of information is needed at what level of quality. The intelli⁃
gent framework is illustrated in Fig. 5.

5 A Cooperative Intelligence Framework for
Autonomous Driving
With the global situational awareness provided by coopera⁃

tive sensing, we can further include the collaborations among
different vehicles in the decision process to obtain a coopera⁃
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▲ Figure 4. Cooperative simultaneous localization and mapping with
moving objects tracking (SLAM􀆼MOT) using our proposed framework.
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tive intelligence framework. With this framework, we focus on
how the information is collected, shared and involved during
the intelligent driving process. The starting point of the infor⁃
mation is the self⁃awareness, i.e. the driving decision or inten⁃
tion of the vehicle itself. For fully autonomous vehicles, this
will be simply directly provided by the decision module; for
half⁃autonomous vehicles where a driver is still controlling ve⁃
hicle but the vehicle has the capability to observe and analyze
the behavior of the driver, this can be provided by the vehicle’
s intelligent driver behavior analysis module. The self ⁃aware⁃
ness of multiple cooperating intelligent vehicles can be shared
among each other. However, for other non⁃intelligent vehicles,
cooperative sensing must be conducted to obtain the knowl⁃
edge about them supplementing the self⁃awareness of the intel⁃
ligent vehicles. With the proposed cooperative sensing frame⁃
work, spatial diversity will be introduced to provide a more
comprehensive picture on the traffic environment and over⁃
come the vision ranges of individual vehicles. During this pro⁃
cess, it is important to determine which kind of information or
knowledge should be collected, processed, and shared among
the vehicles.

6 Concluding Remarks and Prospects
In this paper, we exploit the collaborations among vehicles

for autonomous driving. We proposed a hierarchical informa⁃
tion fusion framework for cooperative sensing to provide global
situational awareness for autonomous driving and a cooperative
intelligence framework to encourage the collaborations among
vehicles in their driving decision processes for improved sys⁃
tem efficiency and security. The proposed frameworks are gen⁃
eral and can provide valuable guidance to design the individu⁃
al sensing and decision modules in autonomous driving.

One important issue for the proposed hierarchical informa⁃
tion fusion and cooperative intelligence framework is the data
sharing among different entities. This highly depends on the
V2X communications and networking techniques. One could
tackle this issue from two aspects: (1) the design and manage⁃
ment of the information fusion procedure, considering the qual⁃
ity of service provided by the current vehicular communication
infrastructure; and (2) the design of the vehicular communica⁃
tion infrastructure to satisfy the data sharing requirement in

the desired cooperative sensing and intelligence framework.
On the one hand, the performance of the cooperative sensing
and intelligence would be limited by the communications. On
the other hand, the cooperative sensing and intelligence pro⁃
vides good motivation and guidance to the design of a better ve⁃
hicular communications and networking structure.
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▲Figure 5. The illustration of our proposed cooperative intelligence
framework.
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Abstract: Fieldbus and industrial Ethernet standards can guide the specification and
coordinate bus optimization. The standards are the basis for the development of field⁃
bus and industrial Ethernet. In this paper, we review complex standard systems all
over the world. We discuss 18 fieldbus standards, including the International Electro⁃
technical Commission (IEC) 61158, the IEC 61784 standard matched with IEC 61158,
the controller and device interface standard IEC 62026 for low voltage distribution
and control devices, and the International Organization for Standardization (ISO)
11898 and ISO 11519 standards related to the controller area network (CAN) bus. We
also introduce the standards of China, Europe, Japan and America. This paper pro⁃
vides a reference to develop fieldbus and industrial Ethernet products for Chinese en⁃
terprises.
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1 Introduction
echnical standards are a set of established norms
about a technical system; they are usually devel⁃
oped and approved by recognized organizations. In
today’s digital technology era, a standard is more

than a product specification; it also guides the development of
the relevant high⁃tech field [1]. The standardization of fieldbus
and industrial Ethernet is convenient for users to use products
and regulates the market; it also promotes the development
and optimization of bus technology.

The International Electrotechnical Commission (IEC) was
committed to develop the one and only comprehensive interna⁃
tional fieldbus standard and it began to formulate the fieldbus
standards in 1985 [2]. However, the development of the field⁃
bus standards was not smoothly sailing due to the limitations of
the industry, the history of geographical development, the driv⁃
ing of commercial interests, as well as the complex economic
and social causes. After many years of debating and coordina⁃
tion, the first edition of the fieldbus standard IEC 61158 was
published in March 1999 as a technical specification, follow⁃
ing which the second edition with eight fieldbuses, the third
edition with 10 fieldbuses, and the fourth edition with 18 field⁃
buses were published in 2000, 2003 and 2007 respectively. Af⁃
ter the fourth edition, new bus technology has no longer been
added to IEC 61158; however, the revisions of the fourth edi⁃
tion are continued.

In recent years, Ethernet with unique advantages has gradu⁃
ally been applied into the field of industrial control. The Pub⁃

licly Available Specifications (PAS) documents based on 11 re⁃
al⁃time Ethernets were published in the IEC 61784⁃2, and IEC
61784 was the“Communication Profile Family”matched with
IEC 61158. Furthermore, IEC has developed the IEC 62026
that is control equipment interface standard for low voltage
switchgears and control devices.

In addition to the IEC, the International Organization for
Standardization (ISO), an international standard-setting body,
has developed the standards for the controller area network
(CAN) bus. They are ISO 11898 and ISO 11519.

Several countries, such as China, and regions have also de⁃
veloped fieldbus standards to promote the development of field⁃
bus technology.

At present, the fieldbus and industrial Ethernet are the
mainstream technology in industrial control field, which are
the key to intelligent manufacturing. Fieldbus and Industrial
Ethernet standards are critical; standard formulation marks the
fact that fieldbus and industrial Ethernet are moving towards
harmonization and maturity and it is also directly related to the
economic interests of major manufacturers. It is especially nec⁃
essary for Chinese enterprises to understand and master the
fieldbus and industrial Ethernet international standards and re⁃
lated regional and national standards, if they want to develop
products with strong applicability and seize the larger world
market.

This paper describes the international, regional and national
standards of fieldbus and industrial Ethernet. It reviews the de⁃
velopment process, content and standard types of the interna⁃
tional standards IEC 61158, IEC 61784 and IEC 62026 in de⁃
tail, the content of the international standards ISO 11898 and
ISO 11519, and the types of Chinese standards corresponding
to IEC62026 and IEC 61158. It briefly introduces European,
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Japanese, American and other standards. Finally, the summary
of the research significance of fieldbus and industrial Ethernet
standards is presented.

2 International Fieldbus Standards
At present, recognized standardization organizations of field⁃

bus and industrial Ethernet are the IEC and ISO.
2.1 IEC Fieldbus Standards

2.1.1 IEC 61158
In 1985, IEC established the working group IEC/TC65/

SC65C/WG6 for drafting fieldbus standards. The Digital Data
Communications Subcommittee SC65C of the IEC and the In⁃
strument Society of American (ISA) jointly developed fieldbus
international standards called IEC 61158 for industrial control
systems [3]. IEC 61158 has released four versions so far, and
its long⁃time development and the number of voting reflect the
diversity of the development of fieldbus and industrial Ether⁃
net.

(1) The First Edition of IEC 61158:
The IEC began to develop fieldbus standards in 1985, but

the progress had been slow due to inconsistent views from dif⁃
ferent countries. After years of debating, the first edition of
IEC 61158 fieldbus standard (Ed1.0) was finally published as
a technical specification in March 1999. The first edition is
based on foundation fieldbus (FF). It consists of the Introducto⁃
ry Guide, Physical Layer Specification, Date Link Service Defi⁃
nition, Date Link Protocol Specification, Application Layer
Specification, Application Layer Protocol Specification, and
System Management.

(2) The Second Edition of IEC 61158:
After the release of IEC 61158 first edition, the major com⁃

panies rushed to put forward all kinds of suggestions on amend⁃
ments about the first edition of IEC 61158 specification in or⁃
der to make their own fieldbuses into international standards.
To coordinate, the IEC defined a matrix of protocol modules
(called the type) [4], recognized by the parties. The second edi⁃
tion of IEC 61158 Standard (Ed2.0) was released in January
2000, including eight types of fieldbus. The types are shown in
Table 1 [5]. The Ed2.0 consists of the following five parts.
•IEC 61158⁃2: Fieldbus standard for use in industrial control

systems—Part 2: Physical layer specification and service
definition

•IEC 61158⁃3: Digital data communications for measurement
and control—Fieldbus for use in industrial control sys⁃
tems—Part 3: Date link service definition

•IEC 61158⁃4: Digital data communications for measurement
and control—Fieldbus for use in industrial control sys⁃
tems—Part 4: Date link protocol specification

•IEC 61158⁃5: Digital data communications for measurement
and control—Fieldbus for use in industrial control sys⁃

tems—Part 5: Application layer service definition
•IEC 61158⁃6: Digital data communications for measurement

and control—Fieldbus for use in industrial control sys⁃
tems—Part 6: Application layer protocol specification.
The new IEC 61158 retained the original IEC technical re⁃

port as Type 1, and the other buses entered IEC 61158 as a
Type 2⁃Type 8 in accordance with the IEC Technical Report
format [6].

(3) The Third Edition of IEC 61158
After the release of IEC 61158 second Edition (Ed2.0), field⁃

bus and industrial Ethernet technology had developed rapidly.
In April 2003, the third Edition (Ed3.0) was officially released.
Table 2 shows the types of IEC 61158 Ed3.0. The title of the
third edition of IEC 61158⁃2 was amended as“IEC 61158⁃2:
Digital Data Communication Systems for Measurement and
Control—Fieldbus for Industrial Control Systems—Part 2:
Physical Layer Specification”[7]. The titles of IEC 61158⁃3 to
IEC 61158⁃6 in IEC 61158 version 3 were the same as the cor⁃
responding parts of version 2.

In particular, IEC 61158 Ed3.0 was amended by MT9. The
MT9 Maintenance group develops amendments to IEC 61158
[8].

HSE: High Speed Ethernet
P⁃Net: Process automation net

WorldFIP: World Factory Instrument Protocol

▼Table 1. The types of IEC 61158 Ed2.0

Type
Type 1
Type 2
Type 3
Type 4
Type 5
Type 6
Type 7
Type 8

Technical name
Foundation fieldbus

ControlNet
ProfiBus
P⁃Net
HSE

SwiftNet
WorldFIP
Interbus

▼Table 2. The types of IEC 61158 Ed3.0

FF: Foundation Fieldbus
HSE: High Speed Ethernet

P⁃Net: Process automation net
WorldFIP: World Factory Instrument Protocol

Type
Type 1
Type 2
Type 3
Type 4
Type 5
Type 6
Type 7
Type 8
Type 9
Type 10

Technical name
Foundation fieldbus

ControlNet
ProfiBus
P⁃Net
HSE

SwiftNet
WorldFIP
Interbus
FF H1
ProfiNet
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(4) The Fourth Edition of IEC 61158
The Fieldbus Maintenance Working Group IEC/SC65C/MT9

and the Realtime Ethernet Working Group WG11 held a joint
working group meeting at Phoenix, USA, from December 5 to
9, 2005. A total of 32 technical experts from the world’s major
industrial companies and bus organizations and related IEC of⁃
ficials attended the meeting. They worked together for drafting
IEC 61158 fieldbus (Ed4.0) and IEC61784⁃2 real⁃time Ether⁃
net Committee Draft with Vote (CDV) [9].

IEC 61158 Ed4.0 consists of the following six parts under
the title“Industrial Communication Networks—Fieldbus Spec⁃
ifications”:
• IEC 61158 ⁃ 1: Overview and guidance for the IEC 61158

and IEC 61784 series
•IEC 61158⁃2: Physical layer specification and service defini⁃

tion
•IEC 61158⁃3: Data link layer service definition
•IEC 61158⁃4: Data link layer protocol specification
•IEC 61158⁃5: Application layer service definition
•IEC 61158⁃6: Application layer protocol specification.

The 20 fieldbus types of the IEC 61158 Ed4.0 are shown in
Table 3.

The fieldbus and industrial Ethernet standards basically
keep stable after the release of IEC 61158 Ed4.0, and their de⁃
velopment and application are onto the track of continuous de⁃
velopment.

From the viewpoint of the development of IEC 61158, the
IEC eventually have to use a variety of fieldbuses as a standard
to meet the requirements of different parties, although its origi⁃
nal intention was to develop a standard for a single fieldbus.
There are two main reasons. One is the technical reason. There
is no best fieldbus that could be used for all the application ar⁃
eas yet; actually, each fieldbus had its own application scope.
The other reason is the commercial interest. The bright devel⁃
opment prospects of fieldbus have attracted major companies,
especially large⁃scale multinational companies, to invest much
in developing their own fieldbus products without taking the re⁃
lated established standards into account. These major compa⁃
nies and bus organizations would then push their own fieldbus⁃
es to become the international standards for the purpose of pro⁃
tecting their own investment and interests. They bargained and
competed with one another, eventually leading to a variety of
buses in IEC 61158.
2.1.2 IEC 61784

The series of IEC 61158 standards are conceptual specifica⁃
tions that do not involve the specific implementation of field⁃
bus. And there is only fieldbus type number in the IEC 61158
standard, and the specific fieldbus technical name and com⁃
mercial trade name are not allowed to appear. So IEC/SC65C
developed IEC 61784 matched with the IEC 61158 standard,
in order to make developers and users easily carry out product
design and application selection.

IEC 61784 is the Communication Profile Family (CPF) in
continuous and decentralized manufacturing systems related to
fieldbus in industrial control systems. IEC 61784 describes a
subset of the communication used by a particular fieldbus sys⁃
tem. The communication profiles of the different fieldbuses
and the bus type of IEC 61158 corresponding to them are
shown in this standard. The IEC 61784 standard under the ti⁃
tle“Industrial Communication Networks—Profiles”consists of
the following parts [10]:
•IEC 61784⁃1: Profile sets for continuous and discrete manu⁃

facturing relative to fieldbus use in industrial control sys⁃
tems

•IEC 61784⁃2: Additional profiles for ISO/IEC 8802.3 based
communication networks in real⁃time applications

•IEC 61784⁃3: Profiles for functional safety communications
in industrial networks

•IEC 61784⁃4: Profiles for secure communications in indus⁃
trial networks

•IEC 61784 ⁃ 5: Installation profiles for communication net⁃
works in industrial control systems

•IEC 61784⁃6: Time sensitive networking profile for industri⁃

CC⁃Link: Control & Communication Link
CIP: Common Industrial Protocol
EPA: Ethernet for Plant Automation

EtherCAT: Ethernet for Control Automation
Technology

FF: Foundation Fieldbus
HART: Highway Addressable Remote Transducer

HSE: High Speed Ethernet
P⁃Net: Process automation net
RTPS: Real⁃time Publish/Subscribe

SERCOS: Serial Real Time Communication
Specification

TCnet: Time⁃Critical Control network
WorldFIP: World Factory Instrument Protocol

▼Table 3. The types of IEC 61158 Ed4.0

Type
Type 1
Type 2
Type 3
Type 4
Type 5
Type 6
Type 7
Type 8
Type 9
Type 10
Type 11
Type 12
Type 13
Type 14
Type 15
Type 16
Type 17
Type 18
Type 19
Type 20

Technical name
Foundation fieldbus

CIP
ProfiBus
P⁃Net
HSE

SwiftNet (be revoked)
WorldFIP
Interbus
FF H1
ProfiNet
TCnet

EtherCAT
Ethernet Powerlink

EPA
Modbus⁃RTPS

SERCOS I, SERCOS II
Vnet/IP
CC⁃Link

SERCOS III
HART
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al use based on IEEE 802.1 and IEEE 802.3 (The docu⁃
ment has not been officially published).
CPF for fieldbuses in IEC 61784⁃1 [11] are shown in Table

4 and real ⁃ time Ethernet CPF in IEC 61784⁃2 [10], [11] are
shown in Table 5.

The above communication profiles provide a detailed de⁃
scription of the interoperability features and options in field⁃
bus devices, and specify the capabilities and detailed commu⁃
nication function of equipment in the network communication,
and give the specific performance indicators of equipment com⁃
munications. IEC61784⁃2 communication profiles specify de⁃
livery time, number of end nodes, basic network topology, num⁃
ber of switches between end nodes, throughput RTE, RTE
broadband, time synchronization accuracy, and redundancy re⁃

covery time of real ⁃ time Ethernet [12]. These profiles help to
correctly describe the consistency of ISO/IEC 8802.3 of the Re⁃
al⁃Time Ethernet (RTE) communication network and avoid bi⁃
as to prevent its understanding and use.
2.1.3 IEC 62026

IEC 62026 standards (Table 6) developed by IEC/TC17/
SC17B/WG3 relate to the fieldbus for low⁃voltage switchgears
and controlgear.

Among these standards, Actuator sensor interface (AS ⁃ I)
was launched by the German Pepperl and Fuchs; DeviceNet
and Smart distributed system (SDS) were respectively
launched by the original AB company (Rockwell Automation
Company now) and Honeywell in America.

The main contents of the original IEC 62026 are as follows
[13]:
•Part 1: General rules. They specify some contents of the spe⁃

cial interface standards and some common requirements
• Part 2: AS ⁃ I. AS ⁃ I is originally the European standard

(EN50295), which is particularly suitable for connecting
sensors and actuators with switching characteristics

• Part 3: DeviceNet. It is an open communication network
based on CAN and it is easy to connect the low voltage
switch device to the main control device through DeviceNet.
In addition, DeviceNet has become one of European stan⁃
dards EN50325

•Part 4: Lontalk. It is not suitable as a general agreement of
device layer and removed later

•Part 5: SDS. It is a CAN⁃based control network technology
introduced in 1993. This network can connect low ⁃ voltage
electrical appliances and the main control device through a
trunk line to achieve data exchange, processing and trans⁃
mission in automation systems. SDS has also become one of
European standards EN50325

•Part 6: Serial multiplex control bus (SMCB). It is used for
connection with switching devices, control equipment, sen⁃
sors, switches, etc.
With the development of technology and the choice of the

market, IEC deleted IEC62026 ⁃ 4 and IEC62026 ⁃ 6 in June

EPA: Ethernet for Plant Automation
EtherCAT: Ethernet for Control Automation

Technology
IEC: International Electrotechnical

Commission
IP: Industry Protocol

PAS: Publicly Available Specification
P⁃Net: Process automation net
RTPS: Real⁃time Publish/Subscribe

SERCOS: Serial Real Time Communication Specification
TCnet: Time⁃Critical Control network

▼Table 4. CPF for fieldbuses in IEC 61784􀆼1

CC⁃Link: Control & Communication Link
CIP: Common Industrial Protocol
FIP: Factory Instrument Protocol

HART: Highway Addressable Remote Transducer

IEC: International Electrotechnical Commission
P⁃Net: Process automation net

SERCOS: Serial Real Time Communication Specification

Family
CPF 1
CPF 2
CPF 3
CPF 4
CPF 5
CPF 6
CPF 8
CPF 9
CPF 16

Technology name
Foundation fieldbus

CIP
ProfiBus
P⁃Net

WorldFIP
Interbus
CC⁃Link
HART

SERCOS I, SERCOS II

The corresponding type in IEC 61158
Type 1, 9
Type 2
Type 3
Type 4
Type 7
Type 8
Type 18
Type 20
Type 16

▼Table 5. CPF for real􀆼time Ethernet in IEC 61784􀆼2

Family
CPF 2
CPF 3
CPF 4
CPF 6
CPF 10
CPF 11
CPF 12
CPF 13
CPF 14
CPF 15
CPF 16

Technology name
EtherNet/IP
Profinet
P⁃Net

Interbus
VNET/IP
TCnet

EtherCAT
Ethernet powerlink

EPA
Modbus⁃RTPS
SERCOS III

IEC/PAS
IEC/PAS62413
IEC/PAS62411
IEC/PAS62412

—

IEC/PAS62405
IEC/PAS62406
IEC/PAS62407
IEC/PAS62408
IEC/PAS62409
IEC/PAS62030
IEC/PAS62410

The corresponding
type in IEC 61158

Type 5
Type 10
Type 4
Type 8
Type 17
Type 11
Type 12
Type 13
Type 14
Type 15
Type 19

▼Table 6. IEC 62026 standards

Standard number
IEC62026⁃1
IEC62026⁃2
IEC62026⁃3
IEC62026⁃4
IEC62026⁃5

IEC62026⁃6
IEC62026⁃7

Standard title
Part 1: General rules

Part 2: Actuator sensor
interface (AS⁃I)

Part 3: DeviceNet
Part 4: LonTalk

Part 5: Smart distributed
system (SDS)

Part 6: Serial multiplex
control bus (SMCB)
Part 7: CompoNet

Published date
2000⁃07
2000⁃07
2000⁃07
2000⁃07
2000⁃07

2001⁃11
2010⁃12

Status
In force
In force
In force

Cancelled
Cancelled

Cancelled
In force
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2000, IEC62026 ⁃ 5 in 2006; updated IEC62026 ⁃ 2and
IEC62026⁃3 in June 2007; and added IEC62026⁃7 in Decem⁃
ber 2010.
2.2 ISO Fieldbus Standard

CAN is one of the earliest international fieldbus standards
before IEC 61158 and IEC 62026 in the fieldbus field. CAN is
approved by Technical Committee ISO/TC22 as international
standards for ISO 11898 (communication rate < 1 Mbit/s) and
ISO 11519 (communication rate < l25 kbit/s).
2.2.1 ISO 11898

IS0 11898 was a controller area network for high⁃speed com⁃
munication developed by Technical Committee ISO/TC22 ⁃
Road Vehicles and its subcommittee SC 31⁃Data Communica⁃
tion in November 1993.

ISO 11898 conforms to the Open System Interconnection
(OSI) reference model specified in ISO 7489, and describes
the general structure of the CAN in a hierarchical form, includ⁃
ing the detailed technical specifications of the CAN physical
layer and the data link layer. It specifies the various character⁃
istics of digital information exchange between the electronic
control units of road vehicles equipped with CAN at a transmis⁃
sion rate of 125 kb/s to 1 Mb/s.

ISO 11898 consists of the following parts, under the general
title“Road Vehicles—Controller area network (CAN)”[14]:
•ISO 11898⁃1: Data link layer and physical signaling
•ISO 11898⁃2: High⁃speed medium access unit
•ISO 11898⁃3: Low⁃speed, fault⁃tolerant, medium⁃dependent

interface
•ISO 11898⁃4: Time⁃triggered communication
•ISO 11898⁃5: High⁃speed medium access unit with low⁃pow⁃

er mode
•ISO 11898⁃6: High⁃speed medium access unit with selec⁃

tive wake⁃up functionality.
Specially, CAN Technical Specification Standard 2.0 was re⁃

leased in 1991, included 2.0A and 2.0B. 2.0A describes the
CAN message format defined in the CAN specification version
1.2; 2.0B describes both standard and extended message for⁃
mats.
2.2.2 ISO 11519

The Technical Committee ISO/TC22⁃Road Vehicles and its
subcommittee SC 31⁃Data Communication also developed ISO
11519, a controller area network for low speed serial data com⁃
munication. The contents of ISO 11519 include Part 1: Gener⁃
al and Definitions; Part 2: Low Speed Controller Area Network
(CAN); Part 3: Vehicle Area Network (VAN) [15].

ISO 11519⁃1 (Part 1) describes the general definition of low⁃
speed serial data communication for road vehicles at a rate of
no more than 125 kb/s, stipulates the general structure of the
communication network for information transmission between
different types of electronic modules on road vehicles and the

main contents of the data link layer and the physical layer. ISO
11519⁃2, 3 (Parts 2 and 3) respectively specify the data link
layer and physical layer of the CAN and VAN (communication
networks up to 125 kb/s) for road vehicle application and illus⁃
trate the general structure of the networks.

In particular, CAN is the physical layer of the IEC 62026⁃3
DeviceNet and IEC 62026⁃5 Smart Distribution System, so it
is the most important technical basis for IEC 62026.

3 Chinese Fieldbus Standard
The basic principle of standardization of relevant agree⁃

ments in China is to adopt IEC standards equivalently, and the
research of Chinese fieldbus standards corresponding to IEC
62026 and IEC 61158 has achieved some success.
3.1 Chinese Fieldbus Standard Corresponding to IEC

62026
The third meeting of the second National Low Voltage Elec⁃

trical Apparatus Standardization Technical Committee of Chi⁃
na was held in Qingdao, China, September 2001. The fieldbus
standard GB/T 18858 corresponding to IEC 62026 was re⁃
viewed and adopted at this meeting [16]. It consists of the fol⁃
lowing three sections:
•GB/T 18858.1—2002: Low⁃voltage switchgear and control⁃

gear—Device interface (CDI)—Part 1:General rules
•GB/T 18858.2—2002: Low⁃voltage switchgear and control⁃

gear—Device interface (CDI)—Part 2: Actuator sensor (AS⁃
I)

•GB/T 18858.3—2002: Low⁃voltage switchgear and control⁃
gear—Device interface (CDI)—Part 3: DeviceNet.
With the development of technology and improvement of

IEC 62026, the National Standard Committee of China ap⁃
proved to release the revised GB/T18858.1, GB/T18858.2, GB/
T18858.3 in November 2012, followed by the release of the
GB/T 18858.7 in June 2014. The revised China Fieldbus Stan⁃
dard GB/T 18858 includes the following sections:
•GB/T 18858.1—2012: Low⁃voltage switchgear and control⁃

gear—Device interface (CDI)—Part 1:General rules
•GB/T 18858.2—2012: Low⁃voltage switchgear and control⁃

gear—Device interface (CDI)—Part 2: Actuator sensor (AS⁃
I)

•GB/T 18858.3—2012: Low⁃voltage switchgear and control⁃
gear—Device interface (CDI)—Part 3: DeviceNet

•GB/T 18858.7—2014: Low⁃voltage switchgear and control⁃
gear—Device interface (CDI)—Part 7: CompoNet.

3.2 Chinese Fieldbus Standard Corresponding to IEC
61158

3.2.1 Recommended National Standards
In China, recommended standards are a type of standards

that is voluntarily adopted by means of economic adjustment in
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the aspects of production, exchange, use, and so on, also
known as voluntary or non⁃mandatory standards. Any unit has
the right to decide whether or not to adopt these standard, and
does not bear economic or legal responsibility in violation of
such standards. However, once a recommended standard is ac⁃
cepted and adopted, or agreed to be included in an economic
contract, the parties have to comply with the technical basis,
with legal binding.
Table 7 shows the recommended national fieldbus stan⁃

dards.
3.2.2 Guidance National Standards

The guidance standard refers to the national standard that is
voluntarily adopted by the organization (enterprise) in the as⁃
pects of production, exchange, use and so on. It is not compul⁃
sory and does not have the legal restriction, but only the techni⁃
cal basis for the related parties. Table 8 shows the guidance
national fieldbus standards in China.

As can be seen from the above standards, China has not cop⁃
ied the IEC 61158 international standard. There are two rea⁃
sons. First, IEC 61158 standards issued separately according
to the general, physical layer service definition, protocol speci⁃
fication, data link layer service definition and data link Layer
protocol specification, etc. It is very inconvenient to choose
from more than 4000 pages of IEC 61158 with 18 kinds of stan⁃
dards when users need to use a standard. Second, perfor⁃
mance, application scope, development difficulty and the level
of openness vary in 18 kinds of fieldbuses, but generally, we
only select buses with the best performance in these buses as

national standards instead of using all of them. The methods of
selecting Chinese national standards include:

(1) Some excellent and promising buses with great influence
are chosen as the standard of China. These buses need to be
truly open. Relevant international organizations need to sup⁃
port and help China's standardization work so that Chinese en⁃
terprises can better develop Fieldbus products. (2) The stan⁃
dard text is in the form of the European Fieldbus standard and
a bus corresponds to a text, which is user⁃friendly.

4 Other Fieldbus Standards
In addition to international standards and Chinese stan⁃

dards, there are some fieldbus standards in Europe, Japan,
America and other regions. We select some for a brief introduc⁃
tion here.
4.1 European Fieldbus Standards

(1) EN 50170:
EN 50170 is an open international fieldbus standard. In

1996, the European Committee for Electrotechnical Standard⁃
ization (CENELEC) issued a non⁃single European standard EN
50170 containing three incompatible protocols: Volume 1: P ⁃
Net; Volume 2: ProfiBus; Volume 3: WorldFIP [17]. P⁃Net is
the Danish standard DSF 21906, ProfiBus is the German stan⁃
dard DIN 19245, and WorldFIP is the French standard FIP.

(2) EN 50254:
EN 50254 was prepared by the Technical Committee CEN⁃

ELEC TC 65CX in 1998, including Volume 1: Introduction;
Volume 2: Interbus; Volume 3: ProfiBus⁃DP Profile; Volume 4:
WorldFIP Profile 1. Among them, Interbus is the German na⁃
tional standard DIN 19258.

(3) EN 50295:
EN 50295 was prepared by the Technical Committee CEN⁃

ELEC TC 17B in 1999. The title of EN 50295 is“Low voltage
switchgear and controlgear—controller and device interface
systems actuator sensor interface AS⁃i”.

CC: Control & Communication IP: Industry Protocol

▼Table 7. The recommended national fieldbus standards

CC⁃Link: Control & Communication Link
DP: Decentralized Periphery

EPA: Ethernet for Plant Automation
EtherCAT: Ethernet for Control Automation Technology

HART: Highway Addressable Remote
Transducer

IE: Industrial Ethernet
IO: Input Output

Name

EPA

ProfiBus

Modbus

CC⁃Link

HART
EtherCAT
Profinet⁃IO

Profisafe

CC⁃Link IE

National standard number

GB/T 20171—2006

GB/T 20540—2006

GB/T 19582—2008

GB/T 19760—2008

GB/T 29910—2013
GB/T 31230—2014
GB/T 25105—2014

GB/T 20830—2015

GB/T 33537—2017

The title of standard
System structure and communication
specification of EPA for industrial
measurement and control systems

Fieldbus for measurement and control—
digital data communication⁃Industrial control

systems type 3: ProfiBus specification
Industrial automation network specification

based on Modbus Protocol
CC⁃Link control and communication network

specification
Industrial communication network fieldbus

specification type 20: HART
Industrial Ethernet EtherCAT

Industrial communication network fieldbus
specification type 10: Profinet⁃IO

Functional security communication profiles
based on ProfiBus⁃DP and ProfiBus⁃IO—

Profisafe
Industrial communication network fieldbus

specification type 23:CC⁃Link IE

▼Table 8. The guidance national fieldbus standards

Name

LonWorks

Profinet

ControlNet,
EtherNet/IP

Interbus

CC⁃Link safety

National standard
number

GB/Z 20177—2006

GB/Z 20541—2006

GB/Z 26157—2010

GB/Z 29619—2013

GB/Z 29496—2013

The title of standard
Control network LonWorks technical

specification
Fieldbus for measurement and control ⁃digital
data communication⁃Industrial control systems

type 10: Profinet
Fieldbus for measurement and control ⁃digital
data communication⁃Industrial control systems

type 2:ControlNet and EtherNet/IP
Fieldbus for measurement and control ⁃digital
data communication⁃Industrial control systems

type 8:Interbus
Control and communication network CC⁃Link

safety specification
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(4) EN 50325:
EN 50325: Industrial communication subsystem based on

ISO 11898(CAN) for controller device interfaces includes:
•EN 50325⁃1⁃2001: General requirements
•EN 50325⁃2⁃2001: DeviceNet
•EN 50325⁃3⁃2001: SDS
•EN 50325⁃4⁃2003: CANopen
•EN 50325⁃5⁃2010: Functional safety communication based

on EN 50325⁃4 (CANopen Safety).
Among them, CANopen is an application layer protocol

based on the CAN. In Europe, CANopen is considered to be a
leading standard in CAN⁃based industrial systems.
4.2 Japanese Fieldbus Standards

(1) CC⁃Link:
Japan Mitsubishi Electric released the CC ⁃ Link fieldbus

standard in 1996. It was approved by the International Semi⁃
conductor Manufacturers as one of the fieldbus standards used
in semiconductor manufacturing (SEMI E54.12) in 2001, and
was into the IEC61158 standard and ISO15745⁃5 standard in
2007.

(2) Vnet/IP:
The real ⁃ time Ethernet Vnet/IP is a real ⁃ time factory net⁃

work system developed by Yokogawa Corporation in 2004 for
process automation. It has become the IEC/PAS 62405 and
IEC 61158 standards.

(3) TCnet:
Tcnet is a real⁃time Ethernet developed by Toshiba Corpora⁃

tion, which is mainly used in Toshiba's Toshiba 3000 industri⁃
al automation control system. And it is widely used in high
speed areas such as drive devices and steel rolling. It has be⁃
come the IEC/PAS 62406 and IEC 61158 international stan⁃
dards.
4.3 American Fieldbus Standards

American National Standards Institute/National Electrical
Manufacturers Association (ANSI/NEMA) supported Interna⁃
tional Society of Automation (ISA)/IEC standards in the same
way:
• ISA/IEC 61158⁃1 General rules
•ISA/IEC 61158⁃2 Physical layer specification
• ISA/IEC 61158⁃3 Link layer service definition
•ISA/IEC 61158⁃4 Link layer specification
•ISA/IEC 61158⁃5 Application layer service definition
•ISA/IEC 61158⁃6 Application layer specification
•ISA/IEC 61158⁃7 Management system
•ISA/IEC 61158⁃8 Consistency test.
4.4 Other Fieldbus Standards

In addition to the above standardized fieldbuses, there are
other fieldbuses, such as Lonworks, Sensoplex 2, Attached Re⁃
source Computer Network (ARCNET), and Dupline.

Lonworks—Local Operating Network was published in 1990

[18]. It was developed by Echelon, and jointly advocated by
Echelon, Motorola, and Toshiba. Lonworks has become the rec⁃
ognized international standard for construction industry, and
was also used as a China’s national standard (GB/Z) in 2006.

Sensoplex 2 is a control network designed by TURCK in
Germany for heavy industry automation [8]. It has strong anti⁃
jamming capability and is widely used in the world’s major au⁃
tomobile factories.

ARCNET is a widely installed local area network (LAN)
technology developed by Datapoint in 1977 [20]. The initial ap⁃
plication target of the ARCNET network was office automation.
However, as the demand for office network systems shifts to
Ethernet, ARCNET networks are gaining new applications in
real⁃time control.

Dupline is a field and installation bus designed by Carlo Ga⁃
vazzi [21]; it offers unique solutions for building automation
and other fields.

5 Conclusions
Fieldbus and Industrial Ethernet are the hotspots of automa⁃

tion technology in the 21st century. There are following bene⁃
fits to understand and master international, national, regional
and other related standards of fieldbus and industrial Ethernet.
First, tracking the trend of fieldbus and industrial Ethernet
technology in the world promotes the application and develop⁃
ment of the fieldbus and industrial Ethernet technology in Chi⁃
na. Second, it will provides reference to develop fieldbus and
industrial Ethernet standards and improve the standard sys⁃
tems in China. Third, it can guide the development of enter⁃
prise products in China, make enterprises develop fieldbus
products in accordance with the international mainstream field⁃
buses and try to take a larger market share in the country and
abroad.
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Abstract: Modern backup systems exploit data deduplication technology to save stor⁃
age space whereas suffering from the fragmentation problem caused by deduplication.
Fragmentation degrades the restore performance because of restoring the chunks that
are scattered all over different containers. To improve the restore performance, the
state⁃of⁃the⁃art History Aware Rewriting Algorithm (HAR) is proposed to collect frag⁃
mented chunks in the last backup and rewrite them in the next backup. However, due
to rewriting fragmented chunks in the next backup, HAR fails to eliminate internal
fragmentation caused by self ⁃ referenced chunks (that exist more than two times in a
backup) in the current backup, thus degrading the restore performance. In this paper,
we propose Selectively Rewriting Self⁃Referenced Chunks (SRSC), a scheme that de⁃
signs a buffer to simulate a restore cache, identify internal fragmentation in the cache
and selectively rewrite them. Our experimental results based on two real⁃world datas⁃
ets show that SRSC improves the restore performance by 45% with an acceptable sac⁃
rifice of the deduplication ratio.
Keywords: data deduplication; fragmentation; restore performance

1 Introduction
ith a flood of data from companies, networks,
emails systems, individual stations and other
devices, data deduplication as a type of com⁃
pression technology is widely employed in the

backup systems for saving storage space [1]-[4], [5]. A recent
study shows the amount of digital data in the world will exceed
44 Zettabytes in 2020 [6], while EMC reports that more than
90% data are redundant in backup systems [7]. Therefore, data
deduplication is an efficient way in space to eliminate redun⁃
dant data in modern backup systems. Data deduplication splits
the file into fixed ⁃ size [8] or variable ⁃ sized chunks [1], com⁃
putes the fingerprint of each chunk with hash algorithms (e.g.
SHA⁃1, MD5) and determines whether a chunk is duplicated
by looking up a fingerprint index, which records all the finger⁃
prints of non⁃duplicate chunks in a backup system. If the fin⁃
gerprint of a chunk has no identical records in the fingerprint

index, the chunk is unique and will be written to a read/write
storage unit called“container”with fixed size (e.g. 4 MB [9]).

Restore process is of great importance as backup process for
the occurrence of disasters such as earthquakes, tsunami and
hurricanes [10]. Higher restore performance satisfies the re⁃
quirements of higher availability of the system. Restoring a
backup stream is based on a backup recipe, which includes
the metadata information of data chunks, such as chunk finger⁃
prints, chunk ID and chunk size. From the recipe, a container
that the chunk locates is read from the disk to a restore cache.
When a restore cache is full, it will evict an entire container
with a cache replacement algorithm.

Since duplicate chunks are removed from multiple backups,
the chunks of a backup stream are physically scattered across
different containers, which introduces two types of fragmenta⁃
tion. One is inter ⁃ version fragmentation caused by duplicate
chunks among multiple versions of the same backup; the other
is internal fragmentation caused by duplicate chunks (often
called self ⁃ referenced chunks [11]) in a single backup. In or⁃
der to restore a backup stream with fragmentation, multiple
containers are read from the disk. Because of the poor random⁃
access performance of hard disk drives (HDDs), fragmentation
results in the severely degradation of the restore performance.

To address the fragmentation problem, the state ⁃of ⁃ the ⁃art
History Aware Rewriting Algorithm (HAR) is proposed to iden⁃
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tify and collect the duplicate but fragmented chunks in the last
backup, and then rewrite them in the next backup. However,
for the internal fragmentation, HAR fails to eliminate them be⁃
cause identified internal fragmentation are rewritten in the
next backup, rather than being handled immediately. In this
paper, we propose an efficient approach called Selectively Re⁃
writing Self⁃Referenced Chunks (SRSC). The main idea behind
SRSC is to maintain a fixed ⁃ size buffer, identify whether the
self⁃referenced chunks are fragmented in a buffer and rewrite
them in the backup.

The main contributions of this paper include:
(1) As HAR collects fragmented chunks in the last backup

and rewrites them in the next backup, we observe that HAR
cannot address the internal fragmented chunks caused by self⁃
referenced chunks in a backup.

(2) To reduce internal fragmented chunks in the deduplica⁃
tion ⁃ based backup systems, we propose a SRSC scheme to
maintain a buffer to simulate a restore cache, identify internal
fragmented chunks in the buffer and rewrite them in the cur⁃
rent backup.

(3) We implement our scheme in the deduplication ⁃ based
system. Compared with HAR, the experimental results based
on two datasets show that SRSC is more efficient in eliminating
internal fragmentation and significantly improving the restore
performance.

The rest of paper is organized as follows. In Section 2, we re⁃
view the background for our research. In Section 3, we present
our observations to motivate our research. We describes the de⁃
tailed architecture overview and implementation of our algo⁃
rithm in Section 4. We present the experimental evaluations
with two datasets in Section 5. In Section 6, we present the re⁃
lated work. We conclude our paper in Section 7.

2 Background

2.1 Fragementation Problem
Fragmentation problem has been received a broad attention

in the deduplication⁃based backup systems. Fig. 1 shows the
fragmentation arises between two backups. Both two backups
have 12 chunks. After backup 1, 12 unique chunks of backup

1 are stored in the containers I, II, III, and IV. Since 11
chunks of backup 1 are identical to that chunks of backup 2,
only chunk M is stored in the container V after backup 2. The
chunks of backup 1 are aggregated in the first 4 containers.
However, the chunks of backup 2 are scatter across 5 different
containers, which is called fragmentation problem.

With a 3 ⁃ container ⁃ size Least Recently Used Algorithm
(LRU), restoring backup 1 obviously needs to read 3 contain⁃
ers. However, restoring backup 2 needs to read 9 containers.
Thus, the restore performance of backup 2 is worse than that of
backup 1. This is because reading containers I and II is not ef⁃
ficient and each of the container only includes one useful
chunk for backup 2. And then, for restoring a chunk A re⁃
quired by backup 2, we need to read an entire container I.
Thus, chunk A is fragmented chunks for backup 2.
2.2 History⁃Aware Rewriting Algorithm

To address the fragmentation problem and improve the re⁃
store performance, HAR is proposed. HAR is based on a key
observation that two consecutive backups are very similar, and
thus history information collection during the last backup is
useful for the performance of the next backup.

Specifically, HAR first defines a container’s utilization for a
backup stream as the fraction of its chunks referenced by the
backup. If the utilization of a container is smaller than 50%,
the container is regarded as a sparse container that will ampli⁃
fy the read performance. Next, HAR observes that sparse con⁃
tainers of the current backup remain sparse in the next back⁃
up. Based on the observation, HAR loads the IDs of sparse con⁃
tainers identified by the last backup, and identifies the sparse
containers and rewrites fragmented chunks in the sparse con⁃
tainers. Lastly, HAR collects the IDs of sparse containers as
the history information and exploits it for identifying and re⁃
writing fragmented chunks in the next backup. Thus, HAR ac⁃
curately identifies the fragmented chunks and improves the re⁃
store performance.

3 Motivation
Deduplication is important in backup systems for saving

storage space, but introduces fragmented chunks. As described
in Section 2.1, the chunks of a backup are scattered in differ⁃
ent containers because of the removel of duplicate chunks,
which causes the inter ⁃ version fragmentation, thus reducing
the restore performance. Similarly, for a single backup stream,
self⁃referenced chunks, such as chunk D in backup 2, can also
reduce the restore performance. This is because, with a 3⁃con⁃
tainer⁃size LRU, restoring chunk D two times requires to read
the container II two times, which severely reduces the restore
performance. Thus, an existing rewriting algorithm such as
HAR has been proposed to rewrite inter ⁃ version fragmented
chunks identified by the last backup to improve the restore per⁃
formance. However, the design of HAR ignores that internal

▲Figure 1. Fragmentation appears between two backup streams. The
shaded chunks represent the chunks referenced by the second back-
up in each container. The blank areas offer extra space of the half􀆼full
containers when a backup completes.
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fragmentation caused by self⁃referenced chunks also has a neg⁃
ative impact on the restore performance.

Specifically, at the beginning of a backup, HAR firstly loads
the fragmented chunks of the last backup and rewrites them.
When the backup finishes, HAR collects information of frag⁃
mentation in the sparse containers prepared for the next back⁃
up. Obviously, HAR ignores to identify internal fragmentation
stemming from self ⁃ referenced chunks in a backup, and thus
fails to reduce internal fragmentation. In other word, HAR col⁃
lects fragmented chunks of each backup, but these fragmented
chunks come from duplicate chunks between multiple versions
of the same backup. Hence, HAR does not consider the impact
of internal fragmentation on the restore performance, which
hinders HAR from further improving the restore performance.
Fig. 2 shows an example of the HAR working process, in

which all the backup streams have 12 chunks. After backup 1,
12 unique chunks are stored in four containers. Since 10
chunks in backup 2 are duplicate with backup 1, only chunks
M and N are written to the containers IV and V. After backup
2, containers’utilization are computed, thus chunks C and D
are fragmented in the containers I and II and collected by
HAR. When the third backup stream arrives, chunks C and D
that have been recorded in backup 2 are rewritten to the con⁃
tainer VI in backup 3 (Fig. 2f). We observe that chunks I and J
as self ⁃ referenced chunks are fragmented because they will
lead containers III and IV to be read more than once in a limit

restore cache. However, after HAR algorithm finishes, chunks
I and J are still fragmented chunks and not be eliminated. As⁃
sume a backup stream has many self⁃referenced chunks, multi⁃
ple containers will be accessed during a restore. Thus, HAR in⁃
creases the number of accessed containers and is an inefficient
way to reduce internal fragmented chunks caused by self⁃refer⁃
enced chunks.

The above observation motivates us to propose a scheme to
reduce internal fragmented chunks. We have proposed a SRSC
scheme that maintains a fixed⁃size buffer to simulate a restore
cache, identifies self⁃referenced chunks whether fragmented in
the buffer, and selectively rewrite self ⁃ referenced chunks
based on computing their containers’utilizations. In such a
scheme, internal fragmentation could be accurately identified.
Meanwhile, in order to save storage space, we selectively re⁃
write a part of self⁃referenced chunks by choosing the low con⁃
tainers’utilization. Therefore, SRSC not only reduces the num⁃
ber of containers, but also improves the restore performance.

4 Selectively Rewriting Self⁃Referenced
Chunks

4.1 Overview of SRSC
To reduce internal fragmented chunks caused by self⁃refer⁃

enced chunks, our SRSC Scheme is proposed to identify self ⁃
referenced chunks and selectively rewrite them. As our obser⁃
vation in Section 3, with the increase of backup versions, HAR
rewrites fragmented chunks from the last backup but cannot
deal with internal fragmented chunks in the current backup.
This is because the distance between two self ⁃ referenced
chunks exceeds the restore cache size during a restore, which
causes multiple containers to be read and the restore perfor⁃
mance to decline. Thus, a buffer is designed for SRSC to simu⁃
late a restore cache. In this buffer, SRSC identifies whether self ⁃
referenced chunks are fragmented and then rewrite these frag⁃
mented chunks. However, there are at least 20% self ⁃ refer⁃
enced chunks in a backup stream. Rewriting a number of frag⁃
mented chunks caused by self ⁃ referenced chunks will slow
down the backup time and occupy much storage space, which
motivates us to rewrite only a part of self⁃referenced chunks of
a backup stream. Thus, SRSC selectively rewrites self ⁃ refer⁃
enced chunks based on the containers’utilization. Except for
addressing internal fragmented chunks, we also add HAR re⁃
writing algorithm to the SRSC scheme. This is because HAR
takes better advantage of heritability of fragmentation, which is
efficient in eliminating inter⁃version fragmented chunks among
multiple versions of backups. Therefore, SRSC can reduce frag⁃
mented chunks no matter whether the fragmentation comes
from a backup or multiple versions of backups.
4.2 Design of SRSC

SRSC is implemented by filter rewriting and selective rewrit⁃
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▲Figure 2. An example of three consecutive backups with the HAR
rewriting scheme. The shaded chunks represent the chunks
referenced by the current backup in each container.
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ing. Fig. 3 shows the SRSC architecture.
(1) Rewriting Filter
As shown in Fig. 3, the rewriting filter module, stemming

from HAR rewriting algorithm, includes two data structures:
the conditional container IDs and history information collec⁃
tion. During a backup, the IDs of fragmentation’s containers in
the last backup are loaded into the conditional container IDs.
The rewriting filter module then checks whether the container’s
IDs of duplicate chunks exist in the conditional container IDs.
Before finishing the backup, the history information collection
is responsible for collecting the information of fragmented
chunks of the current backup, such as containers’IDs of
chunks and preparing for the rewriting phase of the next back⁃
up.

(2) Selective Rewriting
Whether self ⁃ referenced chunks negatively impact contain⁃

ers’replacement in a restore cache depends on the distance
between two self ⁃ referenced chunks, so selective rewriting is
designed to identify internal fragmented chunks and selective⁃
ly rewrite identified fragmentation. Selective rewriting scheme
includes two data structures: fragmentation identification and
selectively rewriting self⁃referenced chunks.

Specifically, fragmentation identification first creates a fixed⁃
size buffer to simulate a restore cache, about 256 MB for exper⁃
iments. In the buffer, the scheme of selective rewriting identi⁃
fies self ⁃ referenced chunks by checking all the duplicate
chunks whether the container ID of the chunks is larger than
the total number of the containers stored in the last backup. If

so, the chunk is self⁃referenced, and then fragmentation identi⁃
fication will match the container ID of the chunk with that in
the buffer. Finding the identical container’s ID means that
this self ⁃ referenced chunk will not have an impact on the re⁃
store performance. Otherwise, the self ⁃ referenced chunk is
fragmented and needs to be rewritten to the disk. However,
considering the storage overheads and deduplication efficien⁃
cy, the data structure of selectively rewriting self ⁃ referenced
chunks is used for limiting the number of self ⁃ referenced
chunks rewritten according to the container’s utilization.
Thus, the container’s ID of this self⁃referenced chunk is sent
to SRSC and is determined whether its chunk needs to be writ⁃
ten.

We first define a container’s utilization threshold as 50%.
Next, SRSC computes the utilization of the container that iden⁃
tified fragmentation belongs to. If the container’s utilization is
smaller than 50%, this self⁃referenced chunk will be rewritten
to the container. Hence, the scheme of selective rewriting not
only identifies fragmented chunks by stimulating a restore
cache to check if the container ID of the self⁃referenced chunk
can be hold, but also writes a part of the backup stream by us⁃
ing a container’s utilization threshold. The work flow of SRSC
is shown in AlgorithmAlgorithm 11.
AlgorithmAlgorithm 11. SRSC Algorithm
1: Initialize a buffer S and define the total number of

container N;
2: whilewhile the backup is not completed do
3: ifif the container ID of the chunks is larger than N then
4: the chunk is a self⁃referenced chunk
5: ifif container ID that the self⁃referenced chunk

locates is in S thenthen
6: Compute the container’s utilization Cuti.
7: ifif Cuti < 50% then
8: the self⁃referenced chunk will be rewritten to

the container.
9: end ifend if
10: elseelse
11: Insert the container ID to S.
12: end ifend if
13: end ifend if
14: end whileend while

5 Performance Evaluation

5.1 Experiment Setup
(1) Platform
We implement the SRSC algorithm on an opensource dedu⁃

plication system called Destor [12], which is running on the
Ubuntu12.04.2 operating system. The operating system is con⁃▲Figure 3. Modules and main data structure of SRSC.
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figured as follows: a 16 GB RAM, a quad core Intel i7 ⁃4770
processor at 3.4 GHz. We evaluate SRSC in terms of deduplica⁃
tion ratio and restore performance. Since our paper aims to im⁃
prove the restore performance of HAR by reducing internal
fragmentation, HAR is the baseline of our evaluation, and
HAR and SRSC are compared.

(2) Datasets
WEBS, VMDK and FSLHomes datasets are used for evalua⁃

tions (Table 1). Specifically, the WEBS dataset is from the
backups of the Sina web with using a tool“wget”to grasp ev⁃
ery day. VMDK is a set of virtual machines, including 30 ver⁃
sions. Each backup is 20 GB on average and has 20% self⁃ref⁃
erenced chunks. The total size of the datasets is about 369 GB.
FSLHomes is an open source of traces and snapshots that are
collected by file systems and the storage lab and its collabora⁃
tors, which can be downloaded from the website http://tracer.
filesystems.org [13].

(3) Configuration
The backup system divides each dataset into variable ⁃ size

chunks by using the Rabin chunking algorithm and computes
the fingerprints of each chunk with the MD5 hash algorithm.
The fingerprint index is stored in memory by default. And the
restore cache prefetches and evicts the containers with optimal
replacement algorithm [11]. We use the deduplication ratio to
evaluate the deduplication efficiency and the speed factor to
evaluate the restore performance of SRSC.
5.2 Experimental Results and Analysis

5.2.1 Deduplication Ratio
In this evaluation, we use the deduplication ratio as a metric

to evaluate the deduplication efficiency. Deduplication ratio is
defined as the ratio of the size of duplicate chunks and a file
size. Fig. 4 show the deduplication ratio of HAR and SRSC
based on the three datasets. In general, the deduplication ra⁃
tios of SRSC are lower than HAR. This is because HAR ad⁃
dresses the inter⁃version fragmented chunks, and thus rewrite
fragmented chunks of the last backup. However, compared
with HAR, our SRSC scheme rewrites not only inter ⁃ version
fragmented chunks of the last backup, but also writes a part of
self ⁃ referenced chunks for addressing the new fragmented
chunks caused by selfreferenced chunks in a backup stream.
Meanwhile, rewriting fragmented chunks suggests that less du⁃
plicate chunks lead to the reduction of the deduplication ratio.

Specifically, for the WEBS dataset, the deduplication ratio
of HAR is 73% on average. The deduplication ratio of SRSC is

69% on average, 4% lower than HAR. For the VMDK dataset,
the deduplication ratio of HAR is 92% on average. And the de⁃
duplication ratio of SRSC is 88% on average, 4% lower than
HAR. Similarly, the deduplication ratio of SRSC is 3% lower
than HAR for the FSLHomes dataset. Although SRSC’s dedu⁃
plication ratio is a little lower than HAR regardless of the data⁃
set’s type, it is reasonable and acceptable.
5.2.2 Restore Performance

We use the speed factor [11] as a metric to evaluate the re⁃

HAR: History Aware Rewriting Algorithm SRSC: Selectively Rewriting Self⁃Referenced Chunks

▼Table 1. Characteristics of three datasets

Dataset name
WEBS
VMDK

FSLHomes

Total size (GB)
105
550
860

Version number
35
30
20

Deduplication ratio
73%
92%
91%

▲Figure 4. The comparisons between SRSC and HAR in terms of
deduplication ratio based on the three datasets.
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store performance. Speed factor represents 1/mean containers
read per MB of restored data. Fig. 5 shows the restore perfor⁃
mance between HAR and SRSC based on the three different
datasets, which are widely used in the deduplicationbased
backup systems [11]. In the figure, SRSC achieves better re⁃
store performance than HAR in three data sets. For the WEBS
dataset, SRSC outperforms HAR by 40%. For the VMDK data⁃
set, SRSC achieves better restore performance by 48%. For the
FSLHomes dataset, SRSC outperforms HAR by 27%. This is
because SRSC not only addresses the inter⁃version fragmenta⁃

tion but also deals with the internal fragmentation. Fragmented
chunks are eliminated, which means that the utilization of
each container increases. In addition, it also suggests that self⁃
referenced chunks have a negative impact on the restore perfor⁃
mance. In general, SRSC achieves higher restore performance
than HAR.
Fig. 6 shows the restore performance between HAR and

SRSC under different cache sizes. In WEBS, SRSC significant⁃
ly improves the restore performance than HAR. Because both
inter⁃version fragmentation and internal fragmentation can de⁃

▲Figure 5. The comparisons between SRSC and HAR in terms of
restore performance. The cache is 256􀆼, 128􀆼, and 256􀆼container􀆼
sized in WEBS, VMDK and FSLHomes respectively.

HAR: History Aware Rewriting Algorithm SRSC: Selectively Rewriting Self⁃Referenced Chunks

a) WEBS

b) VMDK

c) FSLHomes

▲Figure 6. The comparisons between SRSC and HAR in terms of
restore performance under different cache sizes.

HAR: History Aware Rewriting Algorithm SRSC: Selectively Rewriting Self⁃Referenced Chunks
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grade the restore performance, SRSC reduces both types of
fragmentation.

Note that, with the increase of the cache size, the restore per⁃
formance becomes higher. This is because a large cache can
hold more containers for reducing the number of the containers
evicted by the cache replacement algorithm. Moreover, we ob⁃
serve that the restore performance increases more slowly when
the speed factor reaches a certain value. This is because the
cache size of 1 024 MB can restore a backup stream of WEBS.
That is to say, the cache size bigger than 1 024 MB is enough
to hold a whole dataset, and thus the speed factor becomes
slowly.
5.3 Simulated Buffer Size

In this paper, the simulated buffer size is important for the
fragmentation identification. This is because a large buffer (e.
g., 1 GB size) can hold more containers than a small one at the
expense of more memory overheads. However, a small buffer (e.
g., 8 MB) identifies more self⁃referenced chunks as fragmented
chunks than a large one. These fragmented chunks will be re⁃
written, which reduces the deduplication ratio. Thus, SRSC us⁃
es a 256 MB buffer, which is reasonable. We find from Fig. 6
that the restore performance keeps relatively stable when the
cache size reaches up to 256 MB. Even though the cache size
continues to increase, the restore performance improves sightly
about 1%-2%. In addition, as shown in Fig. 4, the deduplica⁃
tion ratio does not drop much with using a 256 MB buffer.
Based on the observation, a large cache size (more than 256
MB size) is not necessary. Thus, the 256 MB buffer is suffi⁃
cient for simulating a restore cache.

6 Related Work

6.1 Data Deduplication
Deduplication is an indispensable component for the back⁃

up systems to achieve the goal of saving storage space [15]-
[17]. Recent studies for deduplication technology mainly focus
on the problem of fast content⁃defined chunking and large fin⁃
gerprint indexing. To improve the speed of chunking, some so⁃
lutions [18]- [21] have been proposed to find an appropriate
cut point to achieve a low computation overhead and high
chunking throughput for accelerating the process of chunking.
To address the large fingerprint indexing, Extreme Binning
[22], Silo [23], and Sparse Index [2] exploit the locality of files,
the similarity of files, or combines the locality and similarity of
the files to improve the performance of fingerprint indexing.
Different from above studies, our SRSC algorithm mainly focus⁃
es on addressing the fragmentation problem for improving the
restore performance.
6.2 Restore

The fragmentation problem caused by in⁃line deduplication

has a negative impact on the restore performance. Rewriting al⁃
gorithms such as context ⁃ based rewriting (CBR), capping
(CAP), and HAR are proposed to address the fragmentation
problem in the deduplication⁃based backup systems.

CBR [23] uses a sliding window to buffer a small part of the
backup stream for identifying fragmented chunks. For each of
backup streams, CBR defines the rewrite utility, which is the
quotient of the size of chunks that are in the disk not in the
backup stream and the total size of the disk, to decide whether
it is fragmented. If the rewrite utility of the chunk exceeds the
rewrite utility threshold (e.g., 0.5), the chunk is the fragmenta⁃
tion. CAP [24] directly divides the backup stream into fixed ⁃
size segments (e.g., 20 MB). In each limited segment, CAP
counts the number of referenced containers (N) to recognize
fragmented chunks. Assume that N is higher than the thresh⁃
old value T, the chunks in the containers that hold the least ref⁃
erenced number are regarded as fragmented chunks. HAR [11]
is based on the observation that fragmented chunks in the cur⁃
rent backup remain fragmented in the subsequent backup.
Hence, HAR rewrites the fragmented chunks identified in the
last backup, records fragmentation information of the current
backup and rewrites them in the next backup.

Rewriting algorithms improve the restore performance with
the sacrifice of the deduplication ratio. Some studies take ad⁃
vantage of such characteristic that the read sequence during
the restore is identical to the write sequence during the backup
to leverage future knowledge for improving the restore perfor⁃
mance. The forward assembly area (FAA) [24] maintains an as⁃
sembly buffer to be filled out the chunks based on the informa⁃
tion of a recipe, and thus ensures that the container is read on⁃
ly once in a small space. Limited Forward Knowledge (LFK)
uses a backup recipe to improve the restore performance. Park
et al. [25] propose a new cache design to evict the container
that has the smallest future access by using a lookahead win⁃
dow and maintain a small log to hold evicted containers in or⁃
der to maximize the cache hit.

In addition to above algorithms, some other schemes are pro⁃
posed to improve the restore performance. iDeDup [26] ex⁃
ploits spatial locality to selectively eliminate sequential blocks
and reduce fragmentation for primary storage systems. RevDed⁃
up [27] puts forward a mixed inline and offline deduplication
scheme in order to keep the layout of the most up⁃todate back⁃
up as sequential as possible. Mao et al. [28] propose to main⁃
tain the chunks with a high reference count on solid state disks
(SSDs) of the cloud server to improve the restore performance.
CABdedup [29] improves the restore performance by identify⁃
ing and removing unmodified data transmissions from succes⁃
sive versions of the backup datasets between the client and the
cloud.

7 Conclusions
In this paper, we propose SRSC, a scheme that simulates a

SRSC: Improving Restore Performance for Deduplication􀆼Based Storage Systems

ZUO Chunxue, WANG Fang, TANG Xiaolan, ZHANG Yucheng, and FENG Dan

65

Research Paper

ZTE COMMUNICATIONS
June 2019 Vol. 17 No. 2

69



D:\EMAG\2019-05-66/VOL16\CONTETN.VFT——2PPS/P

restore cache to identify whether self ⁃ referenced chunks are
fragmented and then selectively rewrite them. SRSC not only
eliminates internal fragmentation that HAR cannot address,
but also further improves the restore performance. Experimen⁃
tal results based on two datasets demonstrate that SRSC im⁃
prove the restore performance by 45% at an acceptable cost in
deduplication ratio.
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