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Special Topic

hile cellular networks have continuously evolved in recent
years, the industry has clearly seen unprecedented challenges
to meet the exponentially growing expectations in the near fu⁃
ture. The 5G system is facing grand challenges such as the ever⁃

increasing traffic volumes and remarkably diversified services connecting hu⁃
mans and machines alike. As a result, the future network has to deliver massive⁃
ly increased capacity, greater flexibility, incorporated computing capability,
support of significantly extended battery lifetime, and accommodation of vary⁃
ing payloads with fast setup and low latency, etc. In particular, as 5G requires
more spectrum resource, higher frequency bands are desirable. Nowadays, milli⁃
meter wave has been widely accepted as one of the main communication bands
for 5G. As a result, envisioned 5G research and development are inclined to be
heterogeneous, with possibly ultra dense network layouts due to their capability
to support high speed connections, flexibility of resource management, and inte⁃
gration of distinct access technologies. In such a heterogeneous 5G structure, a
large number of communication scenarios should be fully supported, including
special ones involving high mobility (such as vehicular and high speed train
communications and networks).

Towards the heterogeneous 5G, the first and foremost hurdle lies in the chan⁃
nel measurement and modeling in the broad and diversified 5G scenarios. This
special issue is dedicated to providing a platform to share and present the latest
views and developments on 5G channel measurement and modeling issues.

This special issue includes five technical contributions from leading research⁃
ers in channel measurements and modeling. The first paper entitled“An Over⁃
view of Non ⁃ Stationary Property for Massive MIMO Channel Modeling”by
ZHANG, CHEN, and TANG presents an overview of methods of modeling non⁃
stationary properties on both the array and time axes, which are mainly divided
into two major categories: birth⁃death (BD) process and cluster visibility region
(VR) method. The main concepts and theories are described, together with use⁃
ful implementation guidelines. In conclusion, a comparison between these two
methods is made. The second paper is entitled“Measurement ⁃Based Channel
Characterization for 5G Wireless Communications on Campus Scenario”by
YANG, HE, AI, XIONG, DONG, LI, WANG, FAN, and QIN. It investigates the
radio channels of 5G communications below 6 GHz according to the require⁃
ments and scenarios of 5G communications. Channel measurements were con⁃
ducted on campus of Beijing Jiaotong University, China at two key optional fre⁃
quency bands below 6 GHz. By using the measured data, the key channel pa⁃
rameters at 460 MHz and 3.5 GHz are analyzed, such as power delay profile,
path loss exponent, shadow fading, and delay spread. The results are helpful for
the 5G communication system design. The third paper, co⁃authored by ZHANG,
WANG, WU, and ZHANG, is entitled“A Survey of Massive MIMO Channel
Measurements and Models”. In this paper, the channel measurements and mod⁃
els of massive MIMO in recent years are summarized globally. Besides, their
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work on related 256 antenna elements with 200 MHz band⁃
width at 3.5 GHz, the verification of rationality of measure⁃
ment method, and the spatial evolution of clusters in mobile
scenario are provided. The next paper, co⁃authored by WANG,
GENG, ZHAO, HONG, and Haneda, is entitled“Feasibility
Study of 60 GHz UWB System for Gigabit M2M Communica⁃
tions”. In this paper, the feasibility and performance of mm⁃
wave 60 GHz ultra⁃wide band (UWB) systems for gigabit ma⁃
chine⁃ to⁃ machine (M2M) communications are analyzed. Spe⁃
cifically, based on specifications and channel measurements
and models for both line ⁃of ⁃ sight LOS and non⁃LOS (NLOS)
scenarios, 60 GHz propagation mechanisms are summarized
and 60 GHz UWB link budget and performance are analyzed.
The goal of this work is to provide useful information for stan⁃
dardizations and design of 60 GHz UWB systems. The last (but
not least) paper“Measurement⁃Based Spatial⁃Consistent Chan⁃

nel Modeling Involving Clusters of Scatterers”is co ⁃authored
by YIN, ZHANG, WANG, and CHENG. In this paper, the con⁃
ventional method of establishing spatial channel models (SC⁃
Ms) based on measurements is extended by including clusters⁃
of ⁃ scatterers (CoSs) that exist along propagation paths. Chan⁃
nel models resulted by utilizing this new method are applica⁃
ble for generating channel realizations of reasonable spatial
consistency which is required for designing techniques and
systems of the 5G wireless communications.

We would like to thank all the authors for choosing this spe⁃
cial issue to publish their new research results and all the re⁃
viewers for their meticulous review comments and suggestions
that help to improve the technical quality and presentation of
this special issue. We hope that our readers will enjoy reading
the articles and find this special issue helpful to their own re⁃
search work.
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tions face the problem of large latency, especially when sev⁃
eral smart devices are getting involved. Therefore, cloud
computing is unable to meet the requirements of low latency,
location awareness, and mobility support.
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trusted and dependable solution through the Fog Computing
to put the services and resources of the cloud closer to users,
which facilitates the leveraging of available services and re⁃
sources in the edge networks. Fog Computing is a scenario
where a huge number of heterogeneous ubiquitous and de⁃
centralized devices communicate and potentially cooperate
among them and with the network to perform storage and pro⁃
cessing tasks without the intervention of third⁃parties.

Dew Computing is an on ⁃ premises computer software ⁃
hardware organization paradigm in the cloud computing envi⁃
ronment where the on⁃premises computer provides function⁃
ality that is independent of cloud services and is also collab⁃
orative with cloud services. The goal of Dew Computing is to
fully realize the potentials of on ⁃ premises computers and
cloud services.

The definition and features of Cloud Computing, Fog Com⁃

puting, and Dew Computing, the relationships among them,
and their applications are still under heated discussion and
are the focus of this special Issue.

This special issue intends to gather the preeminent minds
of the field to discuss and envision the future development of
cloud⁃related technologies, which would be of interest for re⁃
searchers, entrepreneurs, and customers. This special issue
seeks original, high quality and unpublished research contri⁃
butions as well as implementation experiences from research⁃
ers in the related areas.
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Abstract

Massive multiple⁃input multiple⁃output (MIMO) emerges as one of the most promising technologies for 5G mobile communication
systems. Compared to the conventional MIMO channel models, channel researches and measurements show that significant non⁃
stationary properties rise in massive MIMO channels. Therefore, an accurate channel model is indispensable for the sake of mas⁃
sive MIMO system design and performance evaluation. This article presents an overview of methods of modeling non⁃stationary
properties on both the array and time axes, which are mainly divided into two major categories: birth⁃death (BD) process and clus⁃
ter visibility region (VR) method. The main concepts and theories are described, together with useful implementation guidelines.
In conclusion, a comparison between these two methods is made.
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1 Introduction
assive multiple⁃input multiple⁃output (MIMO)
systems, which are equipped with tens or even
hundreds of antennas, have been proposed to
meet the increasing traffic demand of the fu⁃

ture wireless communication systems. Compared to convention⁃
al MIMO systems, massive MIMO systems are able to substan⁃
tially improve capacity, link reliability, energy efficiency and
spectral efficiency [1]- [4]. For the sake of MIMO system de⁃
sign and performance evaluation, it is indispensable to develop
accurate and efficient small⁃scale fading channel models. Gen⁃
erally, there are three generic approaches for conventional MI⁃
MO channel modeling, namely the stochastic model, determin⁃
istic ⁃based model and geometry⁃based stochastic model (GB⁃
SM). The GBSM has been widely used as an efficient method
to simulate the wireless propagation channels, because it gen⁃
erates the location of scatterers according to a certain probabil⁃
ity distribution rather than specific channel environment. So
far, many standardized GBSMs are proposed [5]-[7]. However,
according to the channel measurements [8], [9], new character⁃
istics of the massive systems make the conventional MIMO
channel models not be effective to be applied in massive MI⁃

MO channels directly.
Non ⁃ stationary property is one of the new characteristics

that makes massive MIMO channels different from convention⁃
al ones. Non ⁃ stationary property generally includes two as⁃
pects: angle of arrival (AOA) shifts at the receiver side and dy⁃
namic properties of clusters on both the array and time axes.
AOA shifts can be described completely through spherical
wave ⁃ front assumption according to geometrical relationships
among transmitter, receiver and clusters [10]. This article does
not focus on this aspect. Dynamic properties of clusters on
both the array and time axes generally refer to the facts that
each antenna at different physical location has different cluster
sets and the location of cluster is changing over time. This
property is mainly described through birth⁃death (BD) process
and cluster visibility region (VR) method.

The BD process was first investigated to model the non⁃sta⁃
tionary properties of clusters on the time axis only [11]- [14].
After this property was observed on the large antenna array [8],
[9], i.e., appearance and disappearance of clusters can occur
on the array axis, the BD process was extended to the antenna
array [15]-[17]. The authors in [15] proposed a 2D ellipse mod⁃
el that describes wide⁃band massive MIMO channels by many
con ⁃ focal ellipses. Similarly, a 2D multi ⁃ ring channel model
with the same center for massive MIMO was proposed in [16].
For both of them, the geometrical relationships related to the
delays of multi⁃path components (MPCs) are assumed to mimic
the distribution of clusters. In [17], a 3D twin ⁃ cluster model

M
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was proposed, where a cluster was divided into two representa⁃
tions of itself (one at the transmitter and the other at the receiv⁃
er). Then the complicated scattering environment was abstract⁃
ed by a virtual link between the two representations of this
cluster. Although the descriptions of geometrical relationships
are different in these modeling approaches, the methods of
modeling non⁃stationary properties of clusters on both the ar⁃
ray and time axes are all based on the BD process.

The cluster VR method models the non⁃stationary properties
of clusters from the cluster perspective. VR is typically as⁃
signed to the cluster in such a way that when an terminal en⁃
ters a VR, the cluster assigned to this VR is active (contributes
to the impulse response). The cluster VR method was investi⁃
gated on the time axis at first [18], and after the non⁃stationary
properties of clusters on the large antenna array in massive MI⁃
MO was observed, it was extended [19]-[21]. In [19], a 3D two⁃
cylinder regular ⁃ shaped GBSM for non ⁃ isotropic scattering
massive MIMO channels was proposed. Non⁃stationary proper⁃
ties of clusters on the array axis were described by using a vir⁃
tual sphere. In [20] and [21], the concept of VR in COST 2100
channel model was extended. In [20], the cluster VR was divid⁃
ed into two categories: the observed VR and the true VR. The
cumulative distribution function (CDF) of the observed VR
size could be written as a function of the probability density
function (PDF) of the true VR size. On the other hand, the dis⁃
tribution of the true VR lengths could be obtained based on
measurements. In [21], cluster VR on the array axis was char⁃
acterized by the partially visible clusters and wholly visible
clusters. Therefore, when using the cluster VR method to de⁃
scribe non ⁃ stationary properties of clusters, the definition of
VR is most important.

This article aims to give a concise overview of methods of
modeling non⁃stationary properties of clusters for massive MI⁃
MO, which mainly include two categories: BD process and
cluster VR method. For the BD process, because of uniform
modeling approach, a main flow chart that describes non⁃sta⁃
tionary properties of clusters on both the array and time axes is
given. For the cluster VR method, some typical representatives
of defining VR in different modeling approach are reviewed. A
brief comparison of these two different methods is also given.

2 Birth⁃Death Process
The BD process is widely investigated to describe non⁃sta⁃

tionary properties of clusters on both the array and time axes in
massive MIMO channel model. In this process, cluster evolu⁃
tion along array and time axes are calculated separately. The
main flow of BD process is presented below.

Let Ntotal be the total number of clusters that are observable
to at least one transmit antenna and one receive antenna. The
value of Ntotal can be expressed as

Ntotal = card(∪
l = 1

MT ∪
k = 1

MR (CT
l (t)⋂CR

k (t))) , (1)

where the operator card ( )∙ denotes the cardinality of a set, MT

and MR denote the number of antenna elements at the trans⁃
mitter and receiver, respectively, and CT

l (t)(CR
k (t)) denotes the

cluster set in which clusters are observable to the l ⁃ th trans⁃
mit antenna (the k ⁃ th receive antenna ) at time instant t .
Then, a cluster is observable to the l ⁃ th transmit antenna and
the k ⁃ th receive antenna if and only if this cluster is in the
set {CT

l (t)⋂CR
k (t)} . Cluster evolution on both the array and

time axes determine cluster sets in CT
l (t) and CR

k (t) .Cluster evolution on the array axis is operated first. We as⁃sume the initial number of clusters N and the initial cluster
sets of the 1 ⁃ st transmit and receive antenna CT

1 ={cTx :x =1,2,...,N} and CR
1 ={cRx :x = 1,2,...,N} at the initial time instant

t are given, where cTx and cRx are two representations of Clus⁃
terx, the subscript x represents the x ⁃ th cluster in cluster
sets. Then, these clusters in cluster sets CT

1 and CR
1 evolve ac⁃

cording to BD process on the array axis to recursively generate
the cluster sets of the rest of antennas at the transmitter and re⁃
ceiver at the initial time instant t , which can be expressed as
CT

l - 1(t)→E CT
l (t) (l = 2,3,...,MT)

CR
k - 1(t)→E CR

k (t) (k = 2,3,...,MR)
, (2)

where the operator →E denotes cluster evolution on either the
antenna array or time axes. The survival probabilities of the
clusters inside the cluster sets on the array axis at the transmit⁃
ter PT

survival and at the receiver PR
survival can be calculated as

PT
survival = e

-λR

δT
Da

c

PR
survival = e

-λR

δR
Da

c

, (3)

where Da
c is the scenario⁃dependent correlation factor on the

array axis, λG (per meter) and λR (per meter) denote the clus⁃ter generation rate and the recombination rate respectively,
and δT and δR are antenna spacing of transmit and antennaarray respectively. According to the BD process, the average
number of newly generated clusters NT

new and NR
new on the ar⁃

ray axis can be calculated as
E[NT

new] = λG

λR

(1 - e-
δT
Da

c )

E[NR
new] = λG

λR

(1 - e-
δR
Da

c )
, (4)

where E[∙] denotes the expectation. Based on the BD process,
clusters evolve gradually on the antenna array. To put it anoth⁃
er way, some initial clusters may disappear for certain anten⁃
nas, and some new clusters may appear. An example of cluster
evolution on the receive antenna array is shown in Fig. 1 [15].
It can be seen that these clusters evolve gradually from twenty
clusters that are observable to the first antenna element origi⁃
nally. Four clusters of original twenty clusters disappear, name⁃
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ly cluster10, cluster14, cluster15 and cluster20. Meanwhile, five
new clusters appear. As a result, different antenna elements
may observe different cluster sets, like receive antennas CR

4and CR
31 .At the next time instant t = tm + 1 , cluster evolution on the

time axis is operated as
CT

l (tm)→E CT
l (tm + 1)

CR
k (tm)→E CR

k (tm + 1)
. (5)

According to [22], to reproduce the evolution on the time ax⁃
is, the channel fluctuation, which stands for a measure of varia⁃
tion of scattering environment in time domain, should be de⁃
fined as qm + 1 at t = tm + 1 . qm + 1 consists of two parts, namely
the fluctuation caused by the movement of receiver and the
fluctuation movement of clusters. Given the scenario ⁃ depen⁃
dent correlation factor Ds

c , each cluster survives with probabil⁃
ity Psurvival and mean number of newly generated clusters
E[Nnew(tm + 1)] can be presented as

Psurvival(qm + 1) = e
- λRqm + 1

Ds
c , (6)

E[Nnew(tm + 1)] = λG

λR

(1 - e-
λRqm + 1
Da

c ) . (7)

After cluster evolution on the time axis, as (5)-(7) show, all
clusters can be categorized as survived clusters or newly gener⁃
ated clusters. For the survived cluster, channel parameters
should be updated from tm to tm + 1 according to the geometri⁃
cal relationships. For the newly generated cluster, it is first at⁃
tached to one transmit antenna element randomly, and then
evolves along transmit antenna array to determine whether it
can be observed based on the survival probabilities PT

survival on
the array axis. The same judge process applies to the receive
antenna array too. Finally, the cluster is added to antenna clus⁃
ter sets if and only if it survives at both the transmitter and re⁃

ceiver side. The main flow of cluster evolution on both array
and time axes based on the BD process is given in Fig. 2.

3 Cluster Visibility Region Method
The cluster VR method describes non⁃stationary properties

of clusters on both the array and time axes from the cluster per⁃
spective. In the exsiting channel models, different definitions
of VR determine the methods of modeling cluster evolution.
Therefore, the descriptions of VR in some representative chan⁃
nel models are reviewed separately.
3.1 COST 2100 Channel Model

In the COST2100 channel model, the cluster VR method is
used to describe cluster evolution on the time axis. Specifical⁃
ly, clusters are divided into three categories: local clusters, sin⁃
gle⁃bounce clusters and multiple⁃bounce clusters. VR confines
the cluster activity within a limited geographical area. A clus⁃
ter is depicted as an ellipsoid as viewed from mobile stations
(MS) and from base stations (BS), and the size of the circle
around the MS represents the visibility level of the cluster to
the BS ⁃ MS channel, as illustrated in Fig. 3. After the MS
moves into the VR, it receives signals scattered by the related
cluster. As it moves towards the VR center, the cluster smooth⁃
ly increases its visibility. The visibility is accounted mathemat⁃
ically by a VR gain, which grows form 0 to 1 upon entrance of
the VR. By employing the VR size and the VR gain, cluster
evolution at the receiver side can be described in the
COST2100 channel model. Eventually, the channel impulse re⁃
sponse (CIR) is obtained by the superposition of the MPCs
from all active clusters determined by the position of the termi⁃

▲Figure 1. An example of cluster evolution on the receive antenna
array [15].

BD: birth⁃death

▲Figure 2. The main flowchart of cluster evolution on both the array
and time axes.
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nal. Additionally, parameterization and validation of the
COST2100 channel model are given in [23] and [24] based on
measurements.
3.2 3D TwoCylinder Channel Model

The 3D two⁃cylinder channel model extends the concept of
VR to the antenna array. All the scatterers are distributed on
the surface of a cylinder as equivalent, and each antenna has
its own visible area of scatterers by using a virtual sphere,
where the radius is r and the center is the antenna element it⁃
self. In this case, scatterers on the surface of the cylinder can
be seen by an antenna element only if the distance between
them is less than r , as shown in Fig. 4. The radius r of the vir⁃
tual sphere can be calculated according to the distance be⁃
tween two antenna elements and the correlation of their chan⁃
nel impulse responses. Furthermore, channel impulse respons⁃
es are affected by the distribution of scatterers. If the distance
is λ 2 , correlation coefficient is 0.9, and scatterers are uni⁃
formly distributed on the surface of the cylinder, whose radius
is R , the r can be expressed in terms of R as
r <R × 2.7856 . (8)

3.3 Channel Model Based on Extended Concepts of VR
The channel models proposed in [20] and [21] extend the

concept of VR in COST2100 channel model to the antenna ar⁃
ray. We take the extension in [20] as an example. In [20], VR
size and visibility gain are discussed based on measurements.
As shown in Fig. 5, the VR size of some clusters is entirely in⁃
side the array, while that of other clusters overlaps one or both
ends of the antenna array. For the former case, the observed
size of VR on the antenna array is the cluster’s true VR size,
while for the latter case, the true VR size may be much larger
than what is observed on the antenna array.

As a result, VR size should be described in two stages.
First, the relationship between the observed VR size and the
true VR size is determined, as illustrated in Fig. 6. The CDF

of the observed VR size KΔ(y) can be written as a function of
PDF of the true VR size fα(ν) , and it can be expressed as

where L is the length of the array, and Δ0 is the smallest ob⁃
servation of the VR size on the array due to measurement data
processing. Second, the particular distribution of the true VR

BS: base station MPC: multi⁃path component MS: mobile station VR: visibility region

▲Figure 3. VR concept.

Figure 4.▶
VR of the antenna array.

KΔ(y) = ìí
î
K '

Δ(y), y≤ L
1, y > L ,

K '
Δ(y) = ∫Δ0

y
fα(ν)dν + 2y∫y∞ 1

L + ν fα(ν)dν - 2Δ0∫Δ0

∞ 1
L + ν fα(ν)dν,

(9)
(10)

MPC: multi⁃path component

VR: visibility region

Figure 5.▶
Extension of the concept

of VR to the antenna
array.

▲Figure 6. Relationship between a cluster’s true VR size and observed
VR size on the array Δ , depending on the array center position Xc .
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size is calculated through the maximum likelihood estimate
(MLE) approach based on the measurements. Finally, the VR
size can be calculated.

4 Conclusions
In this article, we review methods of modeling non⁃station⁃

ary properties of clusters on both the array and time axes,
namely BD process and cluster VR method. The main flow of
BD process is given, and different definitions of VR in some
representative channel models are reviewed. Based on mathe⁃
matical derivation, the theory of BD process is more mature
and complete, and its accuracy has been proved by lots of re⁃
searches. However, it is too complex and lacks of intuitive geo⁃
metric characteristics between clusters and the antenna array.
On the other hand, the cluster VR method pays more attention
to geometrical distribution of clusters, which makes it more nat⁃
ural to be integrated into the channel model based on stochas⁃
tic geometry. However, further study is necessary to obtain the
complete information of VR. From our point of view, a better
scheme of modeling cluster evolution is to combine these two
methods together. This scheme can reduce the complexity of
modeling, and also reflect the geometrical characteristics of
the channel.
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1 Introduction
n the last decade, public networks have been evolv⁃
ing from voice⁃centric second⁃generation systems, e.
g., Global System for Mobile Communications (GSM)
with limited capabilities, to fourth ⁃ generation (4G)

broadband systems that offer higher data rates, e.g., long⁃term
evolution (LTE) [1]. In recent years, with the rapid develop⁃
ment of data services, the fifth generation (5G) communication
has attracted high attention both from research institutions and
industrial enterprises. According to the IMT-2020 [2], in some
key competencies, 5G needs to support 0.1-1 Gb/s rate, 106
devices/km2 connection density, and below 1 ms end⁃to⁃end la⁃
tency [3].

ITU has suggested a bandwidth for 5G communication sys⁃
tems up to 1490- 1810 MHz. The bandwidth of the current

plan, however, is only 687 MHZ, which is obviously insuffi⁃
cient. Facing the shortage of spectrum resources shortage, we
can use a higher frequency band, or consider other frequency
bands below 6 GHz to use the spectrum more efficiently. Since
the low frequency band supports a larger propagation distance,
it can effectively reduce the number of base stations and de⁃
crease the transmission power to save energy.

In the World Radio Communication Conference (WRC) in
2015, eight new frequency bands for International Mobile Tele⁃
communication (IMT) was added in the proposal AI1.1, which
are all below 6 GHz, including 470- 698 MHz, 1427- 1518
MHz, 3300-3400 MHz, 3400-3600 MHz, 3600-3700 MHz,
4800-4990 MHz, etc. At the same time, China also introduced
candidate frequency bands to the international standard organi⁃
zations, and mostly of them are below 6 GHz, e.g., 3.3- 3.6
GHz, 4.4-4.5 GHz and 4.8-4.99 GHz.

If we want to use below 6 GHz frequency bands in 5G com⁃
munication systems, there are mainly two methods. One is to
reuse the existing spectrums, and the other one is to use the
new spectrums suggested in WRC 2015. The existing spec⁃
trums that can be reused include 800 MHz, 900 MHz, 1.8 GHz
and 2.1 GHz. Among the new spectrums, the 3400-3600 MHz
band has been considered as the 5G test frequency band, and
it is also expected to be the first frequency band for 5G commu⁃
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nications in China.
We have done related measurements and

achieved some results on campus scenarios at
3.5 GHz [4]. In this paper, we carry out more
measurements and analyses, and some rich and
more meaningful results are obtained. We also
present a channel measurement campaign for
campus scenarios performed at two frequency
bands (i.e., 460 MHz and 3.5 GHz). Further⁃
more, based on analysis of the measurement da⁃
ta, we present results on key channel parame⁃
ters in terms of power delay profile, path loss
exponent, shadow fading, and delay spread.
The results can be used in the 5G communica⁃
tion system design.

The remainder of the paper is organized as
follows. Section 2 describes the measurement
system and measurement environment. Section
3 presents the measurement results of channel
characterizations. Conclusions are drawn in
Section 4.

2 Measurement Campaign
We describe our measurement campaign in the light of cali⁃

bration, measurement system and measurement environment.
2.1 Calibration

According to [5], the received signal can be described in the
frequency domain as
Y ( )d, f =X( )f HTX( )f H ( )d, f HRX( )f , (1)

where X(f) is the transmitted signal, Y(d, f) is the received sig⁃
nal, H(d, f) is the transfer function of the radio channel, and HTX

(f) and HRX(f) describe the front end effects (e.g., cables, power
amplifiers) of the transmitter and receiver, respectively. In or⁃
der to eliminate the influence of HTX(f) and HRX(f), reference
measurements are necessary. The received reference signals in
reference measurements can be expressed as
Yref ( )f =X( )f HTX( )f Href ( )f HRX( )f . (2)

Then the transfer function of the channel can be described as
H ( )d, f = Y ( )d, f

Yref ( )f
Href ( )f , (3)

where Href (f) is the attenuators used in reference measure⁃
ments. Only the attenuator is used between Tx and Rx when
the back⁃ to ⁃back measurement is assumed in reference mea⁃
surement.
2.2 Measurement System

The measurement system is depicted in Fig. 1. Fig. 1a
shows the measurement system architecture, including the

transmitter, receiver, clock modules, power amplifier and an⁃
tennas. Fig. 1b shows the transmitter and receiver, which are
the core parts of the measurement system. They are based on
National Instruments (NI) software radio equipments. The NI
PXIe ⁃5673E is a wide ⁃bandwidth RF vector signal generator
(VSG), which is used as the transmitter. On the other hand, the
NI PXIe⁃5663E is a RF vector signal analyzer (VSA) with wide
instantaneous bandwidth, which is used as the receiver. The
transmitter and receiver support 85 MHz to 6.6 GHz frequency
bands and more than 50 MHz instantaneous bandwidth, which
meets our measurement requirements. An amplifier (Fig. 1c) is
used to provide the 40 dBm maximum transmitted power. Two
pairs of omnidirectional antennas (460 MHz and 3.5 GHz) are
used in the measurements. Besides, two clock modules locked
with the GPS provide synchronization between the transmitter
and the receiver.
2.3 Measurement Environment

Main measurement parameters are shown in Table 1. The
carrier frequencies are 460 MHz and 3.5 GHz, and the band⁃
width is 30 MHz. Fig. 2 shows the measurement environment
and route. The measurements were conducted on the campus
of Beijing Jiaotong University, China. The transmitter antenna
is placed on the roof of the Siyuan Building with a height of
about 60 m, and the receiver antenna is placed at a trolley with
a height of 1.5 m. In Fig. 2a and Fig. 2b, the red line shows the
line⁃of⁃sight (LOS) scenario and the blue line shows the non⁃
LOS (NLOS) scenario. For the NLOS region, the LOS paths are
mainly blocked by the buildings. Fig. 2b shows the measure⁃
ment route seen from the transmitter location. The receiver’s

▲Figure 1. Our measurement system: (a) System architecture; (b) transmitter and receiver;
(c) the clock module and power amplifier; and (d) measurement setup.
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moving speed is about 1.2 m/s, the length of the whole route is
about 450 m, the nearest distance of the receiver and transmit⁃
ter is 90 m, and their farthest distance (Fig. 2c) is 206 m.

3 Results

3.1 Power Delay Profile
Random and complicated radio ⁃ propagation channels can

be characterized using the impulse⁃response approach [6], [7].
The power delay profile (PDP) describes the power profile at a
certain delay interval [8], and shows how much power the re⁃
ceiver received with a certain delay interval. It has been wide⁃
ly used to describe the distribution of multi ⁃path components
(MPCs) in measured environments. The instantaneous PDP is
denoted as
P( )t, τ = |h(t, τ)|2, (4)

where h(τ) is the measured channel impulse re⁃
sponse at time t with delay τ. In order to get
more accurate analysis results, elimination of
the noise in the received signal is necessary.
We capture part of the received signal to calcu⁃
late the average power of the noise, and then
set the noise threshold by adding 6 dB to the
noise power. Only the signals larger than the
noise threshold are considered to be valid, and
the samples below the threshold are set to 0.
Fig. 3 shows the average PDPs (APDPs) that
were averaged by using a sliding window with
a length corresponding to the receiver traveled
distance of 20 wavelengths.

Fig. 3a shows the APDPs at 460 MHz, while
Fig. 3b shows the APDPs at 3.5 GHz. We can
see that there are clear LOS components and a
few scattering components in most locations.
Because we have the same velocity of trolley
and route for the 460 MHz and 3.5 GHz mea⁃
surements, both of the two APDPs have similar
shapes and change trends. Fig. 4 shows the sig⁃
nal⁃to⁃noise ratio (SNR) calculated from the re⁃

ceived signals through the whole route at 460 MHz (Fig. 4a)
and 3.5 GHz (Fig. 4b). It is obviously that the SNR at 460 MHz
is larger than that at 3.5 GHz with nearly 10 dB. We excluded
the measured data whose SNR is too low in order to get more
accurate results for the analysis of channel parameters.

The two buildings in green circles in Fig. 2b are considered
to be the reflectors which lead to the two multi ⁃ path compo⁃
nents in Fig. 3a. The left building results in the multi ⁃ path
component between 80 s to 170 s, and the right building leads
to another multipath component (between 230 s to 300 s). At
the same time, the multi⁃path components are more blurred at
460 MHz. The reason is the difference of the free⁃space trans⁃
fer loss between two frequency bands. The lower frequency
band (460 MHz) has larger receive power and more scattering
components. In addition, there are some weak power areas in
the middle of graphics (between 170 s to 230 s), they are main⁃
ly caused by the buildings and longer propagation distance in
the measurement run.
3.2 Path Loss

According to [9], path loss (PL) is a measure of the average
RF attenuation to the transmitted signal when it arrives at the
receiver. It is defined by

PL( )dB = 10 log Pt

Pγ

, (5)
where Pt and Pγ are the transmitted and received power, respec⁃

▼Table 1. Main measurement parameters

LOS: line⁃of⁃sight NLOS: non⁃LOS

Frequency
Bandwidth

Maximum transmitted power
Scenario

Height of transmitter antenna
Height of receiver antenna

Receiver speed

460 MHz and 3.5 GHz
30 MHz
40 dBm

Campus, LOS and NLOS
60 m
1.5 m

Low speed (1.2 m/s)

▲Figure 2. The measurement Environment: (a) Top view of the measurement route;
(b) the measurement route seen from the transmitter location; and (c) the farthest
distance between the receiver and transmitter.

▲Figure 3. Power delay profile: (a) APDP at 460MHz and (b) APDP at 3.5GHz. Green rings
show the obvious scattering components.
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tively. A general PL model uses γ to denote the relationship
between the separation distance and the received power. So
the path loss adopted in this paper follows [10] and [11]:
PL( )dB =PL( )d0 + 10γ log( d

d0
) +Xδ, (6)

where γ is the path loss exponent and PL(d0) is the intercept
value of the path loss model at the reference distance d0 [12].
Xδ is a zero⁃mean Gaussian distributed random variable descri⁃
bing the random shadowing [13]. γ = 2 in free space. Howev⁃
er, γ is generally higher for a realistic channel.

In this paper, we use the first path in PDP to determine the
propagation distance between the transmitter and receiver.
Here we should note the error of distance. The bandwidth is 30
MHz, resulting in a delay resolution of 33.33 ns corresponding
to a distance 10 m. Because the true LOS path is located be⁃
tween two samples, there are less than 10⁃meter distance esti⁃
mation error. Then, we transform the measured path loss from
the time index to distance index.
Fig. 5 describes the scatter plot of path loss versus log⁃dis⁃

tance for 460 MHz, together with linear regression fit curve,
and Fig. 6 shows the corresponding results for 3.5 GHz.

Because the amount of measurement data in the NLOS sce⁃
nario is less and the maximum and minimum distance differ⁃
ence is too small to obtain accurate linear regression results,
we only consider the LOS scenario. Based on the measure⁃
ments, the γ and PL(d0) are shown in Table 2. It is found that
γ =4:23 and PL(d0)=-10:5 at 460 MHz, while γ =6:16 and PL
(d0)=-43:5 at 3.5 GHz. According to [14]-[16], γ should be
between 2 to 5 in typical urban environments. A large value of
γ at 3.5 GHz may be caused by the high frequency band and
the difference between campus and urban.
3.3 Shadow Fading

According to [17], after removing the distance ⁃dependence
from the received power, we obtain Xδ , which is the shadow
fading component. Shadow fading in the dB scale can be mod⁃

eled as a zero ⁃mean Gaussian process with a
standard deviation of σ [18]. Fig. 7 shows the
probability density function (PDF) of the mea⁃
sured shadow fading components, together
with the Gaussian distribution fit. We can
found that σ =3.304 dB at 460 MHz and σ =
4.208 dB at 3.5 GHz in the LOS scenario. It is
noted that the model parameters above are lim⁃
ited by our measurement configurations.
3.4 Delay Spread

Root ⁃ mean ⁃ square (RMS) delay spread is
the square root of the second central moment
of a power⁃delay profile and is widely used to
characterize the delay dispersion/frequency se⁃
lectivity of the channel. It is the standard devi⁃
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SNR: signal⁃to⁃noise ratio
▲Figure 4. SNR for the whole route at (a) 460 MHz and (b) 3.5 GHz. Two measurements at
460 MHz and 3.5 GHz have the same path, but the x⁃axis scaling are not identical due to the
slight difference of the movement speeds.

▲Figure 5. Scatter plot of path loss versus log⁃distance for 460 MHz,
together with linear regression fit curve.

LOS: line⁃of⁃sight

▲Figure 6. Scatter plot of path loss versus log⁃distance for 3.5 GHz,
together with linear regression fit curve.

LOS: line⁃of⁃sight
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ation about the mean excess delay [19] and defined as
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where τp represents the delay and APDP(d, τp) describes the
corresponding delay power of the pth path measured at the lo⁃
cation d. The RMS delay spread is a good measure of the mul⁃
tipath spread. It is also used to give an estimate of the maxi⁃
mum data rate for transmission.
Fig. 8 shows the cumulative distribution function (CDF) of

the estimated RMS delay spread for both LOS and NLOS sce⁃
narios. We present RMS delay spread for two scenarios on one
CDF curve, so that we can compare the differences between
two frequency bands for the entire path comprehensively. It is
found that there is a mean value of 84.5 ns at 460 MHz band
and 35.5 ns at 3.5 GHz band. The measurement at 3.5 GHz
has a lower delay spread than at 460 MHz, the reason is the
low frequency band has a lower propagation loss and better

propagation characteristics. Therefore, the low⁃
er frequency band has a higher SNR for the
same measurement route, at the same time,
can capture rich multi ⁃ path components. In
the NLOS scenario, the measured RMS delay
spread at some locations is larger than 200 ns,
which is far higher than the LOS scenario. On
the other hand, in the LOS scenario without ob⁃
vious multi ⁃ path components, the measured
RMS delay spread has its minimum value
(about 20- 40 ns). Because of some obvious
multipath components (highlighted in Fig. 3),
there is a larger measured RMS delay spread
compared with, which is consistent with many
previous measurements.

4 Conclusions
In this paper, measurements ⁃ based channel characteriza⁃

tions are presented for campus scenarios at 460 MHz and 3.5
GHz carrier frequencies, with a bandwidth of 30 MHz. Using
the measured data, we analyze key channel parameters, such
as power delay profile, path loss exponent, shadow fading, and
delay spread. A path loss exponent is found to be 4.23 for 460
MHz and 6.16 for 3.5 GHz in the LOS scenario. RMS delay
spread has a mean value of 84.5 ns for 460 MHz and 35.5 ns
for 3.5 GHz. The results in this paper are helpful for 5G chan⁃
nel modeling, system simulation, and communication system
design.
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LOS: line⁃of⁃sight PDF: probability density function

▼Table 2. γ and PL(d 0)

LOS: line⁃of⁃sight PL: path loss

460 MHz γ in LOS
460 MHz PL(d0) in LOS

3.5 GHz γ in LOS
3.5 GHz PL(d0) in LOS

4.23
⁃10.5
6.16
⁃43.5

▲Figure 7. PDF plot of the measured shadow fading components, together with the Gaussian
distribution fit: (a) 460MHz⁃LOS; (b) 3.5GHz⁃LOS.

▲Figure 8. CDF plot of the estimated RMS delay spread on 460 MHz
and 3500 MHz.

CDF: cumulative distribution function RMS: root⁃mean⁃square
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1 Introduction
obile traffic is predicted to grow more than
1000 times in the next 10 years, and the Inter⁃
national Mobile Telecommunication (IMT) vi⁃
sion towards 2020 and beyond requires future

5G systems to deliver a 10 Gbps peak data rate. Considering
this, more and more work is turning to the massive multiple⁃in⁃
put multiple⁃output (MIMO) technology. Compared to the cur⁃
rent state of the art, massive MIMO system has a large number
of antennas, typically tens or hundreds, and provides better
performance in efficiency, capacity, reliability and more [1]-
[3]. It can improve channel capacity, can reduce latency on the
air interface, and is robust against unintended man⁃made inter⁃
ference and intentional jamming [4], [5]. However, it brings in⁃
creasing complexity of channel modeling.

Therefore, a series of massive MIMO measurement cam⁃
paigns have been performed to evaluate the channel perfor⁃
mance. For example, outdoor channel measurements at 2.6
GHz with a linear virtual array and a cylindrical array of 128⁃
element antennas are reported in [6] that studied the sum⁃rate

capacity, spectrum efficiency, precoding schemes, etc. In [7],
an outdoor static measurement performed in a stadium is ana⁃
lyzed, with a linear 128 ⁃ element antenna virtual array at
1.4725 GHz and the angular power spectrum (APS) in the mas⁃
sive MIMO channel. The modeling of massive MIMO channel
has also been studied. Moreover, spatial non⁃stationary proper⁃
ties should be considered in the model in response to the larg⁃
er antenna array and near field effect. In this paper, massive
MIMO channel measurements and modeling in recent years
are reviewed. Section 2 discusses the recent measurement cam⁃
paigns. The modeling work of massive MIMO is given in Sec⁃
tion 3. Section 4 displays the work of our team, which analyzes
the rationality of virtual measurement and the spatial evolution
of clusters in the mobile scenario of massive MIMO. Finally,
the conclusions are drawn in Section 5.

2 Massive MIMO Channel Measurements
Channel measurements are indispensable in research of

wireless communications. Here a series of massive MIMO mea⁃
surement campaigns in recent two years are listed. Table 1
gives thesetups and investigated channel characteristics of
these measurements.
2.1 Capacity

With the increase of the antenna number, massive MIMO
systems can improve spectral efficiency significantly. In [8],
128Tx ⁃ 16Rx massive MIMO is found to provide up to 434%
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and 478% more capacity over traditional LTE single⁃user MI⁃
MO with 8Tx ⁃ 8Rx configuration in macrocells and picocells,
respectively. However, the benefit of diversity gains from user
equipment (UE) with more antennas falls away as the dimen⁃
sions of the base station (BS) array increase.

In [9], comparing with the 8 x 8 array, the 16 x 4 array im⁃
proves the cell⁃average and cell⁃edge throughputs by 27% and
71% in Urban Macro (UMa) scenario and enhances the cell⁃av⁃
erage and cell⁃edge throughputs by 19% and 43% in Urban Mi⁃
cro (UMi) scenario. When comparing with 8 x 8, the 32 x 2 ar⁃

ray enhances the cell ⁃ average and cell ⁃ edge throughputs by
60% and 112% in UMa and improves the cell⁃average and cell⁃
edge throughputs by 80% and 118% in UMi scenario. In [10],
an effective diversity gain measurement apparatus is proposed
to assess diversity performance of multi⁃antenna systems.
2.2 Eigenvalue Properties and Antenna Array

The measurement in [8] demonstrates that, with the increas⁃
ing height of user equipment, the BS elevation spreads de⁃
crease both in UMa and UMi while the azimuth spreads remain
approximately the same. In [11], the condition number is
shown to be suitable for measuring both the channel orthogo⁃
nality between users and the channel harden effect according
to the channel measurements in a large lecture hall.

The planar array geometry of a horizontal antenna element is
compared with that of a vertical antenna element in [12]. The
horizontal antenna arrangement appears to be best suited for
massive MIMO operation and yields the lowest average correla⁃
tion coefficient among the positions considered. According to
[13], user proximity and user handgrip reduce the dispersion of
the studied properties of the channel across frequencies.

Antenna selection aiming to reduce the number of RF trans⁃
ceiver chains is discussed in [14], in which switching structure
and a convex⁃optimization scheme are presented.
2.3 NonStationary Properties

A sufficient interference reduction is obtained in [15] by ze⁃
ro forcing (ZF), whereas maximum ratio combining (MRC) can⁃
not sufficiently reduce the interference when 24 elements are
used, even in the 20 GHz band. Moreover, it shows that it is im⁃
portant to select the efficient antennas with high SNR when the
antennas cannot be all used. In [6], significant variations in sig⁃
nal strength are characterized for several measured propaga⁃
tion scenarios in the 2.6 GHz frequency range and the change
of power variations and correlation properties along with the ar⁃
ray is illustrated.

In [16], a measurement campaign performs at the 3.33 GHz
in outdoor scenarios, using an antenna array with 64 elements.
The results show that the non⁃stationary properties of the chan⁃
nel over the large array size occur both in delay and spatial do⁃
mains.

A measurement adopted frequency domain sounder in in⁃
door scenarios in [17] indicates that the channel characteris⁃
tics of massive MIMO are the non⁃stationary properties in spa⁃
tial, delay and frequency domains and the independency be⁃
tween these channel parameters. The carrier frequency is with⁃
in 2⁃6 GHz.

Several non ⁃ stationary properties of massive MIMO chan⁃
nels in a stadium are investigated in [18], in which the channel
parameters appear stationary over the linear antenna array at
the high frequency bandwidth (HFB) but not at low frequency
bandwidth (LFB). That is because, more stronger Multipath
Components (MPCs) appear at LFB due to the smaller path

▼Table 1. Summary of massive MIMO channel measurements
proposed in recent two years

AoA: Angle of Arrival
AoD: Angle of Departure
O2I: Ourdoor to Indoor

ODA: Omnidirectional Array
PAS: Power Angular Spectrum
PDP: Power Delay Profile
PL: Path Loss

RMa: Rural Macro

RMS: Root Mean Square
SIR: Signal to Interference Ratio
SNR: Signal Noise Ratio
UCA: Uniform Cylinder Array
ULA: Uniform Linear Array
UMa: Urban Macro
UMi: Urban Micro
UPA: Uniform Planar Array

Antenna array
setup

Tx UPA/Rx ODA
16×16

Tx UPA/Rx ODA
32×56

Tx UPA/Rx ODA
32×56

Tx UPA/Rx ODA
32×56

Tx UPA/Rx ODA
32×56

Rx/cylindrical
24×2

Tx/cylindrical
32×4

Virtual linear
12×12

Tx/virtual circular
24

Rx/horn antenna 1
Rx/2D virtual

12×12
UPA 4×4

Horizontal 64×1/
vertical 1×64
Planar 8×8
Cylindrical

Dipole
UCA 64×2

Virtual 20×20
Tx/virtual linear

128×1
Tx/ULA 128×8

Scenario

UMi

UMa, O2I

O2I

UMa

UMa mobility

O2I, UMi, UMa

indoor

lecture hall
vehicle to

infrastructure
O2I
UMa
indoor

UMa, UMi
RMa

stadium
similar

shopping hall
front square
lecture hall

hall

stadium

Carrier
frequency
(GHz)
3.5 and
2.35
6

6

3.5

3.5

2

19.85

5.6

2.6
2.59
2.53
2.4
2.6
5.2
4.45
5.8
3.33
13-17

2, 4, and 6

1.4725

Channel characteristics

Capacity; eigenvalues
Angle spread; delay spread; channel

capacity
Delay spread; angular spread; capacity in

different height
The rationality of virtual massive MIMO

measurement
Cluster number; cluster⁃AoA; cluster⁃

AoD; radius of visibility region
Capability

SNR

Condition number; delay spread variation

SIR; power density
Correlation coefficient; SNR
Angle delay; angle spread.

SNR
SNR

Power; SIR
PDP of frequency correlation coefficient

Condition number; scalar product
PDP; PAS

Channel gain; K⁃factor; delay spread;
RMS delay spread

PL; PDP
Channel gains; K⁃factors; (RMS)

composite delay spreads

Reference

[8]

[40]
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[35]
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[45]
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loss and larger obstacle reflection coefficients.
2.4 Multiple Users

In [19], based on the measurements of multiple users (MU)
massive MIMO system, spatial separation of closely⁃spaced us⁃
ers is demonstrated by the analysis and evaluation with the sin⁃
gular value spread.

Channel measurements are performed and corresponding
singular value spreads and achieved sum ⁃ rate capacities are
discussed in [20], and compared with conventional MIMO,
massive MIMO is proven to provide better orthogonality be⁃
tween channels for different users and better channel stability.
2.5 Other Channel Characteristics

A flexible testbed is proposed in [21], where the base station
operates with up to 100 coherent radio ⁃ frequency transceiver
chains based on software radio technology.

In [22], an advance MIMO antenna array setup is used to
conduct a measurement campaign in Uma propagation. The pa⁃
rameters of all multipath components are extracted with an iter⁃
ative maximum likelihood high⁃resolution algorithm (RIMAX).
An inter ⁃ user interference (IUI) cancellation scheme is also
proposed in [22], which simplifies user scheduling method on
massive antenna systems for wireless entrance. Besides, the
system level simulations using the measured Channel State In⁃
formation (CSI) confirm that enlarging the angular gap between
users reduces spatial correlation and that the IUI cancellation
proposal is effective under this condition.

The frequency correlation characteristics using the method
of Fourier transform to the channel Power Delay Profile (PDP)
are compared with those directly using cross⁃correlation to the
transfer function in a stadium at 4.45 GHz in [23]. It can be de⁃
termined that the uncorrelated scattering condition and con⁃
stant means of transfer function are not held.

Angle properties of massive MIMO channels are studied
with Multiple SIgnal Classification (MUSIC) and SAGE algo⁃
rithms based on the channel measurement in outdoor scenarios
in [7], in which the Directions of Arrival (DOAs) of the line⁃of⁃
sight (LoS) signal change with varying geometrical positions in
the environment.

The geometric method is used in [24] to characterize the at⁃
tenuation behavior of the massive MIMO channel with an ex⁃
tended large attenuation matrix proposed. The results in [24]
reveal that large attenuation is mostly determined by the trans⁃
mission distance between the user and the nearest antenna and
by the angle with respect to the antenna array as well.

3 Massive MIMO Channel Models
In recent years, many researchers all over the world have ad⁃

vanced the modeling work of massive MIMO channels. The
channel models are usually classified into two categories: ge⁃
ometry⁃based stochastic models (GBSM) and correlation⁃based

stochastic models (CBSM).
GBSMs have been studied extensively to evaluate the perfor⁃

mance of wireless channels. These models have the advantage
of comprising channel properties accurately. In [25], a novel
non⁃stationary multi⁃ring channel model on both time and ar⁃
ray axes is proposed for massive MIMO systems. With the multi⁃
ring distribution of clusters, the propagation characteristics,
such as power imbalance over the array, eigenvalue distribu⁃
tion and antenna correlation, match the conclusions drawn in
measurements well. GBSM’direct involvement of scatters/
clusters renders it as one of the most promising candidates for
3D MIMO channel modeling [26].

Considering the elevation, the spherical, cylindrical or other
kinds of antenna arrays can be adopted. A3D two⁃cylinder reg⁃
ular⁃shaped GBSM for non⁃isotropic scattering massive MIMO
channels is proposed in [27], which considers the non⁃station⁃
ary properties, 3D MIMO and spherical wave effect. A 3D
wideband twin ⁃ cluster channel model is proposed in [28] for
massive MIMO communication systems with carrier frequen⁃
cies on the order of GHz. The near field effect and non⁃station⁃
ary properties are considered. An extension based on the clus⁃
ter⁃based COST⁃2100 MIMO channel model is proposed in [6].
In this model, the channel cannot be seen as wide⁃sense sta⁃
tionary over the large array at the base station.

CBSMs have lower complexity. They can be categorized into
the independent and identically distributed (i.i.d.) Rayleigh
fading channel model and correlation channel model. The Kro⁃
necker⁃based stochastic model (KBSM) is one kind of correla⁃
tion channel models. In [29], a novel KBSM for massive MIMO
is proposed, which could capture antenna correlations well. In
this model, the evolution of scatters is modeled by the birth ⁃
death process and the antenna correlation matrix is equal to
the spatial correlation matrix and survival probability matrix.
Unlike the i.i.d. Rayleigh channel model, KBSM in [29] consid⁃
ers antenna correlation for the channel model.

4 Analysis of Our Channel Measurement
Campaigns
From 2010 to 2014, our team focused on 3D channel mea⁃

surement and modeling [26] and contributed to 3D channel
model standards, 3GPP TR 36.873 [30]. We has started to ex⁃
pand our channel sounder to support the massive MIMO chan⁃
nel measurement and modeling since 2015.

In our measurement work, a 32⁃element uniform planar ar⁃
ray (UPA) was used in the Tx side, and a 16⁃element dual⁃po⁃
larized omnidirectional array (ODA) was used at the Rx side
(Fig. 1). The parameters of the antennas are listed in Table 2
and a straight route was set for the mobile scenario. The mea⁃
surement campaigns were performed in Urban Macro (UMa),
Urban Micro (UMi) and Ourdoor to Indoor (O2I). Here we give
an analysis of the UMa measurement. (Fig. 2)

To form the massive MIMO array with different antenna
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numbers, our channel measurement campaigns were performed
by using the virtual measurement method. Fig. 3 shows the
combining scheme, giving eight adjacent positions. For exam⁃
ple, if we wanted to get the data of 64⁃element virtual antenna
array, two groups of CIRs collected from two adjacent positions
would be chosen and combined into one group of data. Then
we used it as equivalent data collected from 64⁃element anten⁃
na array for further analysis. Similarly, reordering eight groups

of CIRs to one group could get the data of 256⁃element virtual
antenna array and reordering 4 groups of CIRs to get the data
of 128⁃element virtual antenna array. By the above process, we
obtained the data of 256, 128, 64 and 32⁃element antenna ar⁃
rays.

To estimate the channel parameters, the SAGE algorithm
was used [31], which provides a joint estimation of parameter
set θl ={ }τl, fd, l,Φl,Ωl,αl , l ={ }1,2,⋯,L . The τl , fd, l , Φl ,Ωl and αl denote the propagation delay, the doppler shift, theangle of departure, the angle of arrival and polarization of the l ⁃th
propagation sub⁃path, respectively. Specifically, Φl = [ ]θT, l,ϕT, l

and Ωl = [ ]θR, l,ϕR, l , where θT, l , ϕT, l , θR, l and ϕR, l denote
the elevation angle of departure (EoD), angle of departure
(AoD), elevation angle of arrival (EoA) and angle of arrival
(AoA), respectively. Every 4 snapshots are fed to SAGE to esti⁃
mate one parameter set.

Finally, to observe the characteristics of clusters, the Kpow⁃
erMeans clustering algorithm was used to get cluster⁃level pa⁃
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(a) Layout and schematic of antenna array at the Tx side

▲Figure 1. Antenna layouts used in our measurement work.

(b) Layout and schematic of antenna array at the Rx side

▼Table 2. The antenna parameters used in our measurement

ODA: Omnidirectional Array UPA: Uniform Planar Array

Parameter
Antenna type

Number of antenna ports
Overall radiation pattern
Inter element spacing
Number of elements

Angle range

Polarized
Center frequency

Bandwidth
PN sequence

Azimuth
Elevation

Value
ODA (Rx)

56 (#1-#16 were chosen)
Omnidirectional

41.0 mm
28

-180o - 180o

-70o - 90o

±45o

3.5 GHz
200 MHz
255 chips

UPA (Tx)
32

Hemispherical
41.0 mm

16
-70o - 70o

-70o - 70o

±45o

▲Figure 2. The overview of the measurement area by Baidu Map (The
red triangle is the Tx side; two yellow lines, R1 and R2, represent the
measurement route in LoS and non⁃LoS (NLoS) conditions, respective⁃
ly; and three red points are in LoS conditions while three blue points are
in NLoS conditions).

▲Figure 3. The scheme of the antenna combining array in the virtual
measurement.
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rameters [32], [33]. The multiple path component distance
(MCD) is the distance measure for different paths in Kpower⁃
Means. It is a normalized value composing of delay and angu⁃
lar parts.

For delay distance, the definition is given as

MCDτ, ij =η∙ ||τi - τj

Δτ ∙τsdΔτ . (1)

In (1), η is a scaling factor to adjust the weight of delay in
the distance function. Δτ means the range of delay and
Δτ =maxi, j ||τi - τj . τsd is the standard deviation of delay.

For angle distance, the definition is given as

MCDT/R, ij = 12
|

|

|

|
||

|

|

|

|
||
sin(θi)cos(φi)sin(θi)sin(φi)cos(θi)

-
sin(θj)cos(φj)
sin(θj)sin(φj)
cos(θj)

. (2)

For Tx or Rx, the angle distance is obtained in the spherical
coordinate system. θ means the elevation angle and φ means
the azimuth angle.

The total distance is given by
MCDij =  MCDT, ij

2 +  MCDR, ij
2 +  MCDτ, ij

2 . (3)
We can see from above equations that MCD consists of an⁃

gle of arrival, angle of departure, and delay.
4.1 Rationality of the Virtual Measurement

The rationality of the virtual measurement was proved in
time and spatial domains [34], the power delay profile (PDP)
calculated from combined CIRs and CIRs collected from the
measurement campaigns could fit well. Estimated from the
combination, the spatial angular characteristics, the elevation
angle of departure (EoD), azimuth of departure (AoD), eleva⁃
tion angle of arrival (EoA), and azimuth of arrival (AoA) also
matched well with those from the measurement campaigns.

We choose the spot P3 in LoS scenario and the spot P5 in
NLoS scenario (Fig. 2) as examples. The other spots in Fig. 2
havesimilar characteristics.

Based on (4), the PDP reconstruction follows the form as (5):
hn,m(t,τn) = é
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where Frx and Ftx represent the field patterns of antenna ele⁃

ments in Tx and Rx ends that are generated by the principle of
MIMO over ⁃ the ⁃ air (OTA) test. é

ë
ê

ù

û
ú

αl,VV αl,VH
αl,HV αl,HH

represents the
polarized complex amplitude matrix (V stands for vertical po⁃
larization and H stands for horizontal polarization).

The SAGE algorithm is a parameter extraction and estima⁃
tion procedure from the strong path to weak path. One path is
characterized by five parameters by SAGE algorithm, and the
angular information describes the features of the signal trans⁃
mission in the space. The rationality of the virtual measure⁃
ment is discussed by comparing the distribution of paths in the
spatial domain with the practical measurement. The power azi⁃
muth spectrums (PAS) of practical measured data and virtual
measured data in LoS and NLoS scenarios are given, respec⁃
tively.
Fig. 4a shows the PAS results of angle of departure in the

practical measurement in the LoS scenario, while Fig. 4b
shows the PAS results in the virtual measurement in the LoS
scenario. In Fig. 4, the X⁃coordinate represents the azimuth an⁃
gle and Y ⁃ coordinate represents the elevation angle; the red
zone of the label represents the strong path estimated by the
SAGE algorithm in the angle of departure and the deep color
area represents the weak path which we can mostly ignore be⁃
cause the value of power is lower than -25 dB. The color repre⁃
sents its power in these figures. It is obviously seen that the
strong path region is the same in Figs. 4a and 4b and the pow⁃
er values of the strong path are almost equal. Figs. 4c and 4d
represent the signal angles in the receiving end; the light color
areas there are mostly similar, which means that the major
paths are same in the practical and virtual measurements at
the same measurement spot. Therefore, in the LoS scenario,
the path distribution of the angle domain in virtual measure⁃
ment is the same as that in practical measurement.

Similarly, Fig.Fig. 55 depicts the PAS results in the NLoS scenar⁃
io, which are more complex than those in the LoS scenario. Ac⁃
cording to Fig. 5, the region of the strong path increases in the
NLoS scenario. In the transmitting end (Figs. 5a and 5b), the
light color areas are more scattered. In the receiving end (Figs.
5c and 5d), it is observed that the number of paths get much
more than that in the LoS scenario. With the path number in⁃
creases, the corresponding departure and arrival angle values
of each path in practical and virtual measurements are approxi⁃
mately equal. Therefore, a similar conclusion can be drawn in
the NLoS scenario that the path distributions of virtual and
practical measurements are almost the same.
4.2 Evolution of Clusters in the Mobile Scenario

The evolution of clusters presents the spatial variation of the
massive MIMO channel during the movement [35]. When the
mobile station (MS) moves, the power of different clusters var⁃
ies, and some clusters appear or disappear. Based on the re⁃
sults of clustering, we can get the cluster number evolution
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(Fig.Fig. 66) in R1 (LoS) and R2 (NLoS). The blue curve in Fig. 6
represents LoS conditions, with the average number of clusters
is 13.7867; when the distance is 0.5 m, it gets the largest clus⁃

ter number, 20. On the other hand, the average number is
5.8533 in NLoS conditions (the red curve in Fig. 6), and the
largest number is 17 with the distance of 2.9 m and 3 m. There⁃
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AAoA: Azimuth Angle of Arrival AAoD: Azimuth Angle of Departure EAoA: Elevation Angle of Arrival EAoD: Elevation Angle of Departure

◀Figure 4.
The PAS results in the LoS
scenario: (a) and (c) represent the
results from the practical
measurement and (b) and (d)
represent the results from the
virtual measurement.

(a) (b)

(c) (d)

◀Figure 5.
The PAS results in the NLoS
scenario: (a) and (c) represent the
results from the practical
measurement and (b) and (d)
represent the results from the
virtual measurement.AAoA: Azimuth Angle of Arrival AAoD: Azimuth Angle of Departure EAoA: Elevation Angle of Arrival EAoD: Elevation Angle of Departure

(a) (b)

(c) (d)

80
60
40
20
0

-20
-40
-60
-80

EA
0D

(de
gre

e)

-160 -140 -120 -100 -80 -60 -40 -20
AAoD (degree)

-10
-15
-20
-25
-30
-35
-40
-45
-50
-55
-60

80
60
40
20
0

-20
-40
-60
-80

EA
0D

(de
gre

e)

-160 -140 -120 -100 -80 -60 -40 -20
AAoD (degree)

-10
-15
-20
-25
-30
-35
-40
-45
-50
-55

80

EA
0A

(de
gre

e)

100
AAoA (degree)

60
40
20
0

-20
-40 500-50-100

-40
-35
-30
-25
-20
-15
-10
-5

-50
-45

80
EA

0A
(de

gre
e)

100
AAoA (degree)

60
40
20
0

-20
-40 500-50-100

-40
-35
-30
-25
-20
-15
-10
-5

-45
-55
-50

80

EA
0D

(de
gre

e)

-20
AAoD (degree)

60
40
20
0

-20

-80

-40
-60

-40-60-80-100-120-140-160

-40
-35
-30
-25
-20
-15
-10

-50
-45

80

EA
0D

(de
gre

e)

-20
AAoD (degree)

60
40
20
0

-20

-80

-40
-60

-40-60-80-100-120-140-160

-40
-35
-30
-25
-20
-15
-10

-50
-45

-55

60

EA
0A

(de
gre

e)

200
AAoA(degree)

40
20
0

-20
-40
-60 150100500

-40
-35
-30
-25
-20
-15
-10

-50
-45

60

EA
0A

(de
gre

e)

200
AAoA(degree)

40
20
0

-20
-40
-60 150100500

-40
-35
-30
-25
-20
-15
-10

-50
-45

-55



fore, the cluster number in LoS conditions is more than that in
NLoS conditions. This is because the cluster power is normal⁃
ized and some MPCs’normalized power is too low to keep for
clustering. In addition, the cluster number changes more sharp⁃
ly in NLoS conditions than in LoS conditions.

The evolution of clusters was simulated based on the birth⁃
death process that can reflect the non⁃stationary properties of
the clusters. The evolution of clusters C(i) , {c1,c2, ... ,cR} is ex⁃
pressed as
C(i)→E C(i + 1),(i = 1,2,⋯,R) , (6)

where R is the evolution number. It depends on the length of
measurement route L and observation spacing δR along with
the route, e.g., when the length of route is 8 m and the observa⁃
tion spacing is set as 0.1 m, the evolution number R is 80.

According to [36], the process of birth and death is assumed
to be statistic independent, because the time variation of the
channel can also be reflected when MS moves. The main vari⁃
able in this model is the distance. The birth and death proba⁃
bilities of each cluster are respectively expressed as
λi =λe-λδRD , (7)
μi = μe-λδRD , (8)

where λ is the cluster newly⁃generate rate, μ is the cluster
disappear rate, δR is the observation spacing, and D is the
distance correlation factor. Besides, the birth ⁃ death process
should meet the following conditions

ì

í

î

ïï
ïï

pii + 1(t) =λi(t) + o(t), (λi > 0, i = 0,1,⋯,N - 1,λN = 0)
pii - 1(t) = μi(t) + o(t), (μi > 0, i = 0,1,⋯,N,μ0 = 0)
pii = 1 -(λi + μi)t + o(t)
pij(t) = o(t), || i - j ≥2

. (9)

It is noted that the number of clusters is depend on the clus⁃
tering algorithm. The ratio could be set to tell different clusters
and the distance among different MPCs in a cluster. In this
case, we wanted show more clusters in NLoS conditions so as
to get more information of spatial evolution of clusters.
4.3 Visibility Regions

The concept of visibility region (VR) is proposed by the
COST 259, COST 2100 MIMO channel model and more [37],
[38]. It is an assumed circular region given in the measurement
route. Each VR is related to only one cluster. When the MS
moves inside one VR, the corresponding cluster would be ac⁃
tive. Otherwise, it would be inactive. With these features, clus⁃
ters can be observed clearly in mobile scenarios.

Based on the results of clustering, we inferred and calculat⁃
ed the lifetimes of clusters by converting the lifetime to the ra⁃
dius of VR [39], and the cumulative density functions (CDF) of
radii of the VRs are presented. To simplify the method, we as⁃
sume that the MS moves across the center of VRs, i.e., all of
the circle centers are distributed along with the route. In LoS
conditions, the radii of VRs range from 0.03 m to 2.63 m (Fig.
7a), while the radii in NLoS conditions range from 0.03 m to
1.0871 m (Fig. 7b), which are less than those in LoS condi⁃
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▲Figure 6. The evolution of clusters along with the measurement route.

LoS: line of sight NLoS: non⁃line of sight

CDF: cumulative density function
LoS: line of sight

NLoS: non⁃line of sight
VR: visibility region

▲Figure 7. The CDFs of radii of VRs in (a) LoS and (b) NLoS conditions.
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tions because the appearance and disappearance of clusters oc⁃
cur more frequently. The lognormal distribution fitting is also
built, with respect to the measurement curves. The mean and
standard deviations of the fitting curves are 0.5180 m and
0.6505 m in LoS conditions and 0.1778 m and 0.2187 m in
NLoS conditions, respectively (Fig. 7).

5 Conclusions
In this paper, we summarize the channel measurements and

models of massive MIMO system in recent two years. With the
increasing number of antennas, the capacity, efficiency and re⁃
liability of the system achieve better performance. The channel
measurements of channel characteristics including capacity, ei⁃
genvalue properties, antenna arrays and MU are analyzed.
Based on the channel model categories, the channel models
proposed in recent two years are reviewed. The massive MIMO
research work by our team is also presented. In our research
work, the rationality of massive MIMO virtual measurement is
verified and the evolution of clusters of massive MIMO in mo⁃
bile scenarios is analyzed.
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In this paper, the feasibility and performance of millimeter wave (mmWave) 60 GHz ultra⁃wide band (UWB) systems for gigabit
machine⁃to⁃machine (M2M) communications are analyzed. Specifically, based on specifications, channel measurements and models
for both line⁃of⁃sight (LOS) and non⁃LOS (NLOS) scenarios, 60 GHz propagation mechanisms are summarized, and 60 GHz UWB
link budget and performance are analyzed. Tests are performed for determining ranges and antenna configurations. Results show
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When the LOS path is blocked by a moving person or by radiowave propagation in the NLOS situation, omni⁃directional and direc⁃
tional antennas configuration at the transceiver is required, especially for a larger range between machines in office rooms. There⁃
fore, it is essential to keep a clear LOS path in M2M applications like gigabit data transfer. The goal of this work is to provide
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1 Introduction
he millimeter wave (mmWave) 60 GHz band is
seen as the major candidate for enabling wireless
interface for gigabit applications, due to the intrin⁃
sic high transmission bandwidth available in the

band [1], [2], [3]. The large bandwidth (as a thumb of rule the
available bandwidth B is about 10% of the center frequency
for transmission) makes 60 GHz radio particularly interesting
for gigabit wireless communications [4]. There is 7 GHz unli⁃
censed spectrum (from 57 to 64 GHz) around 60 GHz allocated
worldwide today. The 60 GHz radio is often viewed as a shifted
version of ultra⁃wide band (UWB), which is defined as any de⁃
vice emitting signals with fractional bandwidth greater than 0.2
or a bandwidth of at least 500 MHz at all times of transmission.
Today, gigabit wireless applications are emerging, especially
gigabit machine⁃to⁃machine (M2M) applications, e.g., wireless
audio/video (A/V) cable replacement, wireless high data trans⁃
fer, high quality multimedia services, etc. In high definition
television (HDTV) applications, up to several Gb/s rate is re⁃

quired for supporting uncompressed exchange of information
between TV, cameras, DVD and other appliances. Fig. 1
shows examples of the 60 GHz radio for gigabit wireless appli⁃
cations in M2M networks.

The 60 GHz band regulation and standardization efforts are
currently underway worldwide. At present, the international
standards for 60 GHz band are ECMA⁃387, IEEE 802.15.3c
and IEEE 802.11ad. In China, the study progress of 60 GHz

HDD: hard⁃disk drive PDA: personal digital assistant STB: set⁃top box
▲Figure 1. Examples of the 60 GHz radio for gigabit M2M
communications.
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band has been attracting more and more attention in recent
years. In 2010, the 60 GHz wireless network project group
(PG4) was established. The PG4 and the IEEE 802.11 working
group formed a formal partnership. The IEEE 802.11 ⁃ aj task
group was founded according to the China millimeter wave
band for next generation in September 2012. The IMT ⁃ 2020
(5G) group was founded on February 19, 2013 for promoting
the standard formulation in the 60 GHz band for 5G technolo⁃
gy, and the first standard plan was completed in 2014 [5], [6].

However, the output power of 60 GHz devices is limited by
regulations, and the free space path loss for a 60 GHz band car⁃
rier is much higher than that for a microwave carrier. Though it
is possible to use high gain antennas to compensate for the
high path loss at mmWave, the drawbacks of high gain antenna
are that systems suffer from poor flexibility and limited mobili⁃
ty. In this work, we analyze 60 GHz UWB system link budget
and performance, considering office room M2M applications (e.g.
computer⁃to⁃computer data transfer) in the range of 1 m-5 m
and employing the experimental path loss models of line ⁃ of ⁃
sight (LOS), non⁃LOS (NLOS) and LOS path blocked by mov⁃
ing persons studied in our previous works [7], [8]. Tests are al⁃
so performed for determining ranges and antenna gains. The
goal of this study is to provide useful information for the design
of 60 GHz UWB systems in gigabit M2M communications and
standardization. The 60 GHz band is planned and limited on
transmit power, and the effective isotropic radiated power
(EIRP) and antenna gain for various countries [9] including
specifications in China [10] are summarized in Table 1.

2 MmWave 60 GHz Propagation
Mechanisms
In design and optimization of wireless communications sys⁃

tems, channel models featuring the relevant characteristics of
radiowave propagation are required. Ray tracing is a well ⁃ es⁃
tablished tool for channel modeling. In the ray ⁃ tracing algo⁃
rithm, reflection and diffraction are the main physical process⁃
es for LOS and NLOS environments. In our previous works [7],
[8], mmWave 60 GHz propagation mechanism is studied based
on direction ⁃ of ⁃ arrival (DOA) measurements. The DOA mea⁃
surements require the detailed knowledge of the propagation
channels. The measured power angle profiles (PAPs) and pow⁃
er delay profiles (PDPs) can then be connected with site⁃specif⁃
ic information of the measurement environments to find the ori⁃
gin of the arriving of signals. From [8] mmWave 60 GHz propa⁃
gation mechanism can be concluded as:

• Direct path and the first ⁃ order reflected waves from
smooth surfaces form the main contributions in LOS propaga⁃
tion environments.

• Diffraction is a significant propagation mechanism in
NLOS cases. Moreover, the signal levels of diffraction and sec⁃
ond⁃order reflection are comparable.

•Transmission loss through concrete or brick walls is very
high.

The person blocking effect (PBE) is also measured in our
previous work [7], as the movement of persons is quite usual in
office rooms in reality. The PBE is a major concern for propaga⁃
tion research and system development and PBE at 60 GHz has
been studied by many researchers [11], [12]. In [7], PBE is
measured by employing DOA measurement techniques as de⁃
scribed below.
2.1 PBE Measurements

The PBE measurements were performed in a room at Aalto
University, Finland, where the TX and RX positions are fixed
with 5 m apart. When keeping a clear LOS path and a person
blocked in the middle of the LOS path, measuring the PAPs of
the clear LOS path and the blocked path, as shown in Figs. 2a
and 2b. It is seen that there is about 18 dB person attenuation
in the blocked path (φ=0°). However, the PBE can be reduced
to 12 dB by using selection diversity technique, i.e., selecting
another stronger path (at φ=315°), which is considered as the
first⁃order reflection from window glass in the room [8].

When the LOS path undergoes a deep fading (person block⁃
ing), the fading effects can be mitigated by selecting another in⁃
dependent strong signal. This selection diversity is a powerful
communication receiver technique for link improvement.
Therefore, the effective PBE=12 dB is considered in 60 GHz
UWB system parameter analysis of this paper.
2.2 Radiowave Propagation Mechanisms in NLOS Cases

We know that in the LOS propagation environments, direct
path and the first ⁃order reflected waves from smooth surfaces
form the main contributions of receiving signals [8]. This is al⁃
so proved in [13] where a two⁃ray model (LOS path and first⁃or⁃
der reflection from desktop) is proposed for 60 GHz M2M sys⁃

▼Table 1. 60 GHz band plans and limits on transmit power,
EIRP and antenna gain for various countries [9], [10]

EIRP: effective isotropic radiated power
ETSI: European Telecommunications Standards Institute
NS: no specification

PD: power density
TBD: to be determined

Region

USA

Canada

Japan

Australia

Korea

Europe

China

Frequency band

7 GHz
(57 GHz-64 GHz)

7 GHz
(57 GHz-64 GHz )

7 GHz (59 GHz-66 GHz)
max 2.5 GHz

3.5 GHz
(59.4 GHz-62.9 GHz)

7 GHz
(57 GHz-64 GHz)

9 GHz
(57 GHz-66 GHz )

min 50 MHz
5 GHz

(59 GHz-64 GHz)

TX power
(max)

500 mW

500 mW

10 mW

10 mW

10 mW

20 mW

10 mW

EIRP

40 dBm (ave.)
43 dBm (max)
40 dBm (ave.)
43 dBm (max)

NS

150 W (max)

TBD

57 dBm (max)

44 dBm (ave.)
47 dBm (max)

Antenna
gain

NS

NS

47 dBi
(max)
NS

TBD

37 dBi
(max)

NS

Comments
For B>100 MHz, translate
average PD from 9 μW/cm2

to 18 μW/cm2 at 3 m
For B>100 MHz, translate
average PD from 9 μW/cm2

to 18 μW/cm2 at 3 m

Limited to land and
maritime

Recommendation by ETSI
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tems. In NLOS cases, diffraction is a significant propagation
mechanism, and the signal levels of diffraction and second⁃or⁃
der reflection are comparable [8]. This indicates that radio
links are relayed by direction and/or the second⁃order reflec⁃
tions in the NLOS propagation scenarios in 60 GHz band. As
an example, Fig. 3 shows the radiowave propagation in office
room environment with NLOS scenario. In Fig. 3, the diffrac⁃
tion and second⁃order reflection rays are denoted by dot and re⁃
al lines, respectively. It should be noted that in the NLOS
case, signal power loss increases greatly with the increasing of
distance between the TX and RX. Thus, propagation range is
major concern in NLOS environments in system development.

3 Analysis of 60 GHz UWB System Link
Budget
In wireless communication systems, the upper bound of ca⁃

pacity is determined by Shannon theorem, which is function of

bandwidth B and signal ⁃ to ⁃ noise ratio
(SNR) with expression as:
C =B∙ log2(1 + SNR) . (1)
A system capacity increases with B

and SNR. However, increasing of band⁃
width will lead to high noise power of
system. For example, noise power is 18
dB higher with a UWB B=7 GHz chan⁃
nel than a narrowband B=100 MHz
channel (when antenna noise tempera⁃
ture is T=290 K).

In this study, SNR=10 dB and B=1
GHz are considered for performing a ba⁃
sic feasibility study for achieving gigabit
capacity of 60 GHz UWB systems.
3.1 Parameters for 60 GHz UWB

System Link Budget
In wireless communication systems, the performance and ro⁃

bustness is often determined by SNR from radio link budget:
SNR =Pt +Gt +Gr -PL -N0 - IL , (2)

where Pt is the transmitted power, Gt and Gr are the transmit⁃
ter (TX) and receiver (RX) antenna gains, PL denotes path
loss in propagation channel, N0 is the total noise power at RX,
and IL denotes the implementation loss of system. Pt is often
limited by regulations of radio systems. In this work, it is cho⁃
sen as Pt = 10 dBm, as it was specified by most of countries in⁃
cluding China. The other system parameters are set as practi⁃
cal values, i.e., IL = 6 dB and noise figure NF = 6 dB in calcu⁃
lating total noise power: N0 = 10 log10(kTB) +NF , where k is
Boltzmann’s constant and T is the standard noise temperature
T =290 K.
3.2 Path Loss Models in 60 GHz UWB Systems

Path loss characterizes channel large⁃scale fading, which is
a key impact on the coverage and reliability of system. Path
loss PL denotes the mean signal power loss and usually obeys
the power distance law. Due to variations in the propagation en⁃
vironments, the signal power observed at any given pints will
deviate from its mean, and this phenomenon is called shadow⁃
ing. Because of shadowing, a fading margin FM is often consid⁃
ered in system design. Thus path loss PL is modeled as a com⁃
bination of mean path loss and fading margin FM:

PL =
             
PL0( )d0 + 10n log10æ

è
ç

ö
ø
÷

d
d0

mean path loss

+FM , (3)

where the free space path loss PL0 is frequency ⁃ dependent,
PL0 = 68 dB at reference distance d0 = 1 m, path loss exponent
n is environment⁃dependent, and FM is mainly system⁃depen⁃
dent. UWB system naturally leads to shadow fading improve⁃

▲Figure 2. The measured power angle profiles of (a) clear LOS path and the
(b) the LOS path blocked by a person in person block effect measurements.

(a) (b)

▲Figure 3. MmWave radio links are relayed by diffraction and/or
double⁃reflection in the NLOS case.
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ment relative to narrow band systems.
Based on our results that FM decreases with channel band⁃

width B, and is less than 4 dB for a minimum bandwidth
( B = 500 MHz) in UWB channel with 90% link success proba⁃
bility [14], fading margin is considered as FM = 2 dB for the 60
GHz UWB ( B = 1GHz) system in this work.

The studies show that path loss exponent ranges in 2-3.5 in
LOS and NLOS office room environments [8], [13]. In this
work, path loss models of LOS ( n = 2 ), LOS path blocked by
moving person and NLOS ( n = 3.5 ) are considered, and they
are PL1(dB) = 68 + 20 log10(d) +FM , PL2(dB) = 68 + 20 log10(d)+FM +PBE , and PL3(dB) = 68 + 35 log10(d) +FM respectively.
The path loss model of LOS+PBE is more feasible when com⁃
paring with the NLOS model. Since the blocking effect is mod⁃
eled independently on mobile position, which reflects a real
case that movement of persons is quite typical in office rooms.
Whereas, the NLOS model accounts for high path loss due to
large distances practically. Table 2 summarizes the parame⁃
ters used in the 60 GHz UWB system link budget analysis, in
which the maximum range is chosen as 5 m considering office
room M2M applications (e.g. computer⁃to⁃computer data trans⁃
fer).

4 Analysis of 60 GHz UWB System
Performance
As transmission power is restricted in regulations of 60 GHz

radio systems, and further, path loss of the 60 GHz channel is
high (e.g. free space path loss at 60 GHz is 22 dB higher than
5 GHz frequency band at d0 = 1 m), the antenna gains become
very important in guaranteeing radio links for achieving gigabit
capacity of system. In the following, tests are being performed
in order to determine ranges and combined antenna gains (sum
of gains at TX and RX), when using the parameters and path
loss models of LOS ( n = 2 ), LOS + PBE and NLOS ( n = 3.5 )
in Table 2.
Fig. 4 shows the combined antenna gain vs. distance for the

60 GHz UWB system. It is seen that gigabit capacity can be
achieved with omni ⁃ directional antennas configuration at the
transceiver in LOS condition. However, at further distance of
d = 5 , only with the LOS path loss PL1 model antenna config⁃
uration of omni ⁃ directional is feasible for gigabit capacity.
With another two path loss models of PL2 (LOS + PBE) and
PL3 (NLOS n = 3.5 ), antenna configuration of omni ⁃directio⁃
nal is required for the 60 GHz UWB system.

Note that directional antenna is with high gain, for instance,
the half power beam width (HPBW) is approximately 6.5 for an
antenna with more than 30 dBi gain [9]. The drawbacks of high
gain antenna are that systems suffer from poor flexibility and
limited mobility. It should be noted that the path loss model of
LOS + PBE in Fig. 4 is more feasible when comparing with the
NLOS model, because the blocking effect is modeled indepen⁃
dently on mobile position, which reflects the real case that

movement of persons is quite typical in office rooms. Whereas,
the NLOS model accounts for high path loss due to large dis⁃
tances practically. The results show that it is essential to keep
a clear LOS path of 60 GHz UWB systems in gigabit M2M ap⁃
plications.

5 Conclusions
The feasibility and performance of mmWave 60 GHz UWB

systems for gigabit M2M wireless communications are ana⁃
lyzed in this work. Specifically, based on specifications and ex⁃
perimental channel measurements and models for both LOS
and NLOS scenarios, the 60 GHz propagation mechanisms are
concluded, 60 GHz UWB radio link budget including person
block effect and channel fading margin are provided, and sys⁃
tem performance is analyzed further. Tests are also performed

LOS: line⁃of⁃sight
NLOS: non⁃LOS

PBE: person blocking effect
SNR: signal⁃to⁃noise ratio

UWB: ultra⁃wide band

▼Table 2. Radio link budget of 60 GHz UWB system

▲Figure 4. Combined antenna gains in 60 GHz UWB system with link
budget in Table 2.
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for determining communication ranges and antenna configura⁃
tions. Results show that when having a clear LOS path and em⁃
ploying omni ⁃ directional antennas at the transceiver, gigabit
capacity can be achieved. When the LOS path is blocked by a
moving person or radiowave propagation in NLOS situation,
omni ⁃ directional and directional antennas at the transceiver
are required for achieving gigabit capacity in the range of 5 m
between machines in office rooms. The high gain antenna sys⁃
tems suffer from poor flexibility and limited mobility. There⁃
fore, it is essential to keep a clear LOS path in gigabit M2M ap⁃
plications like data transfer in office rooms. The goal of this
study is to provide useful information for the design of 60 GHz
UWB systems in gigabit M2M communications.
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In this paper, the conventional method of establishing spatial channel models (SCMs) based on measurements is extended by in⁃
cluding clusters⁃ of⁃ scatterers (CoSs) that exist along propagation paths. The channel models resulted utilizing this new method
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data obtained using large⁃ scale antenna arrays through the Space⁃ Alternating Generalized Expectation⁃ Maximization (SAGE) al⁃
gorithm derived under a spherical wavefront assumption. The stochastic properties of CoSs extracted from real measurement data
in an indoor environment are presented.

channel modeling; large⁃scale antenna array; spatial consistency; space⁃alternating generalized expectation⁃maximization (SAGE)
algorithm; spherical wavefront

Keywords

DOI: 10.3969/j. issn. 16735188. 2017. 01. 005
http://www.cnki.net/kcms/detail/34.1294.TN.20170216.0933.002.html, published online February 16, 2017

C

This work is jointly supported by the key project“5G Ka frequency bands
and higher and lower frequency band cooperative trail system research
and development”of China Ministry of Industry and Information
Technology under Grant number 2016ZX03001015 and by the HongKong,
Macao and Taiwan Science & Technology Cooperation Program of China
under Grant No. 2014DFT10290.

Special Topic

1 Introduction
hannel modeling based on extensive measurement
campaigns is important for characterizing wave
propagations in real environments [1]. High⁃reso⁃
lution channel estimation algorithms, such as the

Space ⁃ Alternating Generalized Expectation ⁃ Maximization
(SAGE) [2], [3] and Richter’s Maximum Likelihood Estimation
(RiMAX) algorithms [4], are widely adopted for processing
channel measurement data. These algorithms are derived from
generic parametric multipath models under the specular ⁃path
assumption [5], i.e. the dominant components in a channel are
contributed by electromagnetic waves propagating along specu⁃
lar paths with planar wavefront when impinging the antenna ar⁃
rays in the transmitter (Tx) and the receiver (Rx) [2], [6], [7].
An individual path can be described with the delay, direction
(including azimuth and elevation) of departure (DoD), direction

of arrival (DoA), complex⁃valued 2x2 dual⁃polarization matrix,
and non ⁃ zero Doppler frequency in the case where the mea⁃
surement environment is non ⁃ static [8], [9]. By grouping the
paths in a channel as clusters [10], spatial channel models (SC⁃
Ms) are established based on the statistics of path clusters.
Typical SCMs are those specified in 3GPP TR25.996 [11], the
WINNER II SCM⁃enhanced model [12], IMT⁃Advanced mod⁃
els [13], and COST 2100 models [14], [15].

Recently, channel modeling for designing the fifth genera⁃
tion (5G) wireless communication techniques and systems has
been paid much attention [3], [16]- [19]. Spatial channels are
exploited unprecedentedly in numerous 5G transmission tech⁃
niques, such as the massive multiple ⁃ input multiple ⁃ output
(MIMO) system using large⁃scale antenna arrays. The so⁃called
“spatial consistency”property arises as a new characteristics
which has not been effectively modeled in the conventional SC⁃
Ms. Spatial consistency refers to the inherent relationship of
channels observed by a user equipment (UE) in consecutive
snapshots or drops when the UE moves in a clutter environ⁃
ment [17, Sect. 2.1]. In order to generate channels with reason⁃
able spatial consistency, a 5G channel model needs to take in⁃
to account the distribution of scatterers in the environment, a
property yet considered in the conventional SCM modeling. To
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construct models of spatial consistency, the project“Mobile
and Wireless Communications Enablers for the Twenty⁃Twenty
Information Society (METIS)”has been proposed to include
the geometric locations of the scatterers involved in the first
and last hops of each path in SCMs [17]. Such a modeling strat⁃
egy was adopted for establishing the initial map⁃based ray⁃trac⁃
ing model, where the locations of scatterers are predicted by
using a simple geometry⁃based method from the map of an en⁃
vironment. However, the map⁃based ray⁃tracing models are too
site⁃specific to generate channel realizations in general cases.
It is necessary to build measurement ⁃ based models that take
into account the scatterers involved along paths estimated
through channel sounding in real environments.

Recently, an algorithm of scatterer localization dedicated for
MIMO channel sounding was introduced in [20]. This algo⁃
rithm was derived under a spherical wavefront assumption and
applicable for estimating the scatterers’locations along propa⁃
gation paths. More specifically, this algorithm estimates two
more distance parameters in addition to the conventional DoD,
DoA, delay and Doppler frequency. These new parameters are
the distance between the center of the Tx antenna array to the
scatterer in the first hop, and the distance between the center
of the Rx antenna array to the scatterer in the last hop of a
path. The estimates of these distance parameters can be used
together with the DoD and DoA to determine the location of the
scatterers involved in the first and last hops of the path respec⁃
tively. Experimental results illustrated in [20] clearly demon⁃
strate the effectiveness of this algorithm applied to processing
measurement data collected using large⁃scale antenna arrays.

In this paper, we illustrate for the first time, an example of
establishing channel models involving cluster of scatterers. We
adapt the algorithm derived in [20] for estimating the scatterers’
locations from single ⁃ input multiple ⁃ output (SIMO) channel
measurements. A large⁃scale antenna array of 121 elements is
used in the receiver side. The clusters of scatterers (CoSs) are
extracted and their statistical properties are discussed. This
knowledge can be incorporated into the frameworks of SCMs to
associate each group of paths with two sets of scatterers locat⁃
ed respectively in the first and last hops of the paths. The nov⁃
elty of this work lies in the following aspects: 1) a new frame⁃
work of SCMs for reproducing spatial⁃consistency by including
the statistics of CoSs; and 2) an experimental example illustrat⁃
ing the procedure of establishing the CoS ⁃ included channel
models. The enhanced SCMs resulted are applicable of gener⁃
ating non⁃stationary channel realizations for many 5G propaga⁃
tion scenarios, such as in the cases of massive MIMO, and of
device to device communications with link ends surrounded by
scatterers in their proximity.

The rest of this paper is organized as follows. Section 2 briefl
y reviews the scatterer localization algorithm derived based on
the spherical wavefront assumption. In Section 3, the modeling
procedure of including CoSs into SCMs is introduced. Section
4 elaborates the behavior of CoSs extracted from real measure⁃

ments using a large⁃scale Rx antenna array in indoor environ⁃
ments. Finally, conclusive remarks are addressed in Section 5.

2 Spherical⁃Wavefront⁃Based Scatterer
Localization Algorithm
The planar wave assumption has been widely used for deriv⁃

ing high ⁃ resolution channel parameter estimation algorithms.
This assumption is only valid when the scatterer deviates from
an antenna array larger than the Rayleigh distance d Rayleigh=2D 2/ λ ,
where D in meters is the aperture of the array and λ repre⁃
sents the wavelength of the carrier [21, Chapter 2.2.3]. In the
scenarios where an antenna array has a sufficiently large aper⁃
ture, the distance from the array to a scatterer may be less than
d Rayleigh. As a result, the planar wavefront assumption is inappro⁃
priate because the wavefront observed at the locations of indi⁃
vidual antennas is non⁃uniform.
Fig. 1 illustrates a diagram of a wave incident to the Rx ar⁃

ray when the scatterer that interacts with the wave deviates
from the array center with a distance less than d Rayleigh. It should
be noticed that the planar array plotted in Fig. 1 is only used
as an example. The antenna array has various configurations,
such as spherical or cubic. The analysis in the following is con⁃
ducted regardless of the exact shape of the array. It is obvious
from Fig. 1 that when the scatterer is viewed as a point, the
DoA of the ℓth path observed by the nth Rx antenna is deter⁃
mined by the antenna’s location rRx,n and the location sRx, l of
the scatterer involved in the last hop of the path. In another
word, the DoAs of the ℓth path observed at all Rx antennas co⁃
incide with the radial directions of the antenna positions in a
spherical coordinate system with the origin located at sRx, l .
Similar effect can be observed for the Tx antenna array in the
case where the scatterer involved in the first hop of a path is so
close to the Tx antenna array that the DoD observed at a Tx an⁃

▲Figure 1. Diagram of a wave impinging to the Rx array with a
spherical wavefront when the distance dRx,l < d Rayleigh. A similar diagram
can be made for the Tx array side.
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tenna is determined by the position rTx,m of the Tx antenna and
the location sTx, l of the scatterer. The phenomenon of wave
propagating with spherical wavefronts is often observed in the
MIMO channel obtained by using large ⁃ scale antenna arrays.
Since a planar wave can be viewed as a special case of waves
with spherical wavefront when the distance between the scatter⁃
er emitting the wave and an antenna array is larger than d Rayleigh ,
a new spherical⁃wavefront generic multipath model can be pro⁃
posed and applied for parameter estimation of all paths in the
channel [20]. The advantage of applying spherical ⁃ wavefront
model is that the estimated parameters of a path can be used to
localize the 3⁃dimensional (3D) locations of scatterers involved
in the first and last hops of the paths.

The spherical wavefront assumption relies on the condition
that the scatterer is a point source that has infinitesimal small
volume. Thus, localization of a scatterer by using parameter es⁃
timates obtained under a spherical wavefront is accurate in the
case where the physical extent of the scatterer is sufficiently
small. However, this is not usually the case in reality. For ex⁃
ample, in the scenario where scatterers are spaced closely
along an edge as depicted in Fig. 2, due to the limited resolu⁃
tion of the measurement system in both direction and range
[22], it is difficult to resolve these scatterers individually.
Thus, the estimated 3D⁃location of a scatterer under the spheri⁃
cal wavefront assumption may not correspond to the exact loca⁃
tion of any of these scatterers. Furthermore, the estimation re⁃
sult could be varying from snapshot to snapshot if the measure⁃
ments involve random variations of the environment. In the
case where the estimated locations of scatterers are close
enough, they can be grouped as a CoS and used to describe the
distribution of the scatterers along the paths which exhibit sim⁃
ilar parameters.

It is worth mentioning that in the case where the true scatter⁃
ers involved in the first or last hop of a path are located on a
smooth surface where specular reflections occur, the localiza⁃
tion of a scatterer under the spherical wavefront assumption
can be erroneous significantly. Fig. 3 illustrates an example of

such a scenario, where every antenna in the Rx array receives
the wave reflected by different points on the smooth surface.
The estimated 3D location of the scatterer under the spherical
wavefront assumption corresponds to the image of the point
scatterer with the smooth surface being the mirror. Although
the scatterer localization does not provide correct results in
such a case, from propagation point of view, the estimated scat⁃
terer still provides the contribution equivalent with the true
scatterer to the propagation channel. Thus, the CoS formed by
the estimated image ⁃ scatterers remains important for being
considered in channel characterization.

3 SCMs Enhanced by Incorporating CoSs
The positions of scatterers in an environment can be used to

predict channel characteristics via ray ⁃ tracing [23] or graph ⁃
modeling [24]. Similarly, the spatial consistency of channels
observed in consecutive snapshots when a UE moves, or the
non⁃stationarity of channel observed from different antennas in
massive MIMO scenarios, can be reproduced based on the dis⁃
tribution of scatterers in the environment and their relation⁃
ships with the propagation paths. In order to generate non⁃sta⁃
tionary channels with reasonable spatial consistency, the con⁃
ventional SCMs established with multipath clusters need to in⁃
corporate the stochastic characteristics of the scatterers, or
CoSs in the first and last hops of paths.

Parameterizing CoS⁃incorporated SCMs requires localization
of the scatterers along multipath. This cannot be effectively
performed through conventional MIMO channel measurements
that adopt antenna arrays with small apertures, usually less▲Figure 2. Multiple scatterers located along an edge in a small region.

▲Figure 3. A smooth surface introducing specular reflection for the
impinging wave.
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than 3 to 4λ [10, Ch. 9.2]. In many recently conducted mea⁃
surement campaigns for massive MIMO channel characteriza⁃
tion [25], [26], large⁃scale antenna arrays with apertures about
dozens of wavelengths are applied. This facilitates the usage of
spherical ⁃ wavefront estimation algorithms, like that proposed
in [20] for extracting the locations of the scatterers, and then in⁃
corporates the characteristics of CoSs to SCMs. Some proposals
are raised in the following for the exact procedure of including
the stochastic behaviors of CoSs into SCMs.

The procedure of establishing an SCM incorporating the
characteristics of CoSs is similar with that adopted for generat⁃
ing the standard SCMs [10], [12]. First, the measurement cam⁃
paigns that make use of large⁃scale antenna arrays are conduct⁃
ed. In order to create sufficient randomness in the observa⁃
tions, the scatterers in the measurement environment need to
be slightly moved in small ranges in measurement snapshots.
Then, the measurement data is processed by using the channel
parameter estimation algorithm derived under the spherical
wavefront assumption, e.g. the SAGE algorithm [20]. The esti⁃
mated paths are then clustered based on the parameter esti⁃
mates that include the conventional geometrical parameters
and the distances from the center of Tx array and of Rx array to
the scatterers involved in the first and last hops of the path as
well. Once the multipath clusters are obtained, the locations of
the scatterers for the paths assigned in the same cluster are cal⁃
culated, and the CoSs involved in the first and last hops of
paths respectively are obtained. Based on the characteristics of
a large number of estimated CoSs extracted from measurement
data, the statistical parameters characterizing the stochastic be⁃
haviors of the first⁃hop and last⁃hop CoSs, e.g. the 3D extent of
CoS and the distributions of scatterers in CoS, are calculated
and included as parts of the CoS⁃incorporated SCMs.

When using the CoS ⁃ incorporated SCMs to create random
channel realizations, the clusters of paths are first generated
randomly. For a cluster, the values of distances between the
center of the Tx antenna array and scatterers involved in the
first hops of these paths are then generated based on the statis⁃
tics of the first ⁃hop CoSs. By assigning these distances to the
paths in the cluster randomly, the positions of the scatterers in
the first hops of paths can be calculated. Similar approaches
can be applied to find the positions of the scatterers involved
in the last hops of the paths. When the UE moves, or different
Tx or Rx antennas in a large⁃scale array are selected, the corre⁃
sponding channel is calculated based on the path parameters
updated with the new positions of the UE, or the positions of
the Tx and Rx antennas in the array respectively.

4 Experimental Results for Characteristics
of CoSs
Recently, a measurement campaign for characterizing CoSs

has been conducted in an office environment in Toshiba Re⁃
search Europe ltd., Bristol, UK. The Toshiba Medav ultra⁃wide⁃

band (UWB) sliding⁃correlator channel sounder was applied in
the measurements. A SIMO configuration was considered with
the Tx equipped with a UWB biconical omnidirectional anten⁃
na and the Rx with a 121⁃element virtual planar antenna array.
The sounding signal is generated by using a pseudo⁃noise m⁃
sequence of 4095 chips, with bandwidth B = 500 MHz and cen⁃
ter frequency of 9.5 GHz. The Rx antenna is an omni⁃direction⁃
al biconical antenna, which is attached to an extendible fiber⁃
glass mast mounted with the movable part of a high⁃accuracy
positioner. The Rx antenna moves along the vertices of 11 × 11
grids to form a virtual antenna array with positioning errors
less than 1.2 μm. Each grid is square with edge on one side
equal to half the wavelength of the wave with carrier frequency
of 9.5 GHz. The vibration caused by relocating the antenna is
minimized by calibrating the acceleration and de⁃acceleration
of the motors. After the positioner reaches the desired location,
the sounder waits for an additional period of approximately 1 s
before measuring. This delay allows any residual vibration to
dissipate before capturing CIRs. During the measurements, the
environment was kept stationary, the Tx antenna was fixed
with height of 1.2 m above the office floor, and the virtual Rx
antenna array was located in a horizontal plane which is 1.8 m
above the floor.

The measurements were conducted in a room which has the
dropped ceiling made of polystyrene faux tile. The floor is a
metallic structure covered with carpet tiles. The room has two
glass walls, two slat walls, and some office furniture including
metallic bench desks and shelves. Fig. 4a illustrates a photo⁃
graph of the Rx antenna and the positioner in the office, and
Fig. 4b shows the photograph of both the Tx and the Rx anten⁃
nas.

The SAGE algorithm derived in [20] was adapted to the SI⁃
MO case considered here. Thus, only the scatterers involved in
the last hops of paths can be localized. Furthermore, as the Rx
array is located horizontally, the estimation algorithm cannot
distinguish whether the waves arrive above or below the plane.
In such a case, the estimation range of the elevation of arrival
(EoA) is limited to [ 90o, 180o ], i.e. below the array plane.
However, it is likely that the paths with true EoA within
[ 0o, 90o ] are estimated with an EoA symmetric to the true an⁃
gle with respect to the array plane. The azimuth of arrival esti⁃
mation range is set to [ -180o, 180o ]. The number L of paths
to be estimated is set to 40. It should be noticed that the num⁃
ber of paths can be estimated by applying the Akaike Informa⁃
tion Criterion or Minimum Length Description principle [27].
In this preliminary study, we choose to set a large value for L
as we usually did in many other works on high⁃resolution path
parameter estimation [2], [28]. Furthermore, only vertical polar⁃
ization is considered for estimating the complex attenuations of
paths as both Tx and Rx antennas are vertically polarized in
the measurements.

Since the SAGE algorithm is applied to estimate L = 40
paths per measurement snapshot, from totally 10 measurement
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snapshots, we obtain the parameter estimates of 400 paths.
During these measurement snapshots, the locations of the Tx
antenna and Rx array are kept fi xed, and the environment is
unchanged. The randomness in each snapshot is generated by
the thermal noise in the measurement equipment. Strictly
speaking, the randomness should be generated by slightly
changing the environment. A clustering algorithm similar to
that introduced in [29] is applied to gather the paths as clus⁃
ters. Totally 53 CoSs are found. Fig. 5 depicts the locations of
scatterers calculated based on the multipath parameter esti⁃
mates. The spots plotted with same color and same legend
marks in Fig. 5 represent the scatterers in the same CoS. These
CoSs may not correspond exactly to the true scatterers involved
in the last hops of paths due to specular reflections caused by
smooth surfaces existing in the environment, as discussed in
Section 2. Thus, it is possible that the distance between a CoS
and the Rx array is larger than the physical size of the office
where the measurements were conducted. From channel model⁃
ing point of view, all the CoSs extracted from the data need to
be considered for constructing the stochastic channel model re⁃
gardless whether the location of an estimated CoS coincides
with real scatterers in the environment.

Based on the parameter estimates
obtained from multiple snap ⁃ shots,
the so⁃called inter⁃and intra⁃CoS sta⁃
tistical properties are extracted. The
inter ⁃CoS property is referred to as
the distribution of the CoSs’cen⁃
troid in a 3D coordinate system. In
our case where the sounding signal
has 500 MHz bandwidth and center
frequency of 9.5 GHz, the estimated
CoSs involved in the last hops of
paths are distributed within the 3D
volume of 15 m ×15 m ×6 m. It is
obvious that these dimensions are

larger than the extents of the office. We postulate that this is
because some CoSs are actually the images of real scatterers in
the office due to reflections on the smooth walls.

Another inter⁃CoS property investigated is the empirical dis⁃
tribution of the distance d͂ between the CoS centroid and the
center of Rx antenna array. Fig. 6 illustrates the empirical oc⁃
currence frequency (EOF) of the distance d͂ . Fig. 6 shows that
d͂ is distributed with two local maxima located at 2 m and 8 m
respectively. This, according to our conjecture, is due to the
reason that some scatterers in the environment exist on the ceil⁃
ing and around the positioner in the vicinity of the Rx array
and others are mainly distributed on the outskirts of the office.
The former scatterers create the concentration of d͂ around 2
m, and the latter lead to the higher occurrence frequency at 8
m. It is worth mentioning that the EOF of d͂ observed in these
measurements seem to justify the assumption adopted in some
channel simulations based on sum⁃of⁃sinusoids (SoS), i.e. the
scatterers are distributed along multiple rings centered at the
ends of a communication link [30], [31].

An intra⁃CoS property considered here is the average empiri⁃
cal EOF of the deviation ď of the scatterers in a cluster from
the centroid of the cluster. Fig. 7 depicts the empirical EOFs
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▲Figure 5. The results of CoSs obtained from estimation results.
▲Figure 6. Empirical occurrence frequency of the distances of the
centers of the CoSs to the center of the Rx antenna array.

(a) View from the Tx

▲Figure 4. The indoor environment where the measurements were conducted.

(b) View from the Rx
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of ď obtained in two scenarios. The probability density func⁃
tion (PDF) of a Laplacian distribution fitted to the empirical da⁃
ta is also demonstrated in Fig. 7. It can be observed that the
EOF graph is symmetric with respect to ď = 0 m. The Lapla⁃
cian PDF with position parameter μ = 0 m and scaling param⁃
eter b = 3.24 exhibits certain deviations from the EoF. We pos⁃
tulate that this is because of the insufficient number of samples
collected in the study. From Fig. 7 we conclude that the scat⁃
terers in a CoS are distributed symmetrically with respect to
the CoS’s centroid with standard deviation of 2b ≈4 cm in
the office environment considered.

5 Conclusions
In this paper, a new strategy of incorporating the locations of

scatterers into SCM was proposed which is applicable provided
the channel measurements are conducted with large⁃scale an⁃
tenna arrays. In this scheme, a spherical wavefront parameter
estimation algorithm is adopted to extract the distance from the
center of transmitting antenna array to the scatterers involved
in the first hop of the path, and the distance from the center of
receiving antenna array to the scatterers involved in the last
hop of the path. These two distance parameters together with
direction of departure and direction of arrival can be used to lo⁃
calize scatterers at the first and last hops of the path respective⁃
ly. The SCM incorporating the statistical characteristics of
CoSs is applicable for generating channel realizations in multi⁃
ple drops with demanded spatial consistency when an user
equipment moves, or for non ⁃ stationary spatial channels ob⁃
served through different antennas in massive MIMO scenarios.
Channel measurement data were collected by using a Toshiba
ultra⁃wideband sounder equipped an 11×11 virtual receiver an⁃
tenna array and sounding signals of 500 MHz bandwidth at
center frequency of 9.5 GHz. These data have been applied to

illustrate the modeling procedure for the characteristics of
CoSs. Based on the parameter estimates obtained from multi⁃
ple snapshots, the inter ⁃CoS and intra⁃CoS statistical proper⁃
ties were extracted, including the distribution of the centroid of
CoSs, and the distribution of scatterers in individual CoSs for
the indoor environment considered in the measurements. This
work can supply significant guidelines for conducting measure⁃
ments and modeling channels aiming at reproducing the spatial⁃
consistency by including the statistical information of environ⁃
ments.
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▲Figure 7. Empirical occurrence frequency of the deviation ď of
scatterers from CoS centroid in two scenarios. Laplacian PDFs are
fitted with the empirical data.
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1 Introduction
ver since the Internet and mobile computing domi⁃
nated people’s daily life, the continuing supply of
big data, which relies on immense computing pow⁃
er to extract the hidden big values, has demanded

higher speed of data storage. The big data trend challenges the
design of computer systems, on both hardware and software, to
sustain the development of new data intensive applications.
For example, deep data analytics and in⁃memory computing de⁃
mand shorter turn ⁃around time between processing iterations,
which translates to faster data transportation between storage
and processors. As of its current stage, in⁃memory computing
uses dynamic random⁃access memory (DRAM) as the main me⁃
dia for hot data storage given its advantage in speed and band⁃
width. However, DRAM would soon hit energy wall when the
total memory capacity keeps growing in a data center. Accord⁃
ing to a recent study, 100 petabytes main memory with DDR 3
DRAM would consume 52MW power, which is far beyond the
energy budget for building a future exascale data center [1], [2].

The combined requirements on capacity, performance and
power have motivated both industry and academia to pursue
new technologies and build alternative memory devices to
bridge the gap between fast DRAM and slow disks. In recent
years, semiconductor manufacturers have invested heavily on
non⁃volatile memory (NVM) devices. As the most mature NVM
in its class, Flash is already widely used in commercial servers
due to its high density and low static power consumption. How⁃
ever, Flash has its notable downside. Memory wear and block
erasure make it ill ⁃ fit for random read and write for which
DRAM has outstanding performance [3]. Alternative NVM
technologies have advanced rapidly, each expected to improve
upon some or all of the Flash weaknesses. Among the most in⁃

fluential new types of NVMs are Phase Change Memory(PCM),
Spin Transfer Torque RAM(STT ⁃ RAM), Resistive RAM
(RRAM), Racetrack Memory, and Domain Wall Memory
(DWM). Most recently, Intel and Micron jointly announced 3D
XPoint and claimed the new NVM delivers a performance of
1000 times shorter latency and longer endurance than of the
conventional Flash. The density and performance boost is said
to be enabled by a novel structure of memory cell with a stack⁃
able data access array.

Other than higher read⁃write performance, most of the new
NVMs support some extent of byte⁃addressable random access.
The fine⁃grained access capability would revolutionize the way
data is communicated between on⁃core and off ⁃core memory.
Potentially, CPU could directly address the data on the second⁃
ary storage without first sending instructions to a device con⁃
troller. A secondary storage with byte⁃addressing capability is
usually called Storage Class Memory (SCM). Once SCM is
widely deployed, changes must be applied to the IO interface
as well as the file system for they are traditionally optimized
for slow devices. The fast storage would make many optimiza⁃
tions less effective, or even harmful, and favor a simpler design
of the software stack for better performance.

The promising future of new hardware motivates software in⁃
novations which promote the lower level improvement to high⁃
er level usability. In this article we survey and introduce re⁃
cent advances on how the NVM adaptation is addressed in sys⁃
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tem software, particularly in IO and file system.

2 IO Subsystem for NVM
Fig. 1 summarizes a standard hierarchy of system compo⁃

nents in which NVM devices shared the same IO interface with
other block devices. The usual procedure of reading and writ⁃
ing data on a block device begins with a user program issuing
a system call with arguments specifying the location and size
into the target file in the file system. After the program is
trapped to the kernel mode, the system call request is transi⁃
tioned through multiple layers of kernel components, including
the file system and the block IO interface, until it’s finally
translated into a sequence of low level instructions to the de⁃
vice driver. Since accessing block devices can pose a long la⁃
tency, the IO requests are usually processed in an asynchro⁃
nous way, leveraging Direct Memory Access (DMA) and inter⁃
rupt handling to complete the data transfer while saving a large
amount of CPU time. The software overhead during the request
processing is caused by program state transition, file system
management, IO scheduling, interrupt handling, buffer cache
management and so on. Studies show that the software latency
for processing blocked IO request is in the 10 microseconds on
modern Intel processors running Linux operating system (OS).
In reality, the exact software overhead varies for specific sys⁃
tems. Swanson et al. [4] measured that a single 512 byte IO re⁃
quest incurred about 19 microseconds of software overhead on
Intel Nehalem 2.27GHz processor. In the test conducted by
Yang et al. [5], a 512 byte IO operation cost 5 to 7 microsec⁃
onds in software on 2.93GHz Intel Xeon processor. Compared
to tens of milliseconds of latency due to disk access, the rela⁃
tive cost of software is very small. However, with NVM storage
taking place, the relative cost of software increases significant⁃
ly. The modern Flash solid⁃state drive (SSD) offers read⁃write
latency of tens of microseconds. It’s projected that newer gen⁃
erations of NVM can further reduce the state⁃of⁃the⁃art by 10

times [6]. With device latencygreatly reduced, the originally
small software and interface overhead will dominate the cost of
an IO operation. Therefore, in the future NVM systems, soft⁃
ware and interface optimizations are the key to better storage
performance. In the following we will introduce a number of re⁃
cent developments on high performance IO interface and pro⁃
cessing techniques for NVM storage.
2.1 Moneta

Caulfield et al. proposed Moneta [7] in 2010, an experimen⁃
tal NVM interface framework. Based on the simulations of
Phase ⁃ Change Memory (PCM), the experiment results show
that the Moneta interface helps random read and write perfor⁃
mance with an increment of 18 times than that of the baseline.
The software overhead is reduced by 60%. 4KB random read
and write throughput can be maintained at the level of the
450k IOPs. Moneta is based on a design comprised of a token
ring network and memory controller array, which improves the
IO rate by exploiting the latency and parallelism advantage of
the hardware. The detailed structure of Moneta IO is shown in
Fig. 2. The IO scheduler is responsible for coordinating the da⁃
ta transmission and request scheduling. Data is transferred be⁃
tween memory and device through the PCIe interface. The re⁃
quests are exchanged in the form of a command via a token
ring network connecting the NVM memory controller and the
request queue. When the system is running, the driver software
issues IO requests which are transmitted via the Peripheral
Component Interconnect Express (PCIe) interface to the Mone⁃
ta scheduler and then are inserted into a first ⁃ in first ⁃ out
(FIFO) queue.Requests larger than 8KB need to be decom⁃
posed and transmitted in sequence. To streamline data trans⁃
fer, each Moneta memory controller is equipped with two 8KB
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buffers, used for caching the data read from and written to the
storage after the requests are successfully processed. To make
full use of the 2GB bandwidth of PCIe, it is not enough to ex⁃
pand the capacity of the device interface. As Caulfield et al.
[7] have tried, a series of kernel optimization are applied to im⁃
prove the efficiency of request processing in CPU. These soft⁃
ware approaches include 1) avoiding the default IO scheduler,
2) using the Moneta built ⁃ in atomic read ⁃write operations in
place of locked kernel IO operations, 3) allowing multiple
threads to process device interrupts in parallel, and 4) using
spinlocks to avoid unnecessary context switch overhead caused
by interrupts. Combining the above methods, Moneta reduces
the IO access latency to around 1μs, achieving a significant
improvement relative to the baseline latency of 10 μs. Corre⁃
spondingly, the effective bandwidth increases to hundreds of
mega bytes per second. Compared to traditional IO, Moneta ex⁃
cels with its comprehensive overhead reduction on interrupts,
synchronization and scheduling.

For evaluation, the Moneta prototype was tested against a
set of database applications. One interesting observation is that
traditional database’s optimization against disk storage can
produce counter effect on Moneta’s own optimization for
NVM. In particular, PostgresSQL and MySQL receive less per⁃
formance gainfrom the new framework than the simpler Berke⁃
leyDB does.
2.2 Linux Multiqueue Block IO

The low latency and good parallelism of NVM storage would
be underutilized features if the original Linux IO subsystem re⁃
mains using a single request queue, which would easily be⁃
come a performance bottleneck when the IO request rate ap⁃
proaches million per second. In order to solve the scalability
problem in an NVM based system, Linux adopts a new block
device interface blk⁃mq starting from kernel version 3.13. The
internal structure of blk⁃mq is shown in Fig. 3. In the new IO
framework, each IO request is processed in two phases sepa⁃
rately. When an IO request arrives at the kernel through a sys⁃
tem call, it is pushed onto a software staging queue which is
dedicated to the CPU core on which the working thread is run⁃
ning. The request stays in the software queue while the kernel
applies scheduling logics; then it’s transmitted to a hardware
dispatch queue waiting for the hardware to be ready to process
it. To achieve high concurrency, a single storage device can be
configured with multiple dispatch queues to better utilize the
parallel processing capability of CPUs and in⁃band signaled in⁃
terrupts of devices. In fact, the hardware queues can be allocat⁃
ed as many as several thousands, a number determined by how
many virtual context a device can support. For example, a de⁃
vice supporting MSI⁃X can allocate 2048 queues for it can reg⁃
ister 2048 interrupts. This new design of the IO subsystem pro⁃
motes a fast and localized IOrequest processing scheme, espe⁃
cially by reducing unnecessary remote memory accesses in an
NUMA environment.

The blk ⁃ mq block device interface successfully separates
the software scheduling and the hardware message buffering
functionalities which used to share a single request queue. The
separation reduces synchronization and buffer congestion and
hence leads to a much improved IO scalability.
2.3 Poll or Interrupt?

Despite that a redesign of IO subsystem internal structure
fundamentally improves the IO scalability, there remain other
system software overheads affecting IO performance. Most no⁃
ticeably, the overhead comes from interrupt handling and con⁃
text switch. In a typical OS setting, after an IO request is sub⁃
mitted to the kernel waiting to be processed, the calling thread
returns or simply blocks for response. The completion of the re⁃
quest starts with a device interrupt notifying the CPU that the
data is ready. After the device driver picks up the interrupt
and finishes the handling procedure it will notify the IO subsys⁃
tem which then will complete the remaining work and wake up
the suspended thread. This asynchronous style of IO operation
saves valuable CPU time since the program waiting for re⁃
sponse can yield the CPU temporarily for other programs to
use. In theory, however, the benefit of asynchronous IO only ex⁃
ists if the hardware latency is larger than the combined soft⁃
ware overhead. When the device latency is reduced to micro⁃
second level, the benefit will diminish.

Polling provides a lighter weight means for checking device
status than waiting for interrupt. To find out which is better
with high performance NVM, Yang et al. compared the
throughput and latency results using a simulated environment
[8]. The study shows that synchronous completion requires
shorter time and induces a better CPU utilization when that de⁃
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▲Figure 3. Internal structure of Linux blk⁃mq.
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vice latency is as low as several microseconds. Another inter⁃
esting observation is, in the synchronous mode, a better hard⁃
ware performance can reduce the software cost, whereas there
is no such benefit for asynchronous IO. Furthermore, by study⁃
ing throughput scalability, based on the case of 512 byte ran⁃
dom reads, the study finds that the throughput of synchronous
IO scales linearly with increased number CPUs. In contrast,
asynchronous IO can only achieve 60%- 70% throughput of
the synchronous IO. Because asynchronous IO is suitable for
processing long wait, when the system has a complex device
setup, it can be suggested that the IO request be processed by
a mixed mode of synchronous and asynchronous IO, achieving
a load balance between CPU and the device.
2.4 NVM Express

NVM Express (NVMe) [9], [10] is a new software interface
specification for accessing NVM devices attached to the PCIe
bus. A working group on NVMe was formed in 2007. Technical
work on the specification started in 2007 and the first release
was finished in 2011. NVMe was designed from the ground up
as an open device interface to exploit the low latency and paral⁃
lelism of the future NVM devices, leading to an increased ca⁃
pacity of data path between CPU and storage. As a key design
goal, the NVMe interface allows the processing power to fully
utilize the internal parallelism available in the NVM devices
and the bandwidth of the PCIe bus, hence effectively improv⁃
ing the IO performance. An example IO subsystem supporting
NVMe is shown in Fig. 4.

NVMe can support up to 65,536 request queues, with re⁃
quest submission and completion stages allocating on different
sets of queues (SQ and CQ).Separating the two stages reduces
the likelihood of IO congestion, an issue often raised when us⁃
ing a single request queue in dealing with a large number of IO
requests. The actual IO operations over the NVMe interface in⁃
volve the software and the device exchanging commands and

data on a dedicated memory mapped area in the host program’s
address space. Moreover, an NVMe device can support up to
2048 virtual contexts. With highly scalable multi⁃queue based
IO scheduling, the NVMe interface supports a high throughput
and concurrent data path between CPU and storage.

The ecology of NVMe⁃based systems is collaboratively built
by the device manufacturers, chipsets providers as well as soft⁃
ware venders. The first NVMe drives came from Samsung [11],
LSI [12], Kingston [13] and Intel [14]. Early operating systems
supported include Linux 3.3, Windows 8.1 and Windows Serv⁃
er 2012 R2. On chipsets, the major venders have already add⁃
ed NVMe support in their new product lines. To further pro⁃
mote software development using NVMe features, Intel an⁃
nounced the Storage Performance Development Kit (SPDK), a
development toolkit providing the user level and poll based IO
programming interface.

Performance studies on actual NVMe systems have recently
been carried out by a group of researchers. Xu et al. measured
and analyzed the performance differences of several database
systems using NVMe SSD and Serial Advanced Technology At⁃
tachment (SATA) SSD on real machines [15]. The experiment
results show that, compared to SATA SSD, the software over⁃
head of NVMe SSD is reduced from 25% to 7% meanwhile
4 KB read throughput is increased from 70k IOPS to 750k
IOPS. NVMe helps bring about 8 times performance gain in
the tested database applications. This study is a solid proof
that a redesigned device interface is necessary for exploiting
the potential of new storage hardware. The performance demon⁃
stration also assures the system designers that NVM storage is
ready to be a major investment for boosting overall service per⁃
formance.

3 File Systems for NVM
A file system provides a data persistence service over a

named space organized in directories. It strives to meet two
practical goals: to maintain a consistent view of the data and to
guarantee persisted data are reliably stored. In order to ensure
the reliability and consistency, the file system needs careful or⁃
ganization of data layout as well as correct implementation of
the operation semantics.

In a file system, stored objects are comprised of data and
metadata, both of which may be accessed and modified when a
single file operation is involved. The latency of accessing a
conventional storage device can be long and unstable, which is
a major concern of modern file system optimization. Tech⁃
niques such as grouping metadata based on accessing pattern
can improve data locality, leading to a better use of buffer
cache. For reliability and consistency purposes, journaling and
block level copy ⁃ on ⁃ write are typically employed to guard
against system crash and power outage. These techniques
themselves bring up additional operation overhead which may
contribute to severe performance degradation. When a file sys⁃
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tem is migrated to an NVM⁃based system, the change of stor⁃
age structure can incur a host of new issues meanwhile eclipse
the effect of existing optimizations. For example, fast NVMs
make data prefetching and caching no longer a key mechanism
for latency reduction. Moreover, the software overhead intro⁃
duced by prefetching and caching can be significant in the set⁃
ting of new systems.

New NVM storage exposes challenges as well as opportuni⁃
ties to modern file systems. New software structures and optimi⁃
zations have been proposed and evaluated in several experi⁃
mental systems. In this section we survey five state⁃of⁃the⁃art
NVM file systems, outlining the new techniques around key is⁃
sues developed in these systems.
3.1 File Operation Interface

Modern file systems usually offer two types of interfaces for
reading and writing a file, the standard read() and write() sys⁃
tem calls and then map the application programming interface
(API). Realizing these two interfaces is affected by which par⁃
ticular hardware interface the NVM device is stalled on. If the
device is installed on PCIe bus through NVMe interface, the
legacy file system will function well as long the hardware inter⁃
face is supported. Moreover, any IO system optimization
against NVMe will benefit the file system as well. In this set⁃
ting, data copying between the device and memory is neces⁃
sary to realize both the read/write and the mmap APIs. In con⁃
trast, if the NVM is attached to the system through the memory
bus, mmap would not involve extra copying, rendering faster
external data operations.

The Byte⁃Addressable Persistent File System (BPFS) [16] is
an NVM file system for the Windows operating system. Imple⁃
mented using Windows Driver Model, BPFS provides users
with the standard file operation interface. In the core, BPFS
maintains an independent physical space for the file system,
separated from the physical space of the user processes. Read
and write operations involve data copying between the two
physical spaces. Since the hardware is fast, buffer cache is no
longer needed and the reduced software complexity helps im⁃
prove the performance as a consequence. As an experimental
file system, BPFS does not support mmap.

The Storage Class Memory File System (SCMFS) [17], [18]
is an NVM file system developed for Linux, providing a com⁃
patible interface with common file systems in Linux. SCMFS le⁃
verages the processor’s VMM features and simplifies the de⁃
sign of the file system to reduce the software overhead.

The Persistent Memory File System (PMFS) [19] is another
example file system that exploits the processor’s paging and
memory ordering mechanisms to reduce the software overhead.
PMFS provides both read/write API and mmap interface.

Aerie [20] is more of a file system framework than a single
file system. It can be extended and customized based on partic⁃
ular application’s requirements. As a framework, Aerie pro⁃
vides a flexible interface for the higher level software to work

with. It can be used for implementinga POSIX compatible file
system as well as building a user level library allowing applica⁃
tions to access files without going through the OS kernel.

The Non⁃Volatile Memory Accelerated (NOVA) file system
[21] is log structured and designed for DRAM/NVM hybrid
memory systems. NOVA is designed with full account of the
device’s byte addressability as well as the concurrency avail⁃
able in modern multicore systems. Implemented in the Linux
kernel, NOVA supports both standard file operations and
mmap APIs.
3.2 Internal Organizations and Management

Externally, files and directories are the main objects that a
file system manages. Internally, the data in a file system are ar⁃
ranged in a collection of inodes, data files and logs. On the stor⁃
age level, a data file can be laid out either in a sequence of ex⁃
tents, each of which being a consecutive run of blocks, or in a
sequence of indirectly linked blocks [15]. Some data structures
specific to file systems are crucial components for correctness
and reliability purposes. For example, to guarantee crash con⁃
sistency, a file system often uses journals to log uncommitted
changes. Another widely used structure is the copy ⁃ on ⁃write
log tree, which provides a foundation for atomic updates of
large data blocks.

As mentioned in previous sections, NVM has changed the
cost ratio of software and hardware. As a result, the structures
and algorithms in the conventional file systems, which were op⁃
timized against slow storages, do not work well for the fast
NVM devices. To fully utilize the new hardware features,
changes must be applied in software, potentially modifying the
basic internal structures in the file systems. In the following,
we highlight the key techniques and strategies for improved
NVM usage introduced in the aforementioned file systems.

BPFS uses shadow paging to ensure reliable data update. In⁃
ternally, the inodes, the catalog files and the data files are all
stored in pages that are organized into a tree structure, as
shown in Fig. 4. Unlike standard shadow paging that uses page
level copy ⁃ on ⁃write, the fine ⁃ grained access to NVM allows
BPFS to manipulate data on a subpage level, a technical im⁃
provement that supports in ⁃ place modification of small data
and partial copy⁃on⁃write, both of which can reduce the chance
of page copying. For sake of performance, BPFS retains certain
dynamic data structures in DRAM, including the storage man⁃
agement data structures and directory cache, to help speed up
metadata querying speed.

SCMFS leverages the existing virtual memory management
(VMM) mechanisms provided by the OS and the hardware to
simply the storage management of the new NVM file system.In
SCMFS, the metadata and the address mapping table are
stored in the physical address space, whereas the inodes, the
catalog files and the data files are all mapped into virtual ad⁃
dress space. In order to expedite the storage allocation and rec⁃
lamation, SCMFS pre⁃allocates plenty of null files so that when
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creating a new file it firstly looks for a suitable null file, and
when deleting files it only marks them as null files. When the
total size of null files is too large, garbage collection is trig⁃
gered to recycle the storage of null files.

PMFS has the entire file system in the kernel address space.
Under this arrangement, programs use the Direct Access
(DAX) mechanism of Linux to access files, bypassing the buf⁃
fer cache and incurring at most one copying between user
space and kernel space for every piece of data. Moreover, zero⁃
copy access is made possible to the memory mapped files
whose user addresses are directly mapped to their in ⁃ kernel
storage. Internally, PMFS organizes file storage based on B ⁃
tree structure, with 4KB, 2MB and 1GB as units of blocks.
PMFS uses logs for basic consistency purpose.

Aerie decouples normal read and write operations from the
management of the file system to reduce software overhead of
directory lookups, metadata querying, synchronization opera⁃
tions and so on. Thus, different types of services can be as⁃
signed to different components which communicate and cooper⁃
ate through Remote Procedure Call (RPC) as well as distribut⁃
ed lock service. As shown in Fig. 5, Aerie’s distributed ser⁃
vice architecture includes three major components: the storage
manager in the OS kernel, the Trusted FS Service (TFS) and
the FS Library (libFS). The storage manager is responsible for
core functions and services that require privileged operations,
such as allocating storage space for users, mapping the address
space of the files, and modifying access permissions. TFS pro⁃
vides users with metadata modification, concurrency control
and other critical services without special hardware support.
TFS runs in an independent process and accepts RPC requests
from user programs. LibFS provides ordinary file read⁃write op⁃
erations and read ⁃ only operations of metadata. When privi⁃
leged functions are required, LibFS will send RPC requests to
the TFS. Aerie adopts an extent based multi⁃layerstructure for
storage management. Seeking in a file is done by mapping the
offset to a certain extent using a multi ⁃ level index. Moreover,
user program scanning modifies an extent directly without go⁃
ing through the TFS.

NOVA augments the basic design of a log structured file sys⁃
tem with features optimized against NVM. Based on the obser⁃

vation that logging is fast with NVM yet search is slow, NOVA
builds an index in DRAM in addition to the logs in NVM to ac⁃
celerate search operations. The traditional log structured file
system suffers from the complexity of garbage collecting re⁃
leased logs into contiguous free regions. In NVM, random ac⁃
cess is cheap so supplying a large contiguous region for log⁃
ging is no longer necessary. In NOVA, logs are stored as
linked lists so they don’t need to be allocated in contiguous
memory. Logs are chained up under individual inodes, which
allows for high concurrency during access and recovery.
3.3 Consistency and Atomicity Maintenance

Journaling and shadow paging are techniques commonly
used in file systems to achieve crash consistency. However,
when implementing these techniques in an NVM system follow⁃
ing the traditional way, performance issues may arise.
1) Issues with journaling. When journaling is enabled in a file

system, write operations are amplified since every update re⁃
quires writing into the storage twice, one to add an entry to
the log, and the other to commit the change in the file. In
terms of performance, the sequential characteristic of log ap⁃
pending is very favorable in the case of disk storage, but the
new NVMs support fast random access, which significantly
dampens the performance benefit of sequential logging.

2) Issues with shadow paging. With copy⁃on⁃write, an update
to a logical page by the user program needs to be written to
another free page, and only when changes are committed,
the reference pointing to different methods for the old page
will be replaced to ensure the atomicity of the modification.
Since file systems usually organize internal storage in tree⁃
like structures, a page getting modified implies its parent
must be modified too. This may lead to a chain effect that
an update on a single page triggers a series of page copying,
causing severe write amplification.
Compared to traditional storage, NVM is fast and suitable

for random access. The following outlines the solutions to the
above issues, which take account of the hardware advantage.

BPFS proposes a technique called short⁃circuit shadow pag⁃
ing for updating persistent data. The new shadow paging
scheme consists of three methods, in⁃place updates, in ⁃place
appends, and partial copy⁃on⁃write (Fig. 6). In⁃place updates
can be applied for writes of 8 bytes or less, using hardware sup⁃
ported primitives. In⁃place appends refers to writing to the free
area immediately beyond the file’s end point. Since all the da⁃
ta beyond the file size is ignored, in⁃place writing to these loca⁃
tions is safe and once the writing is complete the file size is up⁃
dated atomically. Partial copy⁃on⁃write allows atomic updates
spanning multiple pages. The page copying only propagates to
a point in which a single write suffices to commit the entire
change.

In PMFS [19], based on the comparison study over the costs
of different consistency techniques, the authors found that jour⁃
naling at 64 byte granularity was most efficient for metadata
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updates while it was less desirable than copy⁃on⁃write for large
updates. Based on this observation, PMFS follows a hybrid
strategy for consistency where in ⁃ place updates and fine ⁃
grained logging are used for metadata updates, and copy ⁃on ⁃
write for file data updates. The metadata log update could be
implemented by two different methods, namely undo logging
and redo logging. In redo logging, the new data is firstly logged
before committing to the file system. In undo logging, the old
data is firstly logged before the new data is written in⁃place. In
case of a failure, the system can be rolled back using the old
data in the undo log. On the one hand, undo logging is costly
for writes since a write barrier is required for every log entry in
undo logging whereas only one write barrier is needed for a
transaction in redo logging. On the other hand, redo logging is
costly for reads and more difficult to implement since all the
reads within a redo logging transaction have to search the redo
log for the latest copy before reading from the file system.
PMFS uses undo logging for metadata journaling.

Aerie needs to maintain the consistency of data updates in
its particular distributed framework. If each metadata update
requires one round RPC request from user program to the TFS,
it’s bound to hurt the service scalability. To solve this prob⁃
lem, Aerie applies an optimization that the client buffers the re⁃
quests before periodically sending them to the TFS. In TFS,
Aerie uses redo logging to realize atomic metadata updates.

NOVA modifies small metadata atomically in place. For sin⁃
gle inode updates, NOVA relies on logs to record the changes.
Modifications across multiple inodes resort to lightweight jour⁃
naling to guarantee atomicity.
3.4 Hardware Primitives for Persistent Memory

Modern processors maintain consistency of memory opera⁃
tions by following certain a memory model. Without affecting
the correctness of the program, memory requests could be de⁃

livered out of order after they are scheduled and buffered in
the memory controller. Even the ordering enforcing instruc⁃
tions only guarantee the memory operations are properly or⁃
dered in the processor, disregarding in what order the data up⁃
dates actually reach the memory. Unlike memory consistency,
a file system is strict about when the data updates are safely
stored. As previously mentioned, the file system consistency is
realized by techniques such as journaling and copy⁃on⁃write,
mostly implemented in software. For NVM, particularly byte ⁃
addressable NVM, pure software approaches to achieve consis⁃
tency incur large overhead. To reduce the cost, new hardware
primitives have been proposed and exploited.

BPFS proposes a write barrier instruction. Using the barri⁃
ers, a program execution breaks down into a sequence of ep⁃
ochs. The order of persistent memory operations across epochs
is strictly maintained. In addition to barriers, a file system
needs atomic data updates to help crash recovery. Traditional
file systems could verify atomicity by computing checksums.
Leveraging hardware features, BPFS proposes a new atomic
write primitive for small data updates. It is shown in a related
research that such a light weight atomic operation requires
merely 300 nanojoules reserved in the capacitor. With the new
primitive, all data updates less than 8 bytes could be done in
place.

PMFS uses atomic write instructions for modifying data of 8
bytes, 16 bytes and 64 bytes. The following scenarios explain
when to apply the atomic instructions: 1) when reading a file,
update the access time in the inode with the 8 byte atomic
write instruction; 2) when appending to a file, use the 16 byte
atomic write to update the size and access time in the inode;
and 3) if Restricted Transactional Memory (RTM) [22] is avail⁃
able, use the RTM transactions for atomic updates within a
cache line.

Aerie relies on the atomic instructions available in the x86
instruction set to realize three basic atomic primitives: 1) wl⁃
flush, which is implemented with the x86 clflush instruction,
writes back the entire cache line; 2) bflush, which relies on the
x86 mfence instruction, writes back the entire cache in proces⁃
sor to the storage, and 3) fence, which also uses the mfence in⁃
struction, enforces orderly writebacks. Based on these hard⁃
ware primitives, Aerie manages a redo log for metadata up⁃
dates.

However, it is worth to note that both clflush and mfence
have limitations regarding memory writes to NVM. Clflush only
flushes the cache line to the memory controller; it is left un⁃
known whether the write eventually reaches the memory.
Mfence only guarantees write orders are consistently recorded
across CPUs; it has no constraints on the order of arrivals to
the memory.

NOVA enforces write ordering upon memory operations by
using a set of newly developed x86 instructions that have been
proposed to tackle the above issues. These instructions include
clflushopt (a more efficient version of clflush), clwb (cache line
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▲Figure 6. Three approaches to updating a file in BPFS: (a) in⁃place
updates, (b) in⁃place appends, and (c) partial copy⁃on⁃write.
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write back without invalidation) and PCOMMIT (commit writes
to NVM).

4 Conclusions
In recent years, the research on NVM and its software sup⁃

port has been a hot topic in computer systems area. The key ad⁃
vantage of NVM is its capacity to simultaneously achieve high
density, low latency and low energy consumption. Hence it can
potentially solve the energy scalability issues of large scale
computer systems. The current NVM platform technologies,
from the device interface to the software support, are not yet
fully developed, leaving numerous challenges to be solved.
From the software perspective, the most challenging issues
arise in several areas, including IO optimization, memory man⁃
agement, file system as well as programming abstraction. To
tackle these problems, researchers have explored novel ideas
which involve restructuring the system software internals. In
this article, we sampled a number of representative results in
these areas and believe that new software techniques will
emerge in response to the hardware’s changing landscape in
the future.
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This paper proposes a novel indoor positioning scheme based
on visible light communication (VLC). A new indoor VLC po⁃
sitioning scheme using fingerprint database with multi⁃param⁃
eters have been raised. We conduct simulation and experi⁃
mental research on the illumination intensity distribution of
several direction parameters. In the experiment, four LED ma⁃
trixes are identified by LED ⁃ ID with room dimensions of
3.75×4.00×2.7 m3. The results show that the mean of the loca⁃
tion error is 0.22 m in the receiving plane, verifying the cor⁃
rectness and feasibility of the positioning scheme.
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1 Introduction
ith the popularity of smartphones and the in⁃
crease of mobile data service, there is a grow⁃
ing demand for positioning and navigation,
especially in complex indoor environments,

such as airports, exhibition halls, supermarkets, and under⁃
ground parking lots, where it is often necessary to ascertain the
position information of facilities. The recent outdoor position⁃
ing is not suitable for indoor application of high precision posi⁃
tioning, due to the multipath fading and interference generated
from other wireless devices in complex indoor environments.
Therefore, seeking a kind of universal, low power, high preci⁃
sion indoor positioning technology is an imperative. As the sup⁃

plement of indoor wireless location technology, visible light
communication (VLC) has attracted widespread attention in re⁃
cent years for indoor positioning service because of its features
of unlicensed spectrum, immunity to electromagnetic interfer⁃
ence, and free use in radio frequency restricted areas [1], [2].
The research of VLC provides a good basic support for the de⁃
velopment of indoor positioning technology [3]-[5].

At present, the main algorithms adopted in indoor position⁃
ing system based on VLC are triangulation and scene analysis.
Triangulation is a technique that uses the geometric properties
of triangles to estimate the target localization [6], [7]. It has two
branches: lateration and angulation. Lateration technique esti⁃
mates the location of a target point according to its distances
from multiple reference points. The distance is mainly derived
by measuring time of arrival (TOA), time difference of arrival
(TDOA) and received signal strength (RSS). Angulation mea⁃
sures angles relative to several reference points, namely angle
of arrival (AOA) [8]. The system based on TOA [9], [10] is in⁃
convenient in application because it requires strict clock syn⁃
chronization between the reference points and the target point.
Unlike TOA, TDOA ⁃ based systems measure the time differ⁃
ence of arrival. In [10], the difference in phase among three dif⁃
ferent frequency signals is used to calculate the value of
TDOA and evaluate the performance of the system by the simu⁃
lation. A RSS ⁃ based method measures the received signal
strength and calculates the propagation loss that the mitted sig⁃
nal has experienced. An AOA⁃based method derives the an⁃
gles of arrival relative to the reference points through the imag⁃
ing receiver. This method does not need synchronizing, but the
positioning accuracy will decrease sharply when the target
point is away from the reference points because of the limita⁃
tion of imaging resolution of the receiver.

In addition, scene analysis technique is performed in two
phases: offline and online. During the offline, collection of the
location information of sample points is called fingerprints,
and a fingerprint database would be established. Then, the tar⁃
get’s location will be found by matching real ⁃ time measure⁃
ments to these fingerprints in the online phase. The method
can combat the multipath effects in complex environments
without parameters of estimated distance in an improved preci⁃
sion [11]. In view of the traditional fingerprint of visible light
RSS, this paper puts forward a novel fingerprint (θ, RSS) by in⁃
troducing the direction of the mobile terminal parameter θ com⁃
bined with the traditional RSS. The approach is called the in⁃
door positioning method for visible light using fingerprint data⁃
base with multi⁃parameters.

2 Positioning Scheme

2.1 Principle and Establishment of the Fingerprint

Database

Fig. 1 shows the proposed scheme that has offline and on⁃
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line phases. We collect the direction parameter θ of the mobile
terminal and the RSS value of each sample point under the cov⁃
erage of each light ⁃ emitting diode (LED) light source, which
generates a series of corresponding IDi⁃databases in the offline
phase. As shown in Fig 1, the LED⁃IDi is the location informa⁃
tion of the ith LED light source. Data in the fingerprint databas⁃
es is stored in the form of (θ, RSS) and (xi, yi) are the coordi⁃
nates of the sample points. If the direction parameter of each
sample point is expressed as θj, then the received light intensi⁃
ty can be represented as RSS (i, j), and N and n are the num⁃
ber of sample points and the direction parameters, respective⁃
ly. In the online positioning stage, the mobile terminal exe⁃
cutes the operation of querying and
matching according to the current
LED⁃ IDi. After the ith database is
downloaded to the mobile terminal,
the location of the mobile terminal
will be estimated by matching the
received (θ, RSS) to these finger⁃
prints.
2.2 Modeling

Compared to the ideal indoor il⁃
lumination model, this paper pro⁃
vides a practical model for a small
office building as shown in Fig. 2.
The illumination lights are in⁃
stalled in a non ⁃ symmetrical lay⁃
out. The detector is located in the
plane with the level of 0.8 m and α

is its elevation. A (3.06, 2.66, 2.7), B (3.07,
1.44, 2.7), C (0.68, 1.44, 2.7) and D (0.67,
2.66, 2.7) are the middle coordinates of each
LED.

According to the proposed positioning
scheme, we need to pre ⁃ store the illumina⁃
tion intensity under the direction θ of the
sample point in the offline stage. It just
needs to consider the I to IV quadrants on ac⁃
count of the upward receiving plane general⁃
ly in 3D. We define the direction parameter
as (α , β), where α and β denote elevation
and azimuth.

The white LED is an incoherent source,
thus the total illumination received from all
the light sources is the sum of contribution
from every LED, which can be expressed as:

E =∑
i = 1

N

Ei , (1)
where Ei is the illumination of the ith LED
and N is the amount of LEDs.

The radiation of a LED chip follows the
Lambertian Radiation Pattern [12]. The lumi⁃

nous intensity formula is given by
I ( )θ = I ( )0 cosm( )θ , (2)

where I ( )0 is the center luminous intensity of the LED, and
the order m is given by m = -ln 2/ ln cos(θ1/2) in which θ1/2 de⁃
notes the LED view angle at half power. Thus, the illumination
intensity on the receiving plane with the distance D to light
source can be expressed as：

Ehor = I ( )0 cosm( )θ D2∙ cos( )φ . (3)
Every LED array is composed of 12×8 LED chips. The pa⁃
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▲Figure 1. The principles of the proposed positioning scheme.

▲Figure 2. The proposed indoor positioning model of visible light.

LED-ID1

LED-IDi

LED-IDn

…
…

(θ, RSS) ID1-databasecollect
LED-ID2 (θ, RSS) ID2-databasecollect

(θ, RSS) IDi-databasecollect

(θ, RSS) IDn-databasecollect

…
…

…
…

Offline

LED-IDi

(θ, RSS)

Querying and
matching I

Querying and
matching Ⅱ

Display

Online

z

x yo LEDs
LEDs LEDs

LEDs

A (0.68, 1.44)
B (0.67, 2.66)

C (3.06, 2.66)
D (3.07, 1.44)

L
W

H

2.7 m

4 m 3.75 m
h=0.80 m

Receiving plane Detector

α

α
NLOS

LOS

ψ

Transmitted power: 0.2 W
Viewing angle: 120°
Half⁃power angle: 60°
Luminous intensity: 0.3 cd

storage mode

FOV



An Indoor Positioning Scheme for Visible Light Using Fingerprint Database with Multi⁃Parameters
CHEN Xiaohong, QIAN Chen, and WEI Wei

Research Paper

ZTE COMMUNICATIONSZTE COMMUNICATIONS 45February 2017 Vol.15 No. 1

rameters of each LED chip adopted in the simulation and ex⁃
periment in this paper are shown in Fig. 2.

3 Simulation Analysis
In the proposed VLC positioning system where the downlink

is considered only, the signal propagation path includes the
line of sight (LOS) and non⁃line of sight (NLOS). As the direct
visible light power to the detector accounts for 95% [13], only
the LOS link was considered in the simulation. According to
the above model, the paper stud⁃
ies the indoor illumination distri⁃
bution with and without the direc⁃
tion by simulation.
3.1 Illumination Distribution

To explore the influence of the
point light source and array
source for this positioning meth⁃
od, the simulation for studying il⁃
lumination distribution without di⁃
rection parameters was carried out
(Fig. 3).

Fig. 3a shows the illumination
distribution of the point light
source and the hump shape is due
to the short interval of LEDs in
the x axis direction. The maxi⁃
mum luminance is 314.0189 lx on
the hump top derived from the su⁃
perposition of light sources, while
the minimum is appeared in the
four corners. The illumination dis⁃
tribution decreases with the in⁃
creasing distance to the center of
LEDs. Under the same conditions,
the source was regarded as one
point and one array source respec⁃
tively in the calculation process,
and their difference distribution is
shown in Fig. 3b. The figure
shows that the maximum differ⁃
ence is only 0.0356 lx, while the
mean is 0.0143 lx. The sensitivity
of illuminometer adopted in the
paper is 0.1 lx, therefore, the im⁃
pact of the array source on the po⁃
sitioning results can be ignored.
Fig. 4 shows the illumination

distribution of several direction
parameters of (45o, 90o), (45o,
180o), (45o, 270o) and (45o, 360o).
It changes along with the different

direction parameters at the same location in the room. Addi⁃
tionally, it reaches the maximum when facing the receiving sur⁃
face of a mobile terminal, and reduces behind of the surface.
Therefore, the proposed positioning fingerprint (θ, RSS) is sig⁃
nificant.
3.2 Analysis of Positioning Results

To obtain the superior performance of the proposed position⁃
ing scheme visually, the isophotes are utilized to analyze the
positioning results in the paper. First of all, the above simula⁃

▲Figure 4. The illumination distribution with four direction parameters: (a) (45°, 90°), (b) (45°, 180°),
(c) (45°, 360°), and (d) (45°, 270°).

▲Figure 3. Simulation results: (a) the illumination distribution of the point light source and
(b) the distribution difference of the point and array light sources.
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tion results are indicated with isophotes, making the isophotes
of different direction parameters intersect. Then, instead of the
query matching process, the intersection is taken as an estimat⁃
ed position of the mobile terminal to verify the correctness and
feasibility of the system.

Moreover, the normalization method is used to solve the is⁃
sues of inconsistent range of illumination in this paper. The
normalization is expressed as:

E∗
i = Ei -Emin

Emax -Emin
, (4)

where Ei and Ei
* denote the illumination values before and after

the normalization with the normalized range [0, 1]. Emax is the
maximum and Emin is the minimum of the sample data. Further⁃
more, by using the illumination received with different direc⁃
tion parameters as sample data, we obtain Emax is 314.0189 lx
and Emin is 7.8040 lx.

For example, when the real position was (2.85, 3.84), the lo⁃
cation of the mobile terminal could be estimated by the illumi⁃
nation values of the direction parameters it received. The inter⁃
section point of the isophotes is the estimated position (Fig. 5).
The first element of θ i in Fig. 5 is the original illumination val⁃
ue, and the second is the normalized data. As it can be seen,
the isophotes eventually intersect at the point of (2.85, 3.84),
which verifies the feasibility and correctness of the proposed
positioning method.

4 Experiment and Results
The verification test of the proposed model was carried out

in the environment of a darkroom. The LED light sources were
arrays that consists of 12 × 8 ZT5050WOS3 lamp beads. We
used a CEM DT⁃1309 illuminometer with the sensitivity of 0.1
lx. The experimental model and the parameters of the light
source were in accordance with the proposed model in Fig. 2.
In the experiment of illumination distribution, 154 sample
points were selected to be measured.
4.1 Analysis of Results

This paper investigates the spa⁃
tial light intensity of five direction
parameters of (0o, 90o), (45o, 90o),
(45o, 180o), (45o, 270o) and (45o,
360o) with field measurements,
and the obtained maximum and
minimum are 210.4629 lx and
17.9422 lx, respectively. The mea⁃
sured results of (0o, 90o) and (45o,
90o) are shown in Fig. 6 after inter⁃
polation processing. It can be seen
that the variation trends are consis⁃
tent with those in Fig. 4, but the
overall illumination values are

slightly lower than the simulation values. Taking the point of
(2.85, 3.84) selected in the simulation as example, the re⁃
ceived light intensity is normalized and then the results of posi⁃
tioning is analyzed.
Fig. 7 shows the isophotes graph at the point of (2.85, 3.84),

where there are several intersection points. The proposed posi⁃
tioning method based on multi⁃parameters fingerprint databas⁃
es is a higher⁃precision positioning process based on the infor⁃
mation of LED⁃ID. Consequently, the results in Fig. 7 are ob⁃
tained on the premise of the received information of LED⁃ ID
for C#. Therefore, there is only one node for (3.225, 3.6) as the
estimate point in the case. If there are multiple intersection
points under the C# LED, we took the center location of the
overlapping area as the target point, which should be set in ad⁃
vance in the principle. The positioning error of the target point
is 0.45 m according to the Euclidean distance between the real
and estimated positions of the mobile terminal.
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▲Figure 6. The illumination distribution with direction parameters (a) (0°, 90°) and (b) (45°, 90°)

(a) (b)

▲Figure 5. The isophotes graph at the point of (2.85, 3.84) based
on the simulation.
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The accuracy is usually defined as the mean value of posi⁃
tioning errors. The positioning accuracy in our experiment is
based on twenty points. Figs. 8a and 8b show the real and esti⁃

mated positions and their distribution of positioning errors, re⁃
spectively. The positions of the two green triangles are the com⁃
plicated superpositions of light sources, where the illumination
intensity reaches the maximum, resulting in the poor position⁃
ing errors. Therefore, they are abandoned in order not to affect
the overall positioning accuracy. In this way, when faced with
complicated situations, the handling method must be defined
in advance in the scheme to reduce the positioning error. As
shown in Fig. 8b, in the edges and corners of the receiving
plane, positioning errors also increase due to the decrease of
the received light intensity. The maximum error is 0.4452 m

and the average one is 0.2237 m.
4.2 Analysis of Error

Factors affecting the location accuracy can be summarized
into two main aspects. One is the sensitivity of detector and
LED spacing. The illuminometer sensitivity adopted in this ar⁃
ticle is 0.1 lx. The mean deviation of illumination distribution
between the point and array source is 0.01431 lx (Fig. 3b), an
order of magnitude smaller than the sensitivity. Therefore, the
difference was ignored in this paper under the experimental
condition. The other influencing factor is the stability of light
sources. The brightness of the LED is often instable with the
change of supply voltage. On the other hand, the stability of
LED light sources for the work played a vital role in the preci⁃
sion of the proposed positioning scheme. Although we tried to
maintain the brightness stability by using constant current
drive in the experiments, it still affected affect the positioning
accuracy of the system, especially in the case of long working
hours.

5 Conclusions
Compared to traditional indoor wireless location technology,

the visible light positioning
technology has the prominent
features of ubiquitous coverage,
energy saving, simple layout,
low cost, etc. [14]. Therefore, it
is expected to become one of
the main means for indoor loca⁃
tion. This paper presents an in⁃
door positioning system model
based on fingerprint databases.
The simulation and experimen⁃
tal verification were conducted.
The positioning errors of twenty
points in the receiving plane
with the accuracy of 0.22 m
were also calculated, which vi⁃
sually verifies the correctness
and feasibility of the proposed
positioning scheme. Our work

lays a theoretical and experimental basis for future research
work.
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▲Figure 7. The isophotes graph at the point of (2.85, 3.84) based on
the experiment.

(a)

▲Figure 8. The (a) real and (b) estimated positions of the mobile terminal at twenty points.

(b)
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1 Introduction
p till now, there exists a vast amount of free text
on the Web, including newswire, blogs, product re⁃
views, emails, governmental documents, and so
on. How could a computer help the human to un⁃

derstand all of the data? A popular idea is turning unstruc⁃
tured text into structured one that could represent information
concisely. Therefore, in recent years, some famous knowledge

bases were constructed, directly showing the structural rela⁃
tions between entities.

Among hyponymy relations, we can classify and cluster enti⁃
ties by constructing the whole knowledge structure that in⁃
cludes the same level relations and affiliations as well. The re⁃
lation between“植物 (plant)”and“动物 (animal)”is the
same level, but the one between“植物 (plant)”and“生物 (liv⁃
ing thing)”is affiliation, called hyponymy academically. If we
can reorganize and supplement such relations between enti⁃
ties, we will get lots of information from the entity relation
knowledge graphs, such as the position of a certain entity in
the entity classification system. We can also know that“动物
(animal)”and“植物 (plant)”both belong to“生物 (living
thing)”. It is of great significance in search recommendation of
search engines. For example, in a search engine, if a user put
in“姚明 (YAO Ming)”and he/she will get the recommended
information of“林书豪 (Jeremy Lin)”and“易建联 (YI Jian⁃
lian)”according to the entity knowledge graph, which is one of
the functions of Knowledge Graph of Google. Baidu, a search
engine company in China, is doing the similar project, which
has begun loading online. Entity is the basic unit in natural
language processing. Entity relation extraction is a traditional
problem of natural language processing, which also makes
some benefits for many other natural language processing tasks
and information retrieval. Constructing an accurate and com⁃
prehensive entity relation graph is a great academic signifi⁃
cance and has practical value for artificial intelligence.

There are some other issues relevant to entity relation
graphs such as knowledge maps [1] that connect knowledge
with locations. However, our entity relation graphs are based
on hyponymy.

Entity relations are also relevant to entity relation graphs,
and many scholars have proposed related solutions. Qian [2]
exploited constituent dependencies to produce the dynamic
syntactic parse tree and combined the entity semantic informa⁃
tion to improve the relation extraction performance. Fader [3]
proposed Reverb system based on [4]. The Reverb system first⁃
ly recognizes the word that describes the relation, and then
makes the noun phrases in context of the word be the relation
arguments to constitute relation triple. Although entity relation
extraction and entity relation graphs have a lot in common, the
entity relation graph mainly constructs the structure of all the
entities so that many other entities, instead of the certain entity
itself, are involved when building the relation between every
two entities. Che [5] proposed entity relation extraction based
on similarity computation.

The relevant research also contains the discovery of new
knowledge and academic hotspot research, which has signifi⁃
cance for the discovery of new research points. Chen [6] start⁃
ed to use the method of constructing knowledge graphs to in⁃
vestigate the development direction of academic research as
well as some promising research areas recent years.

All the previous research work concentrated on entity rela⁃

U
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tion construction of restricted domain. There is still less re⁃
search for entity relation construction of open⁃domain. We pro⁃
pose a method for constructing entity hypernyms hierarchical
structure for open ⁃ domain entity type diversification, hierar⁃
chizing the hypernyms of open⁃domain entities.

We firstly mine the hierarchical relation between entity hy⁃
pernyms by using the association between frequent itemsets.
We then use the suffix information of entity hypernyms to hier⁃
archize and complete the hierarchical structure. We propose
three hierarchical methods to hierarchize entity hyponymy in
different ways.

2 Hyponymy Hierarchization
All the entities we used are from Sogou Cell Dictionary1 and

Baike2. We obtain a large number of entities and hypernyms ac⁃
cording to the method of hypernym discovery based on the In⁃
ternet [7]. There is no hierarchy between the hypernyms. For
example,“花 (flower)”and“植物 (plant)”are the hypernyms
of“百金花 (centaury)”, and actually“植物 (plant)”is also a
hypernym of“花 (flower)”.“猫科动物 (Felidae)”,“哺乳动物
(mammal)”and“动物 (animal)”are the hypernyms of“美洲
豹 (catamount)”, however,“动物 (animal)”is a hypernym of
“哺乳动物 (mammal)”while“哺乳动物 (mammal)”is also a
hypernym of“猫科动物 (Felidae)”. Before hierarchizing, all
hypernyms are at the same level.

There are a large number of hyponymy relations between hy⁃
pernyms. We need to obtain the hyponymy between hypernyms
by data mining based on the entities and hypernyms.
2.1 Hyponymy Hierarchization Based on Apriori

Algorithm

2.1.1 Problem Analysis
There are a large number of hyponymy relations between hy⁃

pernyms [8]. By observing the data, we find that if B is a hyper⁃
nym of A, most entities belong to A also belong to B. But only
a small number of entities belong to B and also belong to A.
For example,“植物 (plant)”is a hypernym of“单子叶植物
(monocotyledon)”. Then most entities that have the hypernym
“单子叶植物 (monocotyledon)”also have the hypernym“植
物 (plant)”while part of entities that belong to“植物 (plant)”
belong to“单子叶植物 (monocotyledon)”. We could discover
the hyponymy between A and B by calculating the association
between A and B.
2.1.2 Frequent Itemset Association Rules Mining

The association between hypernyms is pretty similar to the
frequent itemset in data mining, which we can obtain by Aprio⁃
ri Algorithm. Apriori Algorithm is a traditional algorithm in da⁃

ta mining. It aims at identifying the frequent individual items
and can be used to judge whether there is hyponymy between
two hypernyms. In Apriori Algorithm, there are two important
parameters: confidence and support. They play important roles
in our experiment.

After simple analyzing, we can know that the probability for
the low support frequent itemsets contain hypernyms is rela⁃
tively low as well as the low confidence frequent itemsets. In⁃
stead, the probability could be high if the confidence and sup⁃
port are also high.

The input for Apriori Algorithm is the entities and their hy⁃
pernyms. Each entity can have several hypernyms. The output
is the confidence and support for each hypernym relation be⁃
tween hypernyms.
Table 1 shows the sample input: each line is a hypernym re⁃

lation, and mainly 2 parts.
Table 2 shows the sample output: each line is a hypernym

relation, and mainly 4 parts.
The confidence is the threshold for estimating the accuracy

of the hypernym relation, and its value ranges from 0 to 1. The
support is the threshold for the statistical support of the hyper⁃
nym relation and its value is an integer.

The confidence and support between each two hypernyms
need to be calculated as follows.
confidence(A,B) = count(A,B)

count(A) , (1)
support(A,B) = count(A,B) , (2)

where A and B are both hypernyms. Other variables and func⁃
tions are shown in Table 3.

If hypernyms A and B always co ⁃ occur, this may indicate
that A is one of the hypernyms of B and meanwhile B is also

ZTE COMMUNICATIONSZTE COMMUNICATIONS50 February 2017 Vol.15 No. 1

1 http://pinyin.sogou.com/dict/
2 Baidu Baike (http://baike.baidu.com/) and Hudong Baike (http://www.baike.com/)

▼Table 1. Sample input

Entity
百金花 (centaury)
百金花 (centaury)
百金花 (centaury)

日本角鲨 (Squalus japonicus)
日本角鲨 (Squalus japonicus)

黄色白茧蜂 (Phanerotoma flava Ashmead)

Hypernym
植物 (plant)
花 (flower)

中药 (traditional Chinese medicine)
生物 (living thing)
动物 (animal)
昆虫 (insect)

▼Table 2. Sample output

Hypernym A
川菜 (Sichuan Cuisine)

石竹亚纲 (Caryophyllidae)
种子植物门 (Spermatophyta)

石竹目 (Caryophyllales)
鸟类 (bird)

冬青属 (ilex L.)

The hypernym of A
饮食 (diet)
植物 (plant)
植物 (plant)

种子植物门 (Spermatophyta)
动物 (animal)

双子叶植物纲 (Dicotyledoneae)

Confidence
1

0.968994
0.977477

1
1

0.907029

Support
38
64

1501
63
58
21
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one of the hypernyms of A. We consider A and B have strong
association that they should be synonyms. In this situation,
there are no hypernym relations between A and B.
2.1.3 Algorithm Improvement and Optimization

We use two thresholds, confidence and support, to deter⁃
mine whether a hypernym relation can stand only when the
confidence and support reach the specific thresholds. After
some experiments, we find that if the support of a hypernym re⁃
lation is just a little lower than the threshold while its confi⁃
dence is much higher the threshold, it should also probably be
correct. For this case, we improve the algorithm and use new
evaluation methods.

1) Linear optimization
For a hypernym relation that needs to be judged, we set sup⁃

port as x, confidence as y and the hypernym exponent as H.
We use four more parameters, C1, C2, S1 and S2 to determine
whether B is one of the hypernyms of A. The meaning of each
parameter is shown as follows:
C1: forward direction confidence, the number of times for A

and B co⁃occurring divided by the numbers of times for A oc⁃
curring. It is a pre ⁃estimation whether B is one of the hyper⁃
nyms of A.
C2: backward direction confidence, the number of times for

A and B co⁃occurring divided by the numbers of times for B oc⁃
curring. It is a pre ⁃estimation whether A is one of the hyper⁃
nyms of B.
S1: minimum support. We consider the hypernym relation

disconfirmed if x is lower than S1.
S2: basic support. We consider the hypernym relation con⁃

firmed if x is higher than S2 and y is higher than C1.
H: the hypernym exponent for B to A, which can be estimat⁃

ed as follows:
H = y -max(1 - (x - S1)(1 -C1)

S2 - S1
,C1) , (3)

of which the image description is shown in Fig. 1.
For each hypernym relation, we firstly calculate its support

x and confidence y, then check whether x>S2 (above the blue
line) or S1≦x≦S2 (above the red line). If a hypernym relation
satisfies the condition, H will be positive, otherwise negative.

Actually, the blue line shows a traditional evaluation meth⁃
od while the red line shows the newly designed in this paper.

In summary, we calculate H according to its formula and de⁃
termine a hypernym relation should be reserved or not by the
positive or negative result.

2) Logarithmic optimization
For each hypernym relation, we get the same x, y and H as

for the linear optimization. We use three parameters, C1, C2,
and S, to determine whether B is one of the hypernyms of A.
The meaning of each parameter is shown as follows:
C1 and C2: the same as those for linear optimization.
S: the support threshold.
H: the hypernym exponent for B to A, which can be estimat⁃

ed as:
H = y log(x) -C1 log(S) . (4)
Similar to linear optimization, we calculate H according to

its formula and determine a hypernym relation should be re⁃
served or not by the positive or negative result.
2.1.4 Tongyici Cilin

HIT⁃SCIR (Harbin Institute of Technology ⁃ Research Cen⁃
ter for Social Computing and Information Retrieval) Tongyici
Cilin (Extended) [9] (Cilin) is a Chinese Semantic Dictionary
built by the Research Center for Social Computing and Infor⁃
mation Retrieval in Harbin Institute of Technology. It includes
77,343 words, constructed into a 5⁃level hyponymy structure.

Cilin is built artificially and contains lots of commonsense
hypernyms, which is complementary to the hypernym relations
dug out automatically, is suitable to solve the problem that
there are some hiatuses in the topmost hypernym chain [10].

There are 5 levels (not including the root) for the data in
Cilin (Fig. 2), of which the first level has 12 categories such as
“人(human)”,“物 (object)”,“时间与时空 (time and space)”,
“抽象事物 (abstract thing)”,“特征 (property)”,“动作 (ac⁃
tion)”,“心理活动 (mental activity)”,“活动 (activity)”,“现象
与状态 (phenomena and state)”,“关联 (relevance)”,“助词
(auxiliary word)”and“敬语 (honorific)”. Because we mainly
process the words about entities, we keep the previous four cat⁃
egories from function words.

▼Table 3. Definitions of variables and functions

▲Figure 1. The determination for hypernym relation.

Variables and functions
Confidence (A, B)
Support (A, B)
Count (A, B)
Count (A)

Definition
The probability that B is one hypernym of A for pre⁃

estimation accuracy.
The statistical support that B is one hypernym of A.

The number of times A and B co⁃occur in the same entity
hypernym set.

The number of times A occurs in all the entity hypernym set.

x (support)
S 2S 10

C 1

1

y(c
onf

ide
nce

)



We need to extract all the hypernym relations and find lots
of polysemy that means one word belongs to different catego⁃
ries. After observing the data, we find that lots of polysemy is
not accurate, such as“林肯 (Lincoln)”in“人 (human)”while
also in“汽车 (automobile)”, we just discover the“林肯 (Lin⁃
coln)”in“人 (human)”in data. So we pick up the polysemy
for special processing in next filtration. Furthermore, there are
some mistakes in some names of categories in Cilin, and we try
to fix these mistakes in our experiments.

We keep the words relevant to the entities that have good
quality for relation filtration, after extracting the hypernym re⁃
lations in Cilin. For example, the“辈分 (generation)”in“人
(human)”and the“性能 (performance)”in“抽象事物 (ab⁃
stract thing)”will be filtered.

When we are extracting the hypernyms of“哈尔滨工业大
学 (Harbin Institute of Technology)”, we may get“大学 (uni⁃
versity)”and“高校 (college and university)”, which are syn⁃
onyms. We use the synonyms in Cilin and combine them.
2.2 Hyponymy Hierarchization Based on Suffix Hypernym

2.2.1 Problem Analysis
In hyponymy hierarchization experiment, we firstly use Apri⁃

ori Algorithm to discover the hypernym relations between hy⁃
pernyms by digging out the association of frequent itemset.
However, Apriori Algorithm cannot discover the hypernym re⁃
lations for those words occur just a few times. For this situa⁃
tion, we hierarchize the hypernyms based on suffix hypernym
in case to obtain new hypernym relations.

We find that some hypernyms are the suffixes of their hypo⁃
nyms. For example,“医院 (hospital)”is the suffix of words
such as“哈工大校医院 (HIT University Hospital)”, then“医
院 (hospital)”is a hypernym of“哈工大校医院 (HIT Universi⁃
ty Hospital). Therefore we utilize the suffix information to dis⁃
cover and complete the entity hierarchical construction.
2.2.2 Suffix Hypernym

We define suffix hypernym that if word A is the suffix of

word B, A is most likely to be a hypernym of B and A is the
suffix hypernym. By observing the data,“运动员 (athlete)”is
usually the suffix of other words such as“篮球运动员 (basket⁃
ball athlete)”and“足球运动员 (football athlete)”and it is
one of their hypernyms as well. Thus,“运动员 (athlete)”is a
suffix hypernym.

The method, unlike Apriori Algorithm, is designed by the
characteristic of Chinese that the suffix is usually the head
word. The suffix hypernym occurs a lot so that we design the
following steps to discover the hierarchical relations between
hypernyms:

Step 1: count the frequency of each word that be the suffix of
others among all the hypernyms;

Step 2: choose the words that have a high statistical frequen⁃
cy more than the threshold as suffix hypernym;

Step 3: do the suffix matching among hypernyms in order to
obtain new hypernym relations.
2.3 Hyponymy Hierarchization Based on Classification

2.3.1 Problem Analysis
Most entities can be classified into“人 (human)”,“物 (ob⁃

ject)”,“时间 (time)”,“空间 (space)”and“抽象事物 (ab⁃
stract thing)”, which are the 5 hypernyms all from the top of
Cilin. The roots of some hypernyms are not in the 5 top hyper⁃
nyms, so we propose the hyponymy hierarchizing algorithm
based on classification in order to put the hypernyms with no
roots in the top 5 hypernyms into the 5 basic hypernyms. Ac⁃
cording to the data analysis, considerable entities do not reach
“人 (human)”,“物 (object)”,“时间 (time)”,“空间 (space)”
and“抽象事物 (abstract thing)”at all. There is still a lot to do
to enrich the hypernyms in the whole entity relation graph, es⁃
pecially the hypernym relations near the root.

With a hypernym non⁃polysemy assumption, we consider a
hypernym belongs to“人 (human)”,“物 (object)”,“时间
(time)”,“空间 (space)”and“抽象事物 (abstract thing)”but
has no polysemy. The assumption is important and we need to
analyze its correctness.

An entity may have several hypernyms, for example,“苹果
(apple)”belongs to“水果 (fruit)”,“电影 (movie)”as well as
“手机 (mobile phone)”. So the entity“苹果 (apple)”may be
polysemic. However, a hypernym, no matter it is“ 水 果
(fruit)”,“电影 (movie)”or“手机 (mobile phone)”, will not be
polysemic, because the hypernym itself stands for a category.
Thus, the hypernym non⁃polysemy assumption is valid.

A hypernym in hierarchy has several fathers and children
and they should also belong to one of“人 (human)”,“物 (ob⁃
ject)”,“时间 (time)”,“空间 (space)”and“抽象事物 (ab⁃
stract thing)”. We actually put the hypernyms into small sets,
in which the words are all belong to the same top hypernym
among the 5 ones. The model is called cheat⁃ in⁃exam model.
First, we assume that there is an exam for the students in a
class. All the students finish the exam by themselves without
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▲Figure 2. Cilin hierarchical structure.
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copying others and get the class average score. For the second
time, we set the students in groups and each group includes 4
students. Everyone in the same group is allowed to copy each
other and we get another class average score. Usually, the sec⁃
ond class average score is higher than the first one. This is the
cheat⁃in⁃exam model.
2.3.2 Good Hypernym

When the confidence of the hypernym of an entity is more
than 0.985, we call this hypernym a good hypernym.

We need the good hypernyms for hyperynm hierarchizing
based on classification because most of the input data of hyper⁃
nyms are noise.

After the hypernym non ⁃ polysemy assumption, we use the
cheat⁃in⁃exam model to optimize our algorithm and also consid⁃
er the calculated classification of the hypernym in the same set.

For similarity calculation, we use Backward Maximum
Matching Algorithm according to the characteristics of Chi⁃
nese. We use the words with their roots in the top 5 hypernyms
as priori knowledge to guide other hypernyms to hierarchize.

Our algorithm use the idea of K nearest neighbors, that is, if
the root of a hypernym is not in the top 5 hypernyms, we find
the closed hypernyms with their roots in the top 5 hypernyms
to determine its top hypernym.

We find the longest suffix of the hypernym with unknown
top hypernym among the hypernyms with certain top hypernym
in the top 5 and also find out the longest suffixes of its parents
and children to determine the classification of the set of their
own. This is the a cheat⁃in⁃exam model.

3 Experiments

3.1 Experiment Data
The data of entities and hypernyms we used are shown in

Table 4.
3.2 Experiment of Hyponymy Hierarchization Based on

Apriori Algorithm
Our statistics shows that there are 136,039 hypernyms in all

700 thousand words. We have 30,453 good hypernyms, 22.4%
of all the hypernyms. Most good hypernyms occur with more
than 0.985 confidence. Thus, the hypernyms with confidence
lower than 0.985 probably are noise instead of hypernyms.

We adjust the confidence and support and find that the ac⁃
curacy of result will be improved with the increase of confi⁃
dence but the number of hypernym relations decreased. It is
the same for the adjustment of support.

Using Apriori Algorithm to discover the association of fre⁃
quent itemset, we obtained 8327 hypernym relations between
hypernyms. Table 5 shows the parameters setup for this experi⁃
ment.

There are some indirect edges in the 8327 hypernym rela⁃
tions. For example,“被子植物 (angiosperm)”belongs to“植
物(plant)”and“生物 (living thing)”while“植物 (plant)”be⁃
longs to“生物 (living thing)”, so we can get the hypernym rela⁃
tion that“被子植物 (angiosperm)”belongs to“生物 (living
thing)”because“ 植 物 (plant)”belongs to“ 生 物 (living
thing)”. We filter such redundant relations such as relation
A→C while A→B and B→C exist.

There are 5422 relations reserved after filtering indirect edg⁃
es of the original 8327 relations. We randomly picked up 200
relations of 5422 relations for manual evaluation and the preci⁃
sion is 97.0%.

The experiment results (Table 6) are basically consistent
with expectations, while the result of linear optimization is the
best with high precision and many hypernym relations.
3.3 Experiment of Hyponymy Hierarchization Based on

suffix hypernym
We obtained 8747 hypernym relations by hyponymy hierar⁃

chization based on suffix hypernym. We did two more steps for
these relations: filtering the indirect edges and duplicating re⁃
lations.

There are 7503 reserved after pre⁃processing of the original
8747 hypernym relations. We randomly picked up 300 rela⁃
tions of 7503 relations for manual evaluation and the precision
is 96.7% with 290 correct relations.

As shown in Table 7, we obtained a large number of hyper⁃
nym relations between hypernyms by discovering the suffix hy⁃
pernyms and using them to hierarchize the hypernyms. Howev⁃
er, these relations are usually limited in some domains and
have limited forms. We chose the two⁃character⁃suffix for high
performance instead of one⁃character⁃hypernyms such as“人
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▼Table 4. The data of entities and hypernyms

The number of entities
745,620

The number of hypernyms
9,010,192

The average number of
hypernyms for each entity

12.1

▼Table 5. Parameters setup

Parameter
C 1

C 2

S 1

S 2

Definition
Forward direction confidence
Backward direction confidence

Minimum support
Basic support

Value
0.9
0.8
5.0
10.0

▼Table 6. Experiment results of hyponymy hierarchization based on
Apriori Algorithm

No optimization
Linear optimization

Logarithmic optimization

Precision
97.0% (±1%)
97.0% (±1%)
84.5% (±1%)

The relation number
(no indirect edge)

3396
5422
4073

Percentage of
number increase

⁃
60.0%
19.9%



(human)”and“物 (thing)”, although“人 (human)”and“物
(thing)”are also hypernyms of many entities.
3.4 Experiment of Hyponymy Hierarchization Based on

Classification
Most Chinese words have two characters or more. A Chinese

word and its last character probably have different meanings
such as“亚洲地理 (Asian geography)”and“理 (idea)”. Ac⁃
cording to the data, the precision reaches about 80% even if
just one character is matched during the process of backward
maximum matching of most hypernyms. A higher precision will
be reached when backward maximum matching is used for two
or more characters. As for matching more than two characters,
the result shows low performance that only 6.26% can be clas⁃
sified for good hypernyms and 3.30% for all hypernyms, even
when the cheat⁃in⁃exam model is used.

We use the words with two or more characters backward
maximum matched as closed words and 44.33% of good hyper⁃
nyms are able to be classified.

After the experiments above, we classified 5119 hypernyms
out of 11,547 unclassified good hypernyms. We randomly
picked up 200 relations for manual evaluation and 187 of them
are correct with the precision of 93.5%.

In summary, we obtained 5119 hypernym relations with the
precision of 93.5% from good hypernyms, and 19,970 hyper⁃
nym relations from all hypernyms.

The experiment results (Table 8) show that the classifica⁃
tion reorganizes the entire entity relation graph, especially the
part closed to the root. Although the hyponymy hierarchization
based on classification discovers lots of hypernym relations,
which are all closed to the root, the information provided is rel⁃
atively limited.

Hyponymy hierarchization based on Apriori Algorithm hier⁃
archizes hypernyms by using the associations between hyper⁃
nyms; hyponymy hierarchization based on suffix hypernym hi⁃
erarchizes hypernyms by using the suffix information; and hy⁃
ponymy hierarchization based on classification hierarchizes hy⁃
pernyms also by using the suffix information to complete the
hypernym hierarchical structure. These three methods hierar⁃
chize the entity hypernyms in three different ways and the ex⁃
periment results show that they all have high precision and ob⁃

tain good results.

4 Conclusions
We obtained a large number of entities and their hypernyms

by extracting the data from the Internet, and then constructed
the hierarchical structure of hypernyms based on Apriori Algo⁃
rithm, suffix hypernym and classification and completed the
hypernym hierarchical structure. We achieved good experi⁃
ment results with high precision.
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▼Table 7. Experiment results of hyponymy hierarchization based on
suffix hypernym

Precision

96.7%

The relation number

8747

The relation number after filtering indirect edges
and duplicating relations

7503

▼Table 8. Experiment results of hyponymy hierarchization based on
classification

Precision
93.5%

The relation number
19,970

The number of good hypernyms
5119
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In this paper, a non⁃contact auto⁃focusing method is proposed
for the essential function of auto⁃ focusing in mobile devices.
Firstly, we introduce an effective target detection method com⁃
bining the 3 ⁃ frame difference algorithm and Gauss mixture
model, which is robust for complex and changing background.
Secondly, a stable tracking method is proposed using the lo⁃
cal binary patter feature and camshift tracker. Auto ⁃ focusing
is achieved by using the coordinate obtained during the detec⁃
tion and tracking procedure. Experiments show that the pro⁃
posed method can deal with complex and changing back⁃
ground. When there exist multiple moving objects, the pro⁃
posed method also has good detection and tracking perfor⁃
mance. The proposed method implements high efficiency,
which means it can be easily used in real mobile device sys⁃
tems.
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1 Introduction
martphones have become an important part in model
life. Most of the daily scenes contain changing back⁃
ground and diverse moving objects, which causes
blur and low imaging quality. To get images and vid⁃

eos with high quality, people have paid much attention to the
auto⁃focusing technique of camera in mobile devices.

In this paper, we propose a non⁃contact cell phone camera
auto ⁃ focus method, which contains object detection in cap⁃
tured video, intelligent tracking and camera focus. For the mov⁃
ing object detection module, we adopt the 3 ⁃ frame difference
method and Gauss mixture model (GMM) [1]. For the intelli⁃
gent tracking module, we adopt the optimized camshift algo⁃
rithm [2], and the detected target of the front ⁃ end module is
used as an input box to realize the intelligent tracking of multi⁃
ple targets. The focus module conducts auto focus based on the
coordinates provided by the object detection and tracking mod⁃
ule, which is a non⁃contract focus method. The whole detection
and tracking procedure can provide accurate object locating in
real⁃time, and has robustness against diverse scene.

2 Target Detection
We present an object detection method combining the 3 ⁃

frame difference method and GMM. The 3 ⁃ frame difference
method is suitable for detecting moving objects from statistic
background, while the GMM method is suitable for dynamic
background.
2.1 ThreeFrame Difference Method

As we all know, frame difference is an effective way to de⁃
tect moving objects at a low time costing level. The frame dif⁃
ference method, which detects the moving objects in video se⁃
quences by calculating the differences between two or more
frames, can fully represent the feature of moving objects. Our
proposed 3⁃frame difference method is shown in Fig. 1.

In Fig. 1, Diff[m] denotes the frame difference of fame k ⁃1
and frame k, while Diff[n] denotes the frame difference of fame
k+1 and frame k. After the frame process, the output is the dot
product of Diff[m] and Diff[n]. Fig. 2 shows the foreground de⁃
tection results of the refined 3⁃frame difference method.
2.2 Gauss Mixture Model

The frame difference method can get an estimation of mov⁃
ing objects in videos. However, it is also sensitive to light
change and noise corruption. The Gauss mixture model is an
adaptive background modeling method, which has good perfor⁃

▲Figure 1. The refined 3⁃frame difference method.
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Frame k+1
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mance in complex changing scenes.
GMM represents every pixel by a mixture of Gauss models

with different parameters. The number of Gauss models is set
empirically. Each Gauss model has a weight value, which var⁃
ies during the modeling procedure. By adjusting the parame⁃
ters of Gauss models and the weight value, GMM can deal with
slightly changing background and noise interruption. For every
pixel in an image, the probability density function of GMM is
defined as follows:

f ( )Xt = x =∑
i = 1

K

ωi, t∗η( )x, μi, t,∑i, t , (1)

η( )x, μi, t,∑i, t = 1
( )2π n2 ||∑i, t

1 2 e
- 12 ( )Xt - μi, t

T∑i, t
-1( )Xt - μi, t , i = 1,2,...,K , (2)

where Xt is the color of pixel. K is the number of Gauss dis⁃
tribution chosen to model the current image, η( )x, μi, t,∑i, t is
the i th Gauss distribution at the time t , with an average val⁃
ue μi, t and a covariance value ∑i, t . ωi, t is the weight value
of the i th Gauss distribution at time t , with∑

i = 1

K

ωi, t = 1 .
As the parameters of the mixture model of each pixel

change, we can determine which of the Gaussians of the mix⁃
ture are most likely produced by background processes. Here
we choose the Gaussian distributions that have the most sup⁃
porting evidence and the least variance.
The distributions numbered 1 to B are
chosen as the background model and B is
expressed as

B = argminb

æ
è
ç

ö
ø
÷∑

k = 1

b

ωk > T , (3)
where T is a measure of the minimum
portion of the data, which should be ac⁃
counted for by the background. By identi⁃

fying the background, we get an estimation of moving objects.
Fig. 3 shows the background modeling result of GMM. In Fig.
3b, the object information can easily be seen. It is not a pure
background image due to the fact that there are no enough im⁃
age frames to make a good mixture Gauss model. In Fig. 3c,
the background is clear and with no object information. It is be⁃
cause that the mixture Gauss model is well build after enough
image frames.
2.3 Target Detection in Foreground

After the separation of background and foreground by the
above two methods, we need eliminate the false alarms in fore⁃
ground images.

The post ⁃ processing of foreground images includes noising
smoothing [3], threshold segmentation [4] and morphological
processing including erosion and dilation [5]. After this proce⁃
dure, the processed image becomes a binary image, in which 0
represents the background pixel and 1 represents the object
pixel. Here we get the binary images obtained by both the
frame difference method and GMM. The final binary image is
obtained by combining them together:

Result =Output of Diff Output of GMM , (4)
where Output of Diff is the binary image from the frame differ⁃
ence method, and Output of GMM is the binary image of the
GMM detection. Then we process the region in which the pix⁃
els are equal to 1 by edge detection. It gives the coordinate of
the pixel block’s boundary and section area. The coordinate
can be used to realize auto⁃focusing.

We introduce the temporal filtering theory before the final
detection results are output. We also conduct a coincidence
comparison to the candidate foreground area which is detected
in several continuous frames. The target detected in several
continuous frames is determined as the true target while the
others are treated as false alarms.

3 Smart Tracking
The smart tracking module includes the feature extraction of

moving targets and target tracking. The key point feature is se⁃
lected to perform the tracking procedure. As to the tracker, we
choose the camshift tracking algorithm because it makes good

(a)

▲Figure 2. Object detection results in the foreground: (a) Input frame;
(b) by 3⁃frame difference; (c) by multiplying 2⁃frame difference; and
(d) the binary image.

▲Figure 3. The background estimation results of GMM: (a) The original image;
(b) background estimation 1; and (c) background estimation 2.

(c) (d)

(b)

(a) (c)(b)
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use of the color information of objects. However, the camshift
does not take the texture and spatial structure of objects into
consideration, which may cause inaccurate tracking result.
Therefore, the Local Binary Pattern (LBP) feature descriptor [6]
is introduced to the traditional camshift tracker, which builds a
new effective joint histogram model of target appearance.
3.1 Camshift Algorithm

The basic idea of the camshaft, a continuous adaptive mean⁃
shift algorithm [7], is to process all the frames with a mean ⁃
shift operator, and the last frame result (the central location
and the window size of the search window) is regarded as the
initial value of the mean ⁃ shift’s searching window in next
frame. Then the iteration continues. Assume that the video con⁃
sists of n frames, the processing steps are shown in Algo⁃
rithm 1.

3.2 LBP Operator
LBP is an operator to describe the partial texture features of

an image. LBP at the coordinates ( )x,y can be calculated as
LBP(x,y) =∑

n = 0

p - 1
2n sgn(in - ic) , (5)

where ic denotes the gray scale value of a pixel at the coordi⁃
nates ( )x,y , in denotes the adjacent pixel’s gray scale value,
and p denotes the number of adjacent pixels. We usually adopt
the 3 × 3 window with p=8. The sign function (sgn) is written
as

sgn(x) = {1 (x≥0)
0 (x < 0) . (6)

Fig. 4 shows the processing steps of LBP, the LBP texture
map is then obtained.
3.3 Target Tracking Algorithm Based on Combined Color

and Texture Features
Algorithm 2 describes target tracking based on the com⁃

bined color and texture feature.

4 AutoFocusing
When the target detection and tracking are completed, we

need to conduct auto⁃ focusing (Fig. 5) according to the given
coordinates from the detection. An original focal length is first

Algorithm 1 Camshift Tracking
Input:

Labeled target area in the first frame;
Output:

Coordinate of targets in each frame.
1. Initialize: select the target area in the video;
2. Calculate 2D color probability distribution in the selected area;
3. for k=1:n do
4. Tracking the selected object using the meanshift tracker;
5. Calculate the object coordinate in the current frame;
6. Mark the object;
7. end for

▲Figure 4. The processing steps of LBP feature.

Algorithm 2 Target tracking algorithm based on combined
color and texture feature

Input:
The selected moving target;
Output:
Coordinate of targets in each frame.
1. Initialize: The size and position of each window;
2. for k=1:n do
3. Extract the texture feature;
4. Use the texture histogram with the image to get back projection;
5. Get the texture probability distribution map;
6. Carry out AND operation of the texture probability distribu⁃
tion map and the tone probability distribution;
7. Camshift tracking;
8. Update the size of search area;
9. end for

▲Figure 5. The flow chart of auto⁃focusing.
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given to calculate the sharpness value according to the sharp⁃
ness evaluation method. The mountain climbing searching
(MCS) algorithm is then conducted until the auto⁃focus system
finds the sharpest target.
4.1 Focusing Sharpness Evaluation

The high⁃frequency components show the detail of an image.
However, the first⁃order difference operator is not really sensi⁃
tive to the high⁃ frequency components, but works well on de⁃
tecting the low⁃frequency components such as the target’s out⁃
line. Our proposed method adopts the refined 8⁃neighbour La⁃
placian operator [8]. The Laplacian operator is an edge detect⁃
ing operator defined by the x, y second order partial deriva⁃
tives of the f(x, y) image, which can be described as an approxi⁃
mate Laplacian operator template:

L4(x,y) = ∇2 ≈ é

ë
êê

ù

û
úú

0 1 01 -8 10 1 0 , (7)

where ∇2 is the second derivative differential operator for the
Laplacian operator.

The focusing sharpness evaluation function is then given by
Jlaplacian8 =∑

M
∑
N

L4(x,y) . (8)
4.2 Focusing Searching Strategy

Our method uses MCS [9] to focus the search. First, an ini⁃
tial focus value M is given. The sharpness value J (M ) is calcu⁃
lated by the focusing sharpness evaluation method, and the fo⁃
cal length value is changed for calculating a new value N and
its sharpness J (N ). J (M ) and J (N ) are then compared. At the
same time, the search direction is determined and the iterative
search is continued based on the side on which the sharpness
value is greater. In Fig. 6, we search from point M to point N.
In the searching process, the searching results such as focal
length and the sharpness J are saved for the next iteration. A
search climbs in one direction until the sharpness value reach⁃
es the maximum and begins to decline, and the searching pro⁃

cess for the first time follows the solid line M -N -P -P1 in
Fig. 6. Then the second search starts from P1 and makes a re⁃
verse lookup until the sharpness value begins to decline over
the peak once again. The dashed line P1 -P -P2 reflects the
second searching process. Every time when the searching is
done, we reduce the searching step in the next iteration. The it⁃
eration is repeated until the maximum focus value is found,
and then the focusing is over.

5 Experiments
Our experiments were conducted at a DELL T5600 power

station (CPU: Intel XeonE5 ⁃ 2603, 1.8GHz. Memory: 8GB.
GPU：NVIDIA Tesla C2075), with which the process reached
25 fps .

We selected several specific videos that contain complex
backgrounds and multiple targets. In this way, we examined
the performance of the proposed algorithm under different cir⁃
cumstances.
5.1 Target Detection

We captured one or more targets in the video sequences for
target detection. The pictures in Fig. 7 show that the football
players were moving fast and the background contains trees,
buildings and the sky. In this case, the moving targets could be
easily detected by the proposed method (according to their siz⁃
es and positions).

To evaluate the performance of target detection, we intro⁃
duced the detection accuracy rate (DAR) as a metric, which is
defined as

DAR = Target detected frame amounts
Frame amount

. (9)
The DAR under single ⁃ target and multi ⁃ target modes for

test videos are shown in Tables 1 and 2. The multi ⁃ target
mode has a higher DAR than the single target mode, although
the latter reaches a high DAR . This experiment demonstrates
the effectiveness of the proposed detection method. The combi⁃
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▲Figure 6. The mountain climbing search method. ▲Figure 7. Multi⁃target detection.
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nation of the frame difference method and GMM achieved good
performance in highly complex background with multiple mov⁃
ing targets.
5.2 Smart Tracking

The tracking strategy is that one target was selected to track
manually or automatically (according to the target’s size or po⁃
sition) among the detected targets (Fig. 8). Then the tracking is
kept until a new detection starts.

Similar with the target detection evaluation metric, we intro⁃
duced the tracking accuracy rate (TAR), which is defined as

TAR = Target tracked frame amounts
Frame amount

. (10)

Table 3 shows the TAR of four different videos. As we can
see, the refined camshift method can track well in changing
background.
5.3 Combining Detection with Tracking

In our final combining test, the two detection and tracking
modes were used to evaluate the performance of the proposed

algorithm. The two evaluation modes are as follows.
1) MT Mode: It is for the multi⁃target scene. All the targets in

the video sequences are detected and one of them is select⁃
ed as the tracking object based on its size or position. The
accuracy rate of target detection relies on the multi ⁃ target
detection algorithms, while the tracking accuracy relies on
the single target tracking algorithm.

2) S Mode: It is for the single target scene. The target is detect⁃
ed and tracked automatically.
Table 4 shows the performance of the two evaluation modes.
In practice, the algorithm efficiency has great influence on

the performance of an auto ⁃ focusing system. The proposed
method is more than 25 fps and has reached real ⁃ time re⁃
quirements. Table 5 shows the fps of each tested video under
the MT and S modes. We can see that the proposed detection
and tracking algorithm performs better in the S mode due to

Moving Target Detection and Tracking for Smartphone Automatic Focusing
HU Rongchun, WANG Xiaoyang, ZHENG Yunchang, and PENG Zhenming

Research Paper

▼Table 1. Performance of target detection (single target)

DAR: detection accuracy rate

File name
Frame number

Target⁃detected frames
DAR

corridor.avi
386
332
86%

office1p.avi
440
348
79%

office2p.avi
430
378
88%

outdoor.avi
854
769
90%

▼Table 2. Performance of target detection (multi⁃target)

DAR: detection accuracy rate

File name
Frame number

Target⁃detected frames
DAR

basketball.avi
1098
1010
92%

football.avi
1165
1048
90%

football2.avi
2035
1933
95%

spring.avi
1655
1522
92%

▲Figure 8. The smart tracking is very smooth and robust.

▼Table 3. Performance of target tracking (single target)

TAR: tracking accuracy rate

File name
Frame number

Target⁃tracked frames
TAR

corridor.avi
386
379
98%

office1p.avi
440
426
97%

office2p.avi
430
427
99%

outdoor.avi
854
828
97%

▼Table 4. Performance of target detection and tracking

File name
corridor.avi
office1p.avi
office2p.avi
outdoor.avi
runner.avi

basketball.avi
football.avi
football2.avi
penquan.avi

Scene type
Single target
Single target
Single target
Single target
Single target
Multi⁃target
Multi⁃target
Multi⁃target
Multi⁃target

MT mode accuracy rate
⁃
⁃
⁃
⁃
⁃

90%
90%
90%
90%

S mode accuracy rate
>95%
>95%
>95%
>95%
>95%

⁃
⁃
⁃
⁃

▼Table 5. Efficiency of target detection and tracking

File name
corridor.avi
office1p.avi
office2p.avi
outdoor.avi
runner.avi

basketball.avi
football.avi
football2.avi
penquan.avi

Scene type
Single target
Single target
Single target
Single target
Single target
Multi⁃target
Multi⁃target
Multi⁃target
Multi⁃target

fps of MT mode

⁃
⁃
⁃
⁃

>55
>70
>65
>55

fps of S mode
>178
>175
>141
>200
>178
⁃
⁃
⁃
⁃
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the single target property. In the MT mode, the efficiency of
the proposed method is also higher than 25 fps .

6 Conclusions
In summary, the proposed method works well on detecting

and tracking moving objects in mobile phone video sequences.
The proposed target detection method is based on the 3⁃frame
difference method and GMM. The tracking method is a combi⁃
nation of the LBP feature and camshift tracker. Auto⁃focusing
is realized by using the coordinates of the detection and track⁃
ing modules. The proposed method can perform well in many
multi⁃target scenes. The experiments of detection and tracking
show that the proposed method can be used to achieve the
function of non⁃contact auto⁃focusing in mobile devices.
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1 Introduction
he capacity demands due to Internet traffic growth
is increasing exponentially. After the 100 Gb/s Eth⁃
ernet (100GbE) standard has been adopted, the
higher data rate age is coming for the next⁃genera⁃

tion Ethernet standards, possibly for 400 GbE and 1TbE. The
most significant issues of the current optical networks include
limited bandwidth resources and nonlinearity effects in trans⁃
mission. For the given physical links and network equipment,
an effective solution to the optical signal noise ratio (OSNR) re⁃
quirement is based on forward error correction (FEC), as the re⁃
sponse to the demands of high speed reliable transmission.

The low⁃density parity⁃check (LDPC) codes with large cod⁃
ing gains have been considered as the promising solution to

the FEC. However, using the LDPC codes only might encoun⁃
ter error floor issues, especially for very high rate LDPC codes.
Hard decision (HD) algebraic codes, such as Bose⁃Chaudhuri⁃
Hocquenghem (BCH) and Reed-Solomon (RS) code, are typi⁃
cally used for clearing error floors. With the stronger computa⁃
tion capacity, the soft decision (SD) decoding algorithm en⁃
ables more possibilities. Traditionally, the inner code is LDPC
code, the outer code can be a shorter simple code such as BCH
and RS. With SD decoding enabled, it has been showed that
the reversed order decoding can provide a larger coding gain
[1]. Considering the linearity of both inner and outer codes, the
coding gain can be further increased with iterative decoding as
a turbo product code (TPC). Although the single parity check
(SPC) code, a special case of BCH code, cannot guarantee to
correct any error in HD decoding, it can be a very good candi⁃
date in SD TPC decoding, which increases the accuracy of the
input probabilities to LDPC decoder. Recently, this idea has
been experimentally verified in [2] and a large coding gain is
obtained.

To further improve the coding performance, we consider the
nonbinary (NB) coding scheme, which has already been proved
to have a larger gain especially for higher modulation formats
[3]. The nonbinary LDPC code is getting more popular with the
advanced hardware and it is proved to be hardware friendly in
[5], in which the SD nonbinary LDPC and HD⁃RS code is im⁃
plemented in FPGA. As a consequence, instead of binary SPC
and LDPC, we consider a larger Galois Field (GF) with four ele⁃
ments, which is a good compromise between performance and
complexity [4], and this method can be generalized to any size
GF.

Without putting additional redundancy to the data, extra
gain can be obtained by using turbo equalizer (TE) decoding
scheme [6]. The number of iterations can be adjusted based on
the quality demands. To verify the robustness of the proposed
nonbinary scheme, a high nonlinear polarization⁃division⁃mul⁃
tiplexed (PDM) single⁃mode fiber (SMF) transmission has been
simulated. We also consider the suboptimal and fast algorithm
for the decoder, which significantly decreases the complexity
with little reduction in performance.

2 Proposed TandemTurboProduct
Nonbinary Coding Scheme
The encoder of the proposed nonbinary (NB) tandem ⁃ TPC

code is shown in Fig. 1. Based on two linear codes, NB LDPC
and NB BCH/SPC, we encode each row as a codeword of NB
LDPC code and each column is a codeword of NB BCH/SPC
code. The overall coded block size is Ninner ⁃by⁃ Nouter with ele⁃
ments from GF(q). The encoded nonbinary block is then
passed to the PDM⁃16QAM modulator with Gray mapping.

The structure of the decoder is provided in Fig. 2. The PDM⁃
16QAM symbol likelihood is calculated for the following tan⁃
dem⁃ turbo ⁃product decoder. At the first iteration, there is no

T
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extrinsic information for the TE, so the demapper simply com⁃
putes the GF(q) log⁃likelihood ratio (LLR) for the TPC decoder.
The TPC is consisted of two NB linear block codes, BCH and
LDPC, and the rows are decoded as LDPC code with row⁃lay⁃
ered sum⁃product algorithm and the columns are decoded by
maximum a posteriori (MAP) decoder. The MAP decoder can
be done with look⁃up table (LUT) or Bahl⁃Cocke⁃Jelinek⁃Raviv
(BCJR) algorithm. The LLRs are updated with both the decod⁃
ers in each iteration as typical in TPC code. The TE comes to
help if the output of the TPC is unsatisfactory at the first
round. The extrinsic information of the TPC is remapped to
symbol level and attenuated before being combined with the
channel symbol likelihood in the demapper. The updated
LLRs after the demapper are passed to the TPC decoder and
the first TE decoding iteration is started. There are three ad⁃
justable iterations, LDPC iteration, TPC iteration, and TE itera⁃
tion and the trade⁃off between complexity and performance can
be further optimized for further performance improvement.

The symbol log ⁃ likelihood ratio (SLLR) of the transmitted
symbol can be updated by turbo equalizer as

where the si is the transmitted symbol ( i = 0,1, ... ,15 for

16QAM ), r is the received symbol and s0 is the referent sym⁃
bol point. The second equation is due to Bayes’theorem and
λext( )si is the prior reliability of symbol si , which can be com⁃
puted as
λext( )si = log P(si)

P(s0) = ∑
j = 1,cj ∈ si

m log( )αt - Lp( )cj , (2)

in which Lp( )cj is the prior GF(q) LLR and cj is the GF(q)
representation of the mapped symbol. αt is the attenuation co⁃
efficient for the t th TE iteration. The prior/extrinsic LLR is the
difference between output and input of the TPC decoder as
Lp( )cj = L( )cj

out - L( )cj
in and the GF(q) LLR for

k ∈{0,1, ... ,q - 1} can be obtained by

L( )cj = k = log
∑

cj = k, cj ∈ si
λ( )si

∑
cj = 0,cj ∈ s0

λ( )s0
. (3)

The summation in L( )cj in (3) can be calculated by max*
[7] operation or be simplified by replacing the max* operation
by max⁃operation only, by ignoring the correction terms, which
can significantly reduce the complexity. The TPC decoder ac⁃
cepts the GF(4) LLRs and begin the TPC iteration, and in each

BCH: Bose⁃Chaudhuri⁃Hocquenghem NB⁃LDPC: nonbinary low⁃density parity⁃check SMF: single⁃mode fiber SPC: single parity check

BCJR: Bahl⁃Cocke⁃Jelinek⁃Raviv Algorithm BER: bit error rate MAP: maximum a posteriori NB⁃LDPC: nonbinary low⁃density parity⁃check

◀Figure 1.
System diagram of the
tandem⁃turbo⁃product
coded modulation scheme
over high nonlinearity SMF
channel.

▲Figure 2. Tandem⁃turbo⁃product nonbinary BICM decoder with adjustable iterations.
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TPC iteration, the inner code de⁃
coder and LDPC decoder exchange
decoded LLRs to improve the per⁃
formance. The (vertical) inner code
is NB SPC/BCH code with BCJR
decoder, the trellis decoding algo⁃
rithm is based on MAP decoding
rule, which is of low complexity for
SPC. The (horizontal) outer code is
NB LDPC code, and it is decoded
by row ⁃ layered sum ⁃product algo⁃
rithm.

3 SMF Modeling and Channel Simulation
The SMF is modeled by solving the nonlinear Schrödinger

equation (NLSE) with split ⁃ step (Fourier) method. The total
length of SMF is 100 km with step size 100 m , the attenua⁃
tion is 0.2 dB/km , the dispersion coefficient is 17 ps/nm/km
and the nonlinear parameter is 1.2 (W∙km)-1 . Simulation of
the channel is done for both Additive White Gaussian Noise
(AWGN) channel and SMF⁃based transmission system (Fig. 3).
For SMF simulation, the transmitter side uses eight times up⁃
sampling with ideal pre⁃filter. The power of the PDM⁃16QAM
signal is set before launching into the SMF. A Gaussian noise
is loaded after the transmission of SMF with a given OSNR. On
the receiver side, the ideal chromatic dispersion (CD) compen⁃
sation is done before the typical digital signal processor (DSP)
blocks and the transmitted symbols are passed to the tandem⁃
turbo⁃product decoder.

4 Optimal Signal Constellation Design and
Performance
New constellation points are obtained as the center of mass

of such obtained clusters. This procedure is repeated until con⁃
vergence or until the predetermined number of iterations has
been reached. It can be shown that this algorithm is optimum
in minimum mean square error (MMSE) sense.

The MMSE⁃optimum signal constellation design (OSCD) al⁃
gorithm can be formulated as follow:
1) Initialization: Choose an arbitrary auxiliary input distribu⁃

tion. Choose an arbitrary signal constellation as initial con⁃
stellation and set the size of this constellation to M.

2) Apply the Arimoto⁃Blahut algorithm to determine optimum
source distribution.

3) Generate long training sequences {xj ; j = 0, … , n - 1} from
optimum source distribution, where n denotes the length of
the training sequence used for signal constellation design.
Let A0 be the initial M⁃level signal constellation set of sub⁃
sets of constellation points.

4) Group the samples from this sequence into M clusters. The
membership to the cluster is decided by Euclidean distance

squared of sample point and signal constellation points from
previous iteration. Each sample point is assigned to the clus⁃
ter with smallest distance squared. Given the mth subset
(cluster) with N candidate constellation points, denoted as
Âm ={yi ; i = 1, ... , N}, find the MMSE of partition
P(Âm) ={Si ; i = 1, ... , N} , as follows

Dm =D( ){ }Âm,P( )Âm = n-1∑
j = 0

n - 1min
y ∈ Âm

d(xj,y), (4)

where d is Euclidean distance squared between the jth training
symbol and symbol y being already in the subset (cluster).
With D(·), we denote the distance function.
5) If the relative error |Dm - 1 -Dm|/Dm ≤ e , where e is the de⁃

sired accuracy, the final constellation is described by {Âm} .Otherwise continue.
6) Determine the new constellation points as the center of the

mass for each cluster. With the mean square⁃error criterion,
x(Si) is the Euclidean center of gravity or centroid given by
x(Si) = 1||Si|| ∑j:xj ∈ Si xj , (5)

where ||Si|| denotes the number of training symbols in the re⁃
gion Si as shown in Fig. 4. If there is no training sequence in
the region, set x(Si) = yi , the old constellation point. Define
Âm + 1 = x(P(Âm)), replace m by m + 1 , and go to step 3.

Repeat the steps 4-6 until convergence.
Fig. 5 shows the signal constellations obtained for following

signal constellation sizes: 16, 32, 64 and 128. The results are
obtained for ASE noise dominated scenario.

It should be noticed that these signal constellations remind
to the format of IPQ⁃signal constellations, except for the center
point. Alternatively, the IPQ⁃approach can be used by placing
the first single point in the origin and then the IPQ⁃procedure
is applied. Howeverthat the IPQ⁃procedure uses some approxi⁃
mations to come up with closed form solutions, which are valid
assumptions for reasonable large signal constellation sizes.
Therefore, it is a suboptimum solution for medium signal con⁃
stellation sizes. We will later show that signal constellations ob⁃
tained by MMSE⁃OSCD algorithm significantly outperform IPQ⁃
inspired signal constellations containing the point located in

ADC: analog digital converter
CD: chromatic dispersion

DSP: digital signal processor
EDFA: erbium doped fiber amplifier
OSNR: optical signal noise ratio

PM⁃16QAM: polarization multiplexed⁃16
quadrature amplitude modulation

PWR: power
SMF: single⁃mode fiber

▲Figure 3. PM⁃16QAM SMF transmission link setup with high nonlinearity effect.

100 km
SMF

ADC Ideal CDcompensation Rx DSP
Transmitted
symbolsPM⁃16QAM

signal

Set OSNR

Set launch
power



the origin.
The results of Monte Carlo simulations of proposed MMSE⁃

OSCD⁃algorithm based constellations are summarized in Fig.
6. When measured at BER of 10⁃8, the 16⁃ary MMSE⁃OSCD al⁃
gorithm based signal constellation outperforms 16⁃QAM by al⁃
most 1 dB. The channel symbol rate was set to 31.25 GS/s, and
QC LDPC (16935, 13550) of girth⁃8 and column⁃wieght⁃3 was
used in simulations. The improvement of MMSE ⁃OSCD over
centered iterative polar quantization (CIPQ) and quadrature

amplitude modulation (QAM) decreases as the signal constella⁃
tion size grows.

5 MAP/BCJR Decoder for the Inner Code
Optimum or sub⁃optimum MAP algorithms are usually good

candidates to be used in“soft⁃in/soft⁃out”
decoders. However, the MAP algorithm, es⁃
pecially for nonbinary codes, is a computa⁃
tionally complicated decoding method.
Here we present a near optimum MAP de⁃
coding rule for nonbinary codes based on
the dual space of the code. Because the
complexity of this proposed algorithm is re⁃
lated to the inverse of the code rate, it can
be attractive for the codes with high cod⁃
ing rates. The shorter code word length is
also a plus for implementation consider⁃
ation.

Here we focus on the inner code only
and start with some notation introduction.
Vectors and matrices are denoted in bold⁃
face letters and their elements in lower
case, e.g., vi is the i th element of the vec⁃
tor v =(v0,v1,…,vN - 1) . Also an (N, K ) code
is referred to a linear block code with the
length of N and dimension of K with the
parity⁃check matrix that is denoted by H .
The codes are defined over a finite field of
order q, Fq , therefore the elements of cod⁃
ewords belong to set {0,1, ... , q⁃1}. Code⁃

Research Paper

Nonbinary LDPC BICM for Next⁃Generation High⁃Speed Optical Transmission Systems
LIN Changyu, Ivan B. Djordjevic, WANG Weiming, and CAI Yi

ZTE COMMUNICATIONSZTE COMMUNICATIONS64 February 2017 Vol.15 No. 1

MMSE: minimum mean square error OSCD: optimum signal constellation design

▲Figure 4. The illustration of the OSCD algorithm.
CIPQ: centered iterative polar quantization
OSCD: optimum signal constellation design
QAM: quadrature amplitude modulation

▲Figure 5. The MMSE⁃OSCD constellation.

▲Figure 6. BER performance of proposed MMSE⁃OSCD algorithm
based constellations against QAM and CIPQ.
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words are transmitted over a discrete time memory ⁃ less and
noisy channel, and the soft decision received vector for a code⁃
word is denoted by r =(r0,r1, ... ,rN - 1) .The APP algorithm for the block code can be developed as

v̂i = arg max
vi ∈{0,1,…,q - 1}Pr (vi|r,v∙HT = 0) . (6)

Based on typical BCJR algorithm, the equation above is
equal to

v̂i = arg max
vi ∈{0,1,…,q - 1}∑(s',s) ∈ εiviαi( )s' γi( )s',s βi + 1(s) , (7)

where is a state at the i th ⁃ level of the code trellis and is a
state at the (i + 1)th ⁃ level of the code trellis. Moreover, εi

vi is
the set of all edges of the trellis of the code, which connects
the states to the states and corresponds to the code symbol vi .
If ri, j =(ri,ri + 1, ... ,rj - 1) , for 0≤ i≤ j≤N , we then have
αi( )s = Pr (si = s,r0, i) , (8)

βi( )s = Pr (ri,N|si = s) , (9)

γi( )s',s = Pr (si + 1 = s,ri|si = s') . (10)
Let Ω( )c

i - 1(s) be as a set of all states at the (i - 1) th ⁃level of
the code trellis, which are adjacent to state s. According to the
BCJR algorithm for state at ith⁃level of the trellis, and can be
calculated recursively.

For 0≤ i≤N ,
αi( )s = ∑

s' ∈Ω( )c
i - 1(s)

αi - 1( )s' γi( )s',s . (11)
By knowing the fact that αo( )s0 = 1 , all αi for 0≤ i≤N

can be calculated. This is called the forward recursion. The
backward recursion is similarly obtained.

For 0≤ i≤N ,
βi( )s = ∑

s' ∈Ω( )d
i + 1(s)

γi( )s,s' βi + 1(s') , (12)
where Ω( )d

i + 1( )s is a set of all states at (i + 1) th ⁃ level of the
code trellis and these states are adjacent to state s. Using the
fact that βN( )s f = 1 , βi all 0 ≤ i≤N for can be found. The
branch transition probability for a block code with statistically
independent information bits can be written as

Different methods have been suggested to carry out the MAP

decoding algorithm, but in all of these methods, there are three
common major steps:
1) Perform the forward recursion process and store all the val⁃

ues calculated for αi for 0≤ i≤N .
2) Perform the backward recursion process and store all the

values calculated for βi for 0≤ i≤N .
3) For each received codeword symbol, ri , find the MAP prob⁃

ability using (2). To calculate (2), the transition probabilities
are needed.
Due to the independence of forward and backward recur⁃

sions from each other, step 1 and step 2 can be done simultane⁃
ously.

6 Results and Discussion
For binary coding, Fig. 7a shows that in the BER perfor⁃

mance TPC (SPC (7,8) and LDPC (17104,18611)) of 25% over⁃
head outperforms LDPC (17104,18611). Though this TPC per⁃
forms even better than the LDPC (13550,16935) with the same
overhead in the low SNR region, it begins to show some error
floor at BER= 10-5 . By replacing the SPC with BCH (57,64),
about 0.3 dB gain is obtained compared to the SPC⁃LDPC case
without any error floor and with 22% overhead.

In Fig. 7b, the nonbinary TPC (NB⁃SPC (7, 8) and NB⁃LD⁃
PC (6744, 8430)) has about 0.4 dB gain in OSNR compared to
the binary counterpart (SPC (7,8) and LDPC (13550, 16935))
with half the length. With two TE iterations, we are able to ex⁃
tend the gain to 0.6 dB without increasing the overhead. It
should be noticed that both binary and nonbinary performance
are evaluated at the 4⁃th TPC iteration, and the maximum num⁃
ber of iterations for LDPC of are 30 and 18 for binary and non⁃
binary LDPC codes, respectively. When reducing the max*⁃op⁃
eration to max⁃operation of the nonbinary TPC code with TE,
only less than 0.2 dB loss in SNR is observed.

With four different launch powers, ranging from 6 dBm to 12
dBm, the proposed tandem⁃TPC scheme is tested with studied
SMF link. After the transmission, to achieve the same BER per⁃
formance, the higher linear ONSR is required for larger nonlin⁃
ear transmission cases. Fig. 7c shows the BER performance of
nonbinary twin ⁃ turbo code (NB ⁃ SPC (7, 8) and NB ⁃ LDPC
(6744, 8430)) with TE, and it demonstrates excellent robust⁃
ness even in highly nonlinear scenarios.

7 Conclusions
We proposed the nonbinary tandem ⁃TPC ⁃TE based coded

modulation scheme. When TE and TPC are employed in tan⁃
dem, a smaller number of iterations are needed for NB LDPC
with half the length compared to the binary counterpart. The
proposed NB TPC provides 0.6 dB improvement in Net Coding
Gain (NCG) for the same BER performance with adjustable it⁃
eration/performance. The complexity is even lower when low ⁃
complexity decoding algorithm is used with small loss in gain.
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Pr( )si + 1 = s|si = s' Pr( )ri|si + 1 = s,si = s' =
Pr (vi)Pr (ri|vi). (13)
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◀Figure 7.
BER performance in:
(a) BCH vs SPC based TPC;
(b) nonbinary TPC vs
binary TPC; and
(c) SMF nonlinear
transmission with loaded
linear noise.

BCH: Bose⁃Chaudhuri⁃Hocquenghem
BER: Bit Error Rate

LDPC: Low⁃Density Parity⁃Check
NB: Non⁃Binary

OSNR: Optical Signal Noise Ratio
SMF: single⁃mode fiber

SNR: Signal Noise Ratio
SPC: single parity check
TE: turbo equalizer

TPC: turbo product code

The robustness has been verified in highly nonlinear PDM⁃
16QAM SMF transmission. The proposed NB TPC represents
a promising NB coded⁃modulation scheme for the next genera⁃
tion optical transmission systems.
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