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Editorial
CHEN Changwen, ZHAO Tiesong, and CHEN Zhibo

Recent Advances and Challenges in Video
Quality Assessment

Video quality assessment plays a vital role in the field of video
processing and has gained much attention in recent years. This

paper gives an up⁃to⁃date review of VQA research and highlights
the challenges to conduct VQA research. Both subjective study
and common VQA databases, as well as various objective VQA

methods are reviewed. The authors pointed out several challenges
in VQA, including the impact of video content, the memory effects,

the computational efficiency, and the personalized video quality
prediction.

LI Dingquan, JIANG Tingting, and JIANG Ming

Quality Assessment and Measurement for
Internet Video Streaming

In this paper, the authors point out that conventional video quality
assessment methods have been designed for broadcasting mode of

operations. Emerging Internet⁃based video services are
fundamentally different from broadcasting mode and different
assessment strategies must be adopted. Both subjective and

objective metrics should be implemented and the measurement
may be carried out at client side, server side and in⁃network to

ensure an overall picture of the video service quality.
ZHANG Xinggong, XIE Lan, and GUO Zongming
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Automating QoS and QoE Evaluation of
HTTP Adaptive Streaming Systems
For the HTTP streaming systems, the adaptation of video bitrate and
possibly even the video resolution makes the assessment of the
overall quality much more challenging. This paper presents a
flexible and comprehensive framework to conduct objective and
subjective evaluations of HAS systems in a fully automated and
scalable way. Main features of the proposed approach include
end⁃to⁃end evaluation of video streaming players deployed in
industry, collection and analysis of objective streaming performance
metrics, and subjective quality assessment utilizing crowdsourcing
for QoE evaluation.
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delivery eco⁃system from the source, via complex networks, to the
destination. The authors investigate the significant differences
between QoS and QoE, summarize the end⁃to⁃end QoE effects in
video delivery, and present their classification based on the
deployment. The authors also specifically analyze the impacts of
different kinds of factors on QoE in video transmission systems.
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activities in this progressive research area.
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Visual Attention Modeling in Compressed
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This paper explores visual attention modeling in the compressed

domain for both image and video saliency detection. Saliency
regions in compressed image or video play a significant role in the

perception of compressed image and video and therefore are
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received image and video. In particular, this paper introduces
fusion strategies to combine spatial and temporal saliency maps to

obtain the consistent result for video saliency map.
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Perceptual Quality Assessment of
Omnidirectional Images: Subjective
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is extremely important. In this paper, the authors address the
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quality assessment database, and then conduct a subjective quality

evaluation study in the VR environment based on this database.
Some insightful observations have been obtained through this
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Editorial: Quality of Experience for Emerging Video Communications Special Topic

s 5G mobile communication is making its powerful
progress towards full deployment in the near fu⁃
ture, we have witnessed tremendous growth of
smart mobile devices capable of various video

streaming and sharing services. Mobile video services account
for majority of the current Internet and wireless data services.
Unlike other type of data services, the quality of video service
is primarily governed by the end users who are watching videos
on the receiving display terminals. The perception and experi⁃
ence of the end users should be the true criteria to assess the
quality of the video services. For emerging video communica⁃
tion services, it is the quality of experience, or QoE in short, of
the users that should be the most important measure for system⁃
atic design for next generation mobile communications.

To examine the state⁃of ⁃ the⁃art QoE for video communica⁃
tion and networking, we invited a distinguished group of re⁃
searchers worldwide to present their most recent researches in
this special issue. A wide range of topics related to QoE for vid⁃

eo communications, from fundamental techniques in video
quality assessment, to quality assessment and measurement
strategies, to automating quality of service (QoS) and QoE eval⁃
uations, to QoE issues related to visual attention modeling, om⁃
nidirectional video, and haptic communications, have all been
explored in this special issue. We hope such diverse topics re⁃
lated to QoE for video communications can bring the readers
some fresh perspectives about how important the issue of QoE
is and how the video communication users are best served with
enhanced QoE through innovative design.

This special issue begins with the paper entitled“Recent
Advances and Challenges in Video Quality Assessment.”This
paper gives an up⁃ to ⁃date review of video quality assessment
(VQA) research and highlights the challenges to conduct VQA
research. Both subjective study and common VQA databases,
as well as various objective VQA methods are reviewed. The
authors pointed out several challenges in VQA, including the
impact of video content, the memory effects, the computational
efficiency, and the personalized video quality prediction.

The second paper is entitled“Quality Assessment and Mea⁃
surement for Internet Video Streaming.”The authors point out
that conventional video quality assessment methods have been

Guest Editor

ZHAO Tiesong is currently a Minjiang Distinguished
Professor with Fuzhou University, China. He received
the B.S. degree in electrical engineering from the Uni⁃
versity of Science and Technology of China in 2006, and
the Ph.D. degree in computer science from the City Uni⁃
versity of Hong Kong, China in 2011. From 2012 to
2015, he served as postdoc researchers in City Universi⁃
ty of Hong Kong, University of Waterloo, Canada and
the University at Buffalo, State University of New York,
USA, respectively. He has joined Fuzhou University
since 2015. In 2017, he received the Fujian Science &
Technology Award for Young Scientists. Since 2019, he

has also been served as the AE of IET Electronics Letters. His research inter⁃
ests include multimedia signal processing, coding and transmission.

Guest Editor

CHEN Zhibo received the B.Sc. and Ph.D. degrees from Depart⁃
ment of Electrical Engineering, Tsinghua University, China in 1998
and 2003, respectively. He is now a professor in University of Sci⁃
ence and Technology of China. Before that he worked with SONY
and Thomson from 2003 to 2012. He was a principal scientist and re⁃
search manager at Thomson Research & Innovation Department. His
research interests include image and video compression, visual quali⁃
ty of experience assessment, immersive media computing, and intelli⁃
gent media computing. He has more than 50 granted and over 100
filed EU and US patent applications, more than 80 publications. He
is an IEEE senior member, member of IEEE Visual Signal Process⁃
ing and Communications Committee, and member of IEEE Multime⁃

dia Communication Committee. He was an organization committee member of ICIP 2017
and ICME 2013, and served as a TPC member in IEEE ISCAS and IEEE VCIP.

A

DOI: 10.12142/ZTECOM.201901001
http://kns.cnki.net/kcms/detail/34.1294.TN.20190321.0816.002.html,
published online March 21, 2019



CHEN Changwen, ZHAO Tiesong, and CHEN Zhibo

Editorial: Quality of Experience for Emerging Video Communications

02 ZTE COMMUNICATIONS
March 2019 Vol. 17 No. 1

Special Topic

designed for broadcasting mode of operations. Emerging Inter⁃
net ⁃ based video services are fundamentally different from
broadcasting mode and different assessment strategies must be
adopted. Both subjective and objective metrics should be im⁃
plemented and the measurement may be carried out at client
side, server side and in⁃network to ensure an overall picture of
the video service quality.

The third paper entitled“Automating QoS and QoE Evalua⁃
tion of HTTP Adaptive Streaming Systems”presents a novel
strategy of automating QoS and QoE evaluations for the emerg⁃
ing HTTP video streaming systems. For the HTTP streaming
systems, the adaptation of video bitrate and possibly even the
video resolution makes the assessment of the overall quality
much more challenging. This paper presents a flexible and
comprehensive framework to conduct objective and subjective
evaluations of HAS systems in a fully automated and scalable
way. Main features of the proposed approach include end ⁃ to ⁃
end evaluation of video streaming players deployed in industry,
collection and analysis of objective streaming performance met⁃
rics, and subjective quality assessment utilizing crowdsourcing
for QoE evaluation.

The next paper entitled“Quality of Experience Effects in
Video Delivery”discusses the quality⁃of⁃experience effects in
video delivery eco ⁃ system from the source, via complex net⁃
works, to the destination. One interesting aspect of this paper
is its report on the investigation of the significant differences
between the conventional QoS and QoE. Based on the investiga⁃
tion, end⁃to⁃end QoE effects have been studied and main con⁃
clusions are summarized. In particular, this paper presents the
analysis of different types of impacting factors on the overall
QoE of the current video communication systems.

The next three papers address service quality issues from dif⁃
ferent perspectives and for different applications. The first pa⁃
per in this group is entitled“Visual Attention Modeling in
Compressed Domain: From Image Saliency Detection to Video
Saliency Detection.”This paper explores the visual attention
modeling in the compressed domain for both image and video

saliency detection. Saliency regions in compressed image or
video play a significant role in the perception of compressed
image and video and therefore are closely related to the quality
of experience when viewing the received image and video. In
particular, this paper introduces fusion strategies to combine
spatial and temporal saliency maps to obtain the consistent re⁃
sult for video saliency map.

The second paper in this group entitled“Perceptual Quality
Assessment of Omnidirectional Images: Subjective Experiment
and Objective Model Evaluation”addresses the quality assess⁃
ment of one emerging type of media, omnidirectional images
and videos. This new class of media provides immersive experi⁃
ence of real ⁃world scenes in virtual reality environments and
special evaluation strategies are very much needed. The au⁃
thors have established the first database of omnidirectional im⁃
ages for the study how such a new type of media data is differ⁃
ent from conventional image quality assessment. Some insight⁃
ful observations have been obtained through this interesting
study.

Finally, we present a paper entitled“Quality⁃of⁃Experience
in Human⁃in⁃the⁃Loop Haptic Communications”that address⁃
es futuristic media application in haptic communication, one of
the key use scenarios for 5G. One unique feature of this type of
media application is its human⁃in⁃the⁃loop nature which makes
the QoE more important than other 5G use scenarios. The QoE
for haptic communications can be observed at user level, or at
application level, and even at network level. This paper not on⁃
ly provides comprehensive review of the state⁃of ⁃ the⁃art QoE
management strategies in haptic communications, but also
shows technical challenges and research opportunities for
seamless haptic communications in the future.

The Guest Editors would like to thank the Editorial Office of
ZTE Communications for their continuous support throughout
the submission and review process. The Guest Editors would al⁃
so like to thank all the authors for accepting our invitation to
contribute to this special issue and to the reviewers for their
timely and professional review of these papers.

Editorial on Special Topic:Editorial on Special Topic:
Quality of Experience for Emerging Video Communications



Abstract: Video quality assessment (VQA) plays a vital role in the field of video process⁃
ing, including areas of video acquisition, video filtering in retrieval, video compression, vid⁃
eo restoration, and video enhancement. Since VQA has gained much attention in recent
years, this paper gives an up⁃to⁃date review of VQA research and highlights current chal⁃
lenges in this filed. The subjective study and common VQA databases are first reviewed.
Then, a survey on the objective VQA methods, including full⁃reference, reduced⁃reference,
and no⁃reference VQA, is reported. Last but most importantly, the key limitations of cur⁃
rent research and several challenges in the field of VQA are discussed, which include the
impact of video content, memory effects, computational efficiency, personalized video quali⁃
ty prediction, and quality assessment of newly emerged videos.
Keywords: databases; perceptual optimization; personalization; video content; VQA
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1 Introduction
n recent years, video ⁃ based applications (e.g., video
conferencing, video surveillance, and digital televi⁃
sion) are growing rapidly in all walks of life. Especial⁃
ly, with the evolution of network and video technolo⁃

gies, people can capture videos to record their daily life with
portable mobile devices wherever and whenever they like, and
share the interesting ones with other people through social net⁃
working services. There is no doubt that video traffic has been
the largest part of Internet traffic. However, videos pass
through several processing stages before they finally reach the
end users of the videos (typically the human consumers). Most
of these stages impair the perceived video quality, while some
of them try to improve the perceived video quality. Therefore,
to provide a satisfying end⁃user experience, video quality as⁃

sessment (VQA) is a crucial step in many video⁃based applica⁃
tions. VQA has many practical applications, including quality
monitoring in real time; performance evaluation of video sys⁃
tems for video acquisition, compression, transmission, en⁃
hancement, display, and so on; and perceptual optimization of
video systems.

VQA can be achieved by subjective VQA or objective VQA.
The most reliable way to assess the perceived video quality is
subjective VQA, which asks the subjects to rate the perceived
video quality and processes the subjective ratings to obtain the
overall video quality score. However, it is hard to carry out the
subjective study in real ⁃ time video ⁃based applications, since
the subjective experiments are inconvenient, expensive, and in⁃
efficient. To automatically predict perceived video quality in
real⁃time video⁃based applications, we need efficient and effec⁃
tive objective VQA methods.

Subjective VQA is still necessary since we need to bench⁃
mark the objective VQA methods with the“ground truth”pro⁃
vided by the subjective VQA, although it has so many draw⁃
backs. Many researchers throw themselves into subjective
VQA to construct benchmarking databases. In short, one con⁃
structs a video database that can reflect the variety of video

I
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content and distortions in the considered applications, and the
conducted subjective study enables the constructed video data⁃
base to be a benchmarking VQA database.

Developing objective VQA methods that correlate well with
subjective VQA is the main goal of VQA research. According
to the availability of reference videos, objective VQA methods
include three types: full ⁃reference VQA (FR⁃VQA), reduced⁃
reference VQA (RR⁃VQA), and no⁃reference VQA (NR⁃VQA).
FR⁃VQA methods, such as motion⁃based video integrity evalu⁃
ation (MOVIE) index [1], require the distorted video and the
corresponding pristine reference video as well. The complete
access to the reference video accounts for the excellent perfor⁃
mance of FR⁃VQA methods since FR⁃VQA can be seen as the
fidelity measure. RR⁃VQA methods, such as spatio ⁃ temporal
reduced reference entropic differences (ST ⁃ RRED) [2], lie
somewhere between FR ⁃VQA and NR ⁃VQA, and only need
partial information of the reference video in addition to the dis⁃
torted one. Compared to FR ⁃ VQA, RR ⁃ VQA can achieve a
good tradeoff between bandwidth occupation and superb perfor⁃
mance. NR ⁃ VQA methods, such as video intrinsic integrity
and distortion evaluation oracle (VIIDEO) [3], predict the per⁃
ceived video quality without any access to the reference video.
Since the reference videos are unavailable in most practical ap⁃
plications, NR⁃VQA is preferable but also more challenging.

The research field of VQA is in a rapid growth, with the fact
that more and more works on new VQA methods, extensions of
existing ones, and applications of these VQA methods to other
disciplines are put forward every year. The goal of this paper is
to provide an up⁃to⁃date review of the recent advances of VQA
research as a complement to the previous reviews in [4] and
[5], and more importantly to highlight the current challenges in
this research field. Based on the overview of recent VQA meth⁃
ods, we discuss key limitations of the current VQA research
and highlight some challenges in the field of VQA research
that we are facing nowadays, including but not limited to the
impact of video content, the memory effects and long⁃term de⁃
pendencies, the computational efficiency and memory efficien⁃
cy, the personalized video quality prediction, and the quality
assessment of newly emerged videos (e.g., high dynamic range
(HDR) panoramic videos) as well as quality assessment guided
perceptual optimization of video systems.

This paper is organized as follows. A briefly review on the
subjective VQA and public benchmarking VQA databases is
presented in Section 2. Section 3 reviews the recent proposed
objective VQA methods including FR⁃VQA, RR⁃VQA and NR⁃
VQA methods. The key limitations of current VQA research
and the challenges in developing effective and efficient VQA
methods are discussed in Section 4. Finally, we have a con⁃
cluding remark in Section 5.

2 Subjective Study and VQA Databases
Subjective video quality, i.e., the video quality perceived by

humans, is the most accurate estimation of video quality since
humans are the ultimate video receivers. To collect the subjec⁃
tive video quality scores, one must first construct a video data⁃
base that can reflect the“real distribution”of videos in the ap⁃
plication, ensuring the content diversity and distortion (level
and type) diversity. Then he can select a suitable method to
conduct the subjective study on the database.

The ITU [6] provides the standard settings for the subjective
study of video quality. There are many subjective study meth⁃
ods to collect the subjective ratings, including the single⁃stimu⁃
lus (SS) and absolute category rating (ACR) method; ACR with
hidden reference (ACR ⁃ HR); double stimulus impairment
scale (DSIS); double stimulus continuous quality scale (DSC⁃
QS); pair comparison (PC); subjective assessment of multime⁃
dia video quality (SAMVIQ); single stimulus continuous quali⁃
ty evaluation (SSCQE). PC can provide more reliable subjec⁃
tive quality. However, in terms of the number of videos n , its
time complexity is Ο( )n2 , while the complexity of other meth⁃
ods is only O( )n . So some researchers have devoted them⁃
selves to improve the PC method by HodgeRank on random
graphs [7], active sampling [8], etc.
Table 1 summarizes some common VQA databases [9]-[18]

with the information about the number of reference/distorted
videos, distortion types, score types, and the chosen subjective
study methods. More VQA databases can be found in a collec⁃
tion of image and video resources on the Winkler’s website
[19]. The distorted videos in the first six VQA databases are all
obtained by applying compression and transmission errors to
the reference videos, and we refer the distortions in these vid⁃
eos as simulated distortions, since we can reproduce exactly
the same distorted videos. However, the last four VQA databas⁃
es contain no reference videos, and the distorted videos in
them are authentically distorted, by which we mean that we
cannot easily reproduce the same distorted videos. Actually,
the simulated distortions are induced by post⁃processing, while
the authentic ones are already induced during the video cap⁃
ture process. The traditional VQA databases have been ana⁃
lyzed in previous literatures, such as [20]. Here, we give more
information about the last four VQA databases that include au⁃
thentic distortions.

Camera Video Database (CVD2014) [15] includes complex
authentic distortions induced during the video acquisition pro⁃
cess. It contains 234 videos of resolution 640×480 or 1 280×
720 recorded by 78 different cameras. In addition to the video
quality, the conductors also ask the subjects to give ratings
about sharpness, graininess, color balance, darkness, and jerki⁃
ness. One should know that, unlike previous databases,
CVD2014 enables the audios in the videos. The database pro⁃
vides the raw subjective ratings, which means all the ratings
from different subjects are available. The realigned MOS rang⁃
es from-6.50 to 93.38.

LIVE⁃Qualcomm Subjective Mobile In⁃Capture Video Quali⁃
ty Database [16] aims at authentic, in⁃capture video distortions

Recent Advances and Challenges in Video Quality Assessment
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since the simulated distortions in previous databases cannot re⁃
flect these in ⁃ capture distortions. It consists of 208 videos of
resolution 1 920 × 1 080 captured by eight different smart ⁃
phones and models six in ⁃capture distortions (artifacts, color,
exposure, focus, sharpness, and stabilization). The subjective
study is carried out on 39 subjects, and the realigned MOS
ranges from 16.5621 to 73.6428.

Konstanz Natural Video Database (KoNViD⁃1k) [17] focuses
on authentic distortions“in the wild”. To guarantee the video
content diversity, it comprises a total of 1200 videos of resolu⁃
tion 960×540 that are fairly sampled from a large public video
dataset, YFCC100M. In terms of the video content diversity,
KoNViD⁃1k is now the largest VQA database in the communi⁃
ty. The large scale subjective study is not suitable to be con⁃
ducted in the laboratory environments, so the crowdsourcing
platform is chosen. KoNViD⁃1k also provides the raw data of
the subjective study, and the MOS ranges from 1.22 to 4.64.

LIVE Video Quality Challenge Database (LIVE⁃VQC) [18]
is another VQA database including authentic distortions“in
the wild”. Same as KoNViD⁃1k, the large⁃scale study of LIVE⁃
VQC is also conducted on the crowdsourcing platform. The
subjective study has 4 776 unique participants, yielding more
than 205 000 opinion scores on the 585 videos.

3 Objective Video Quality
Assessment
In 2011, FR ⁃VQA and RR ⁃VQA methods were classified

and reviewed [4], while Shahid et al. [5] classi⁃
fied and reviewed NR⁃VQA methods three years
later. The research of VQA is in a rapid growth,
and it has gained more attention in recent years.
There have been a lot of newly proposed VQA
methods since the two review articles published,
thus an up⁃to⁃date review of the recent progress
in VQA research is needed. Here, we give an
overview of the recent advances of FR⁃VQA, RR⁃
VQA, and NR ⁃ VQA methods in the following
three subsections.
3.1 Full⁃Reference Video Quality Assessment

The research of FR⁃VQA methods has a long
history. Since the FR⁃VQA methods have full ac⁃
cess to the reference information, they can usual⁃
ly achieve an acceptable performance. Structur⁃
al information is proved to be essential for image
quality assessment (IQA), so it should be also
useful for VQA. Different from images, videos
have one more dimension over the time axis. So
motion information should also be crucial for
VQA. Furthermore, to develop an FR ⁃ VQA
method that correlates well with human percep⁃
tion, investigating the knowledge of human visu⁃

al system (HVS) is very helpful. We roughly classify the FR⁃
VQA methods into three categories, i.e., structural information
guided methods, motion information tuned methods, and HVS
inspired perceptual hybrid methods.

(1) Structural information guided methods: Due to the suc⁃
cess of structural similarity (SSIM) [21] in the field of IQA,
some works in the field of VQA exploit the structural informa⁃
tion. The most direct work that extends SSIM to video domain
is proposed in [22]. Wang and Li [23] consider the frame⁃wise
SSIM with motion associated weighting, where the motion infor⁃
mation is obtained from a statistical model of human visual
speed perception. With a novel concept of motion vector reuse,
Moorthy and Bovik propose an efficient FR ⁃ VQA method,
called the motion compensated SSIM (MC⁃SSIM) [24]. In [25],
hysteresis effect is found in the subjective study, so temporal
hysteresis pooling is applied to frame ⁃ wise SSIM, which is
proved to be better than simply taking an average. Wang et al.
extract structural information from local spatial ⁃ temporal re⁃
gions [26]. More specifically, the structural information in the
local space⁃time region is represented by the largest eigenval⁃
ue and its corresponding eigenvector of the 3D structure ten⁃
sor. Besides luminance, contrast, structure similarity, Xu et al.
consider the space⁃temporal texture by a rotation sensitive 3D
texture pattern [27]. Motivated by the contrast effect, they re⁃
fine the frame quality score based on the score of the previous
frame. In [28], Park et al. propose a video quality pooling meth⁃
od to pool the frame⁃wise SSIM scores, which emphasizes the
“worst”scores in the space⁃time regions.

*The subjective study of KoNViD⁃1k and LIVE⁃VQC is conducted on the crowdsourcing platform.
**σ indicates the standard deviation of subjective rating and“raw”means that all subjective data are available.

▼Table 1. VQA databases with the subjective study methods, numbers of
(#) reference/distorted videos and score types

VQA Database
VQEG FR⁃TV Phase I [9]

VQEG HDTV [10]
EPFL⁃PoliMI [11]

LIVE [12]
LIVE Mobile [13]

CSIQ [14]
CVD2014 [15]

LIVE⁃Qualcomm [16]
KoNViD⁃1k* [17]
LIVE⁃VQC* [18]

Subjective Study Method
DSCQS
ACR⁃HR
SS/ACR
ACR⁃HR

SSCQE⁃HR
SAMVIQ
SS/ACR
SS/ACR
SS/ACR
SS/ACR

#Reference/Distorted Videos
22/352
49/740
12/156
10/150
10/200
12/216

None/234
None/208
None/1 200
None/585

Score Type**

DMOS+σ
Raw
Raw

DMOS+σ
DMOS+σ
DMOS+σ

Raw
MOS+σ
Raw

MOS+σ

ACR: absolute category rating
ACR⁃HR: ACR with hidden reference

CSIQ: Computational and Subjective Image Quality
CVD2014: Camera Video Database

DMOS: difference mean opinion score
DSCQS: double stimulus continuous quality scale

EPFL⁃PoliMI: École Polytechnique Fédérale de
Lausanne and Politecnico di Milano

FR⁃TV: full⁃reference television
HDTV: high definition television

KoNViD⁃1k: Konstanz Natural Video Database
LIVE: Laboratory for Image & Video Engineering

LIVE⁃VQC: LIVE Video Quality Challenge Database
MOS: mean opinion score

SAMVIQ: subjective assessment of multimedia
video quality

SS: single stimulus
SSCQE: single stimulus continuous quality evaluation

VQA: video quality assessment
VQEG: Video Quality Experts Group
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(2) Motion information tuned methods: Motion information is
very important in the videos, and this encourages developing
VQA methods that utilize motion information. Seshadrinathan
and Bovik put forward the MOVIE index, an FR⁃VQA method
that considers motion perception [1]. It captures spatial distor⁃
tions by spatial MOVIE maps and temporal distortions by tem⁃
poral MOIVE maps, where the temporal MOVIE index is calcu⁃
lated with the guide of additional motion vector information.
Vu et al. extend the most apparent distortion (MAD) index [29]
to the video domain by taking into account of human percep⁃
tion on motion distortions, resulting the spatial⁃temporal MAD
(ST⁃MAD) method for FR⁃VQA [30]. Finding that distortions
can affect local optical flow statistics, Manasa and Channap⁃
payya measure the amount of distortions by the deviations of
these statistics from the pristine optical flow statistics [31].
Yan and Mou [33] decompose the spatiotemporal slice images
into simple motion areas and complex motion areas, and then
use gradient magnitude standard deviation (GMSD) [32] to esti⁃
mate the distortions in these two parts.

(3) HVS inspired perceptual hybrid methods: The goal of ob⁃
jective VQA is to predict video quality that correlates well with
human perception, so HVS mechanism can inspire new ideas
on VQA. Aydin et al. [34] propose an FR ⁃VQA method that
considers luminance adaptation, spatiotemporal contrast sensi⁃
tivity and visual masking. Taking distortion detection and visu⁃
al masking effects into account, Zhang and Bull [35] exploit no⁃
ticeable distortion and blurring artifacts, and predict video
quality by adaptively combining these two terms through a non⁃
linear model. Visual attention is also an important part of
HVS, so some works have tried to investigate the impact of vi⁃
sual saliency or its implications in the field of VQA [36]-[38].
Based on the fact that HVS has the property of energy compac⁃
tion representation, He et al. [39] propose an FR⁃VQA method
by transforming the videos into the 3D discrete cosine trans⁃
form (3D⁃DCT) domain and exploiting the energy and frequen⁃
cy distribution with statistical models. In [40] and [41], several
perceptual⁃related features and methods are combined to boost
the performance. Recently, in [42], video multi⁃method assess⁃
ment fusion (VMAF) [41] is extended to embedding effective
temporal features, and the resulting two methods, called spatio⁃
temporal VMAF (ST⁃VMAF) and ensemble VMAF (E⁃VMAF),
show further improvement over the VMAF method.
3.2 Reduced⁃Reference Video Quality Assessment

Although FR⁃VQA methods have the most promising perfor⁃
mance, they have limited applications since the original videos
are usually unavailable in many real⁃world video applications.
On the other hand, NR ⁃ VQA is an extremely difficult task
since it does not have access to the reference information at
all. These call for a tradeoff between FR⁃VQA and NR⁃VQA
tasks, and RR⁃VQA aims to provide this compromise.

The goal of RR⁃VQA methods is to reduce the issue of high
bandwidth occupation in FR⁃VQA with minor sacrifice of per⁃

formance. Video quality model (VQM) is an RR⁃VQA method
that first calibrates the reference video and the distorted video
then extract low ⁃ bandwidth spatial and temporal features to
predict video quality [43]. It only requires reference data of
around 4% of the size of the uncompressed video sequence,
which makes it possible to perform real⁃time in⁃service quality
measurements. For video quality monitoring applications, Mas⁃
ry et al. [44] exploit the multichannel decomposition of videos
using wavelet transform with a coefficient selection mechanism
that allows to adjust the bitrate of the reference video decompo⁃
sition. The reference bitrates can be as low as 10 kbit/s while
the proposed method keeps a good performance [44]. Gunawan
and Ghanbari [45] propose an RR⁃VQA for compressed videos
based on harmonics gain and loss information created by a dis⁃
criminative analysis of harmonic strength computed from edge⁃
detected images. Without explicit motion estimation process,
Zeng and Wang [46] directly examine temporal variations of lo⁃
cal phase structures for RR⁃VQA in the complex wavelet trans⁃
form domain. The resulting method is very easy to be adopted
by real ⁃world video communication systems since it has only
five features with very low rate of reference information. Based
on the analysis of contrast and motion sensitivity characteris⁃
tics of HVS, Wang et al. [47] propose a spatiotemporal informa⁃
tion selection mechanism for RR⁃VQA to reduce the rate of ref⁃
erence information needed.

It is an issue for RR ⁃ VQA how to integrate features over
time axis. To predict video quality, Le Callet et al. [48] com⁃
bine three types of perceptual features (frequency content, tem⁃
poral content, and blocking effects) using a time⁃delay neural
network. It should be noted that the proposed method requires
the subjective scores provided by the SSCQE method. Zhu et
al. [49] propose a practical strategy for optimizing feature inte⁃
gration, which includes a linear model for local alignment and
a non⁃linear model for quality calibration.

In recent years, the research of RR⁃VQA has been consider⁃
ing natural scene statistics (NSS) since distortions can alter the
statistical regularities related to scene, i.e., change the NSS, ev⁃
idenced by IQA methods, e.g. naturalness image quality evalu⁃
ator (NIQE) [50]. Ma et al. [51] develop an RR⁃VQA method
that exploits spatial information loss with an energy variation
descriptor and exploits temporal information loss with temporal
characteristics of the inter⁃frame histogram modeled by a statis⁃
tical model. Soundararajan and Bovik [2] consider using Gauss⁃
ian scale mixture model to model the wavelet coefficients of
frames and frame differences, and then the measured spatial
and temporal information differences between the reference
and distorted videos are combined to predict video quality. ST⁃
RRED [2] is shown to have robust performance over a wide
range of VQA datasets. To further reduce complexity without
sacrificing performance, Bampis et al. [52] propose the spatial
efficient entropic differencing for quality assessment (SpEED⁃
QA). Like NIQE but unlike ST ⁃ RRED, SpEED ⁃ QA applies
NSS model in the spatial domain, and calculates local entropic
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differencing between reference and distorted videos. Since it
does not need to wavelet transform, SpEED⁃QA is much faster
than ST⁃RRED.
3.3 No⁃Reference Video Quality Assessment

In most practical video applications, the pristine videos are
unavailable. For example, during the video capture process, it
is incapable to capture“perfect”videos which are totally free
of distortions. The additional information of the reference video
also leads to high bandwidth occupation during video transmis⁃
sion. Moreover, people can perceive the video quality without a
reference video. Therefore, NR ⁃ VQA is a more natural and
preferable way to assess the perceived video quality. Over the
years, numerous efforts have been put into studying distortion⁃
specific NR⁃VQA methods which make assumptions on the dis⁃
tortion type. These methods focus on estimating the perceived
quality of videos with specific distortions, such as H. 264/AVC
compression [53], transmission error [54], [55], exposure distor⁃
tion [56], channel⁃induced distortion [57], shakiness [58], spa⁃
tially correlated noise [59], and scaling artifacts [60]. However,
less efforts have been put into developing non⁃distortion⁃specif⁃
ic NR⁃VQA methods. This is because non⁃distortion⁃specific
NR⁃VQA is more general and challenging since it is unaware
of distortion types. With the development and applications of
machine learning in the field of VQA, non⁃distortion⁃specific
NR⁃VQA has gained much attention in recent years. Here, we
give an overview of the recent advances in developing non⁃dis⁃
tortion⁃specific NR⁃VQA methods.

Some works extract frame⁃wise features and pool them over
the time axis to obtain the video⁃ level features for quality as⁃
sessment. Xu et al. propose an NR ⁃VQA method, called V ⁃
CORNIA, which is based on unsupervised feature learning
[61]. Spatial features are first extracted in a frame ⁃ wise way
based on a modification of CORNIA [62] with the max ⁃ min
pooling strategy. Then, a support vector regression (SVR) mod⁃
el taking these features as inputs is trained for approximating
frame quality to GMSD [32]. Hysteresis pooling [25] is finally
employed to pool the frame quality over temporal axis. Men et
al. use contrast, blurriness [63], colorfulness, spatial informa⁃
tion (SI) and temporal information (TI) for quality assessment
since they are important attributes that are related to the per⁃
ceived video quality [64]. The video ⁃ level features are repre⁃
sented by the average of these frame⁃level attributes over tem⁃
poral axis, and a feature combination model is proposed to map
the five attributes to video quality.

Some works further consider the information contained in
two adjacent frames, e.g., statistics of frame differences and op⁃
tical flow. Saad et al. develop an NR⁃VQA method, known as
VBLIINDS, which makes use of three types of features: spatial⁃
temporal features based on a natural video statistics (NVS)
model of frame differences in DCT domain, spatial naturalness
index using NIQE [50], and motion⁃ related features, i.e., mo⁃
tion coherency and ego⁃motion [65]. Finally, these features are

mapped to video quality predictions by training an SVR model
with linear kernel. Manasa and Channappayya propose an NR⁃
VQA method, named FLOSIM⁃FR, which is based on the opti⁃
cal flow irregularities induced by distortions [66]. Besides, the
intra ⁃ patch and inter ⁃ patch irregularities are measured in a
frame⁃wise way while the distortion⁃induced flow randomness
and frame irregularities are measured based on consecutive
frames. The mapping between the extracted features and the
video quality score is also achieved by an SVR model. Unlike
the above methods, [3] and [67] are free of both distortion
types and subjective ratings, which belong to“opinion ⁃ free”
methods. Mittal et al. develop an efficient NR ⁃VQA method,
named VIIDEO, which is based on quantifying the intrinsic sta⁃
tistical irregularities due to the existence of distortions and ex⁃
amining the inter ⁃subband correlations for quality assessment
in the frame ⁃ difference domains [3]. By considering internal
generative mechanism of HVS, Zhu et al. propose a complete
blind VQA method based on spatio ⁃ temporal internal genera⁃
tive mechanism (ST⁃IGM) [67]. This method first decomposes
the video content into the predicted part and the uncertain part
by applying a spatio⁃temporal autoregressive prediction model
on adjacent frames, then employs an improved NVS model to
evaluate the quality of these two parts, and finally combines
the two quality scores with a weighted geometric mean.

The other works directly consider cubes of video slices to ex⁃
ploit the spatial, temporal, and spatio⁃temporal information si⁃
multaneously. Li et al. develop an NR⁃VQA method based on
an NVS model in the 3D⁃DCT domain, where the NVS features
of short video clips (of size 4×4×4) are extracted according to
the statistical analysis on basic spectral behavior, NVS shape
parameter, energy fluctuation, and distribution variation [68].
These NVS features are then pooled over temporal axis to get
the video ⁃ level features, and the principal components of the
video⁃level features are fed into a linear SVR model for quality
prediction. Li et al. [69] propose shearlet⁃ and CNN⁃based NR
VQA (SACONVA), an NR⁃VQA method based on 3D shearlet
transform and 1D convolutional neural network (CNN). 3D
shearlet transform is first employed to extract primary spatio ⁃
temporal features for video clips of size 128 × 128 × 128. 1D
CNN is used for exaggerating and integrating discriminative
parts of the primary features, followed by a logistic regression
for video quality prediction as well as a softmax classification
layer for video distortion classification. Shabeer et al. [70] ex⁃
tract spatio ⁃ temporal features by modelling the coefficients of
sparse representation of video slices, where the spatio⁃ tempo⁃
ral dictionaries are first constructed by the popular k⁃singular
value decomposition (K⁃SVD) algorithm.

4 Challenges
Although the previous two sections show that great progress

has been made in the field of VQA research, there still re⁃
mains some challenges in bridging the gap between human per⁃
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ception and objective VQA. In this section, we discuss several
challenging issues, all of which are important aspects for over⁃
coming barriers on the road of developing objective VQA meth⁃
ods that correlate well with human perception.
4.1 Impact of Video Content

The video content diversity has a strong impact on the esti⁃
mation of perceived video quality since the occurrence proba⁃
bility of distortions and the human tolerance thresholds for dis⁃
tortions vary in different video content/scenes. Fig. 1 shows an
example, where the six videos suffer from almost the same lev⁃
els of distortion artifacts. However, the two different videos
with the same video content (“NightSence”,“DogsOnBeach”,
or“ManUnderTree”) have similar perceived quality, while the
two videos with different video content have very different per⁃
ceived quality. Specifically, comparing Figs. 1a/1b to Figs. 1c/
1d, we can see that“DogsOnBeach”has significantly higher
MOS values than“NightScene”. This is because humans tend
to give a higher rating for day scene videos, compared to night
scene videos. Comparing Figs. 1e/1f to Figs. 1c/1d, we can see
that“DogsOnBeach”has higher MOS values than“ManUnder⁃
Tree”. This is because humans are more sensitive to distor⁃
tions occurred in human videos than in landscape videos. The
depicted examples support that video content can affect human
perception on the perceived quality of distorted videos.

Most of the existing objective VQA methods do not fully

take the video content information into account, which may
cause the performance decline when the VQA methods are test⁃
ed on cross⁃content videos and thus cannot meet the require⁃
ments of real ⁃world video applications that contain abundant
video content information. In the FR⁃VQA tasks, the reference
video contains the true video content information, therefore,
the FR⁃VQA methods usually have better generalization capa⁃
bility on cross⁃content videos than the NR⁃VQA ones. The im⁃
pact of video content on FR ⁃VQA methods depends on how
these methods utilize the reference information. Some works
[36]-[38] focus on integrating visual saliency information into
the VQA methods. These methods somehow further take the
video content into account, since responses of human visual at⁃
tention rely on“salient”video content and other salient infor⁃
mation. NR ⁃VQA tasks do not have the information of refer⁃
ence videos, thus they suffer a lot from the impact of video con⁃
tent. To bridge the gap between FR⁃VQA and NR⁃VQA, the
first problem to be solved is finding a solution of embedding
the video content information into NR⁃VQA.

Only NR⁃VQA methods are applicable to quality assessment
of videos with authentic distortions. The impact of video con⁃
tent on quality assessment of authentically distorted videos is
stronger than quality assessment of simulated distorted videos,
which is evidenced by the poor performance of state⁃of⁃the⁃art
NR⁃VQA methods on authentically distorted videos [15]-[18].
To bridge the gap between NR ⁃VQA and human perception,
the video content effects must be considered.
4.2 Memory Effects and Long⁃Term Dependencies

There exist memory effects of subjects during subjective
VQA experiments, i.e., the memory of poor quality frames in
the past causes subjects to provide lower quality scores for the
following frames, even when the frame quality returns to ac⁃
ceptable levels after a time [25]. This is the evidence that long⁃
term dependencies should be considered in the field of VQA.
The existing methods consider relationships in limited adja⁃
cent frames and cannot handle the long ⁃ term dependencies
well. From IQA to VQA, it is an open problem on how to deal
with the memory effects and long⁃term dependencies in objec⁃
tive VQA methods.
4.3 Efficiency

Objective VQA methods can be used in real⁃world video ap⁃
plications only when they are effective and efficient. Most
works focus on developing effective methods that have high
performance, but less works aim at developing efficient meth⁃
ods which can run fast and even can be deployed in real⁃time
video applications. Even with a C++ implementation, MOVIE
[1] spends 11 438 s (more than three hours) for estimating qual⁃
ity of videos in LIVE [12], where the running environment is
Windows 7 with 16 GB RAM and a 3.40 GHz Intel Core i7 pro⁃
cessor [31]. This computational speed is far from the require⁃
ments in real⁃time applications.

▲Figure 1. The six images are the first frame of six diferent distorted
videos in LIVE ⁃Qualcomm [16]. The distortions in these videos are at
similar levels: a) NightSence, mean opinion socre (MOS) =35.7252; b)
NightSence, MOS=32.2755; c) DogsOnBeach, MOS=65.9423; d) DogsOn⁃
Beach, MOS=61.2497; e) ManUnderTree, MOS=52.5666; f) ManUnder⁃
Tree, MOS=57.2888. It can be seen that the perceived video quality does
strongly depend on video content.

a) b)

c) d)

e) f)

Recent Advances and Challenges in Video Quality Assessment

LI Dingquan, JIANG Tingting, and JIANG Ming

08 ZTE COMMUNICATIONS
March 2019 Vol. 17 No. 1

Special Topic



Besides the computational efficiency, the memory efficiency
is also a problem. RR⁃VQA is a way to improve memory effi⁃
ciency and reduce bandwidth occupation. However, one should
also pay attention to improving memory efficiency in the algo⁃
rithm level if he wants his VQA method to be deployed in mem⁃
ory⁃limited applications.
4.4 Personalized Video Quality Prediction

MOS, representing the video quality given by the“average
user”, is not a suitable representation of video quality, since
there is no“average user”in reality [71]. The standard devia⁃
tion of subjective ratings may be large due to different users’
preferences. Although the quality distribution of subjects can
give more information about subjective quality of the video per⁃
ceived by humans, it still cannot reflect the personalized video
quality, which is very important for the next generation of mul⁃
timedia services. The perceived video quality varies from sub⁃
jects to subjects. To provide a satisfying quality of experience
(QoE) for each user, personalized video quality prediction is re⁃
quired for guiding the user⁃based video delivery optimization.

The subjective studies conducted in the laboratory environ⁃
ments only include limited number of subjects, which is not
suitable for studying the personalized video quality, and it
calls for crowdsourcing platforms to collect subjective ratings
from various subjects. The subjective studies should collect
the user factors of each subject, including physiological factors
(e.g., visual acuity and color blindness), socio⁃cultural factors
(e.g., educational and socio⁃cultural background), demograph⁃
ics (e.g., age, sex and nationality), and psychological factors (e.
g., mood and interest). Besides the environments and subjects
of subjective studies, the materials, i.e., the constructed video
databases, are required to contain enough video content to re⁃
flect the real distribution of videos in the applications.

The ultimate goal of personalized video quality prediction is
to achieve user⁃centered optimization and adaptation of video
applications. Quantifying the individual differences/preferenc⁃
es and embedding them into the VQA methods to reflect the
personalized video quality are challenging but will be desired
in the next generation multimedia services.
4.5 Quality Assessment of Newly Emerged Videos and Its

Applications
With the development of digital devices and multimedia ser⁃

vices, there are many emerging videos. These new videos have
some new characteristics, which may raise new challenges for
quality assessment research. Stereoscopic 3D video quality as⁃
sessment needs to further consider depth perception [72]; VQA
methods for low/standard dynamic range videos cannot directly
be used for HDR videos due to different dynamic ranges [73];
quality assessment of panoramic videos/first⁃person videos/free
⁃view point videos are needed with the development and popu⁃
larization of virtual reality technology [74]- [76]; etc. The
emerging videos become more and more popular, and they call

for new VQA methods. At the meantime, the progress on quali⁃
ty assessment of these new videos will encourage the develop⁃
ment of the new videos themselves. The developed quality as⁃
sessment methods can also guide the perceptual optimization
of video systems, e.g., the video restoration/enhancement/com⁃
pression systems of both traditional and newly emerged videos.
There are a good deal of challenges and opportunities in assess⁃
ing the quality of newly emerged videos as well as the quality
assessment guided perceptual optimization of video systems.

5 Conclusions
In this paper, we have reviewed previous works on VQA. Re⁃

markable progress has been made in the past decade, evi⁃
denced by a number of state⁃of⁃the⁃art methods (especially the
full ⁃ reference ones) correlating better with subjective evalua⁃
tions than traditional PSNR on synthetic distorted videos. How⁃
ever, FR⁃VQA and RR⁃VQA methods are not applicable to au⁃
thentic distorted videos since there is no way to access the ref⁃
erence video, thus we need NR⁃VQA methods in this case. Ex⁃
isting NR⁃VQA methods fail to estimate the perceived quality
of authentic distorted videos, which is the evidence that the
VQA research is far from mature. Then, we discuss the key lim⁃
itations and five challenges of the current VQA research. We
have the following statements. First, good objective VQA meth⁃
ods should not only consider the distortions, but also take the
video content information into account. Second, memory ef⁃
fects and long⁃term dependencies are observed in the subjec⁃
tive studies of VQA databases, and they should be examined in
developing objective VQA methods. Third, computational effi⁃
ciency and memory efficiency are still big issues of quality as⁃
sessment in real⁃time video⁃based applications. Fourth, by ac⁃
counting for user factors, more practical VQA methods should
consider predicting the personalized video quality instead of
the“average video quality”of all users. At the meantime,
VQA databases should provide raw data that include the user
factors of subjects, and the diversity of these databases (includ⁃
ing video content diversity and video distortion type and level
diversity) should be large enough to reflect the real video distri⁃
bution in the considered applications. Fifth, it is needed to de⁃
velop new VQA methods for newly emerged videos (e.g., HDR
panoramic videos). We also point out that how to apply the
VQA methods in the perceptual optimization of video systems
remains many challenges as well as great opportunities.
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Abstract: Benefiting from the improvements of Internet infrastructure and video coding
technology, online video services are becoming a new favorite form of video entertainment.
However, most of the existing video quality assessment methods are designed for broadcast⁃
ing/cable televisions and it is still an open issue how to assess and measure the quality of
online video services. In this paper, we survey the state⁃of⁃the⁃art video streaming technolo⁃
gies, and present a framework of quality assessment and measurement for Internet video
streaming. This paper introduces several metrics for user’s quality of experience (QoE).
These QoE metrics are classified into two categories: objective metrics and subjective met⁃
rics. It is different for service participators to measure objective and subjective metrics.
The QoE measurement methodologies consist of client ⁃ side, server ⁃ side, and in ⁃network
measurement.
Keywords: Internet video streaming; QoE; QoE assessment and measurement; HTTP adap⁃
tive streaming

Quality Assessment and MeasurementQuality Assessment and Measurement
for Internet Video Streamingfor Internet Video Streaming

1 Introduction
ast few years have witnessed the booms of Internet
video services. The Internet unicorns, such as You⁃
ku, Tencent, Toutiao from China and YouTube, Am⁃
azon, Hulu from US, are becoming main players in

the video entertainment market. Mobile phones, over ⁃ the ⁃ top
(OTT) devices, and online streaming are replacing broadcast/
cable TVs as new favorable video entertainment for the genera⁃
tion born after 1980. According to the data from China Internet
Network Information Center (CNNIC) [1], the total number of
online video users in China is about 751 million, more than the
population of Australia. At the same time, the users of broad⁃
casting/cable are going steadily downhill. In 2018, the total
number of cable TV users was about 295 million, dropping

19% from that of 2017. Online video services have totally
changed the status quo of video transmission. Video streaming
for delivering and playing multimedia at the same time emerg⁃
es as one of the main technologies for Internet video transmis⁃
sion.

Although online video services have been widely deployed,
they have not been standardized on the assessment and mea⁃
surement of the quality of services. Unlike broadcast/cable
televisions with dedicated infrastructure, online video stream⁃
ing systems have to compete for network resources over the In⁃
ternet. They provide services without quality guarantee. The ex⁃
isting methods of quality assessment are mainly designed for
legacy broadcast/cable TVs, which is no more applicable to on⁃
line video services. It is needed to propose a new framework
for video streaming quality assessment.

As shown in Fig. 1, the quality metrics are different for net⁃
work layer, video layer and streaming layer. Quality of service
(QoS) is defined by ITU [2] to measure the performance of net⁃
work, not the actual experience of user. The common QoS met⁃
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rics are throughput, packet losses, delay, jitter, etc. The video
quality is assessed by comparing original videos with outcome
content, pixel by pixel. The metrics of video quality are mainly
designed for video coding or legacy broadcast/cable TVs, such
as the peak signal to noise ratio (PSNR), structural similarity
(SSIM), and subjective metric of the mean opinion score (MOS).

However, video streaming is an end ⁃ to ⁃ end video delivery
and playback. Its quality depends on video coding and on net⁃
work conditions as well. Mostly, its quality is assessed by quali⁃
ty⁃of⁃experience (QoE), a user⁃centric metric that measures the
performance subjectively perceived by the user.

The QoE of video streaming is influenced by the following
factors:
•Video level: video quality (PSNR), frame rate, and resolution
•Network level: start ⁃up delay, bitrate, stall/rebuffering, and

rate oscillations
•Application⁃level: video buffering, browser/player, and

screen size.
Due to the various factors that affect the QoE, it is needed to

standardize the quality assessment for video streaming. This
paper presents a framework of quality assessment and measure⁃
ment, and introduces it from three perspectives: video stream⁃
ing technologies, QoE metrics, and measurement methodology.
This survey paper tries to present an overall framework of qual⁃
ity assessment and measurement, and provide tools to quantify
QoE of Internet video streaming.

The paper is organized as follows. The framework of QoE is
illustrated in Section 2. Then, three of the most used video
streaming technologies are introduced in Section 3. The subjec⁃
tive and objective QoE metrics are given in Sections 4 and 5.
The measurement methods are introduced in Section 6. At last,
conclusions are given in Section 7.

2 Quality Assessment Framework for Video
Streaming
The quality of video streaming is impacted by several fac⁃

tors as video coding, network, and video streaming technolo⁃

gies. It is needed to capture user’s QoE to assess the quality of
video streaming. A framework of quality assessment and mea⁃
surement for video streaming is illustrated in Fig. 2. It mainly
consists of three parts: video steaming technologies, quality
metrics, and measurement methods.

There are various video streaming technologies, which may
result in different quality impairments. The streaming technolo⁃
gy is one of the most important factors affecting QoE. The wide⁃
ly used streaming technologies includes real ⁃ time streaming
(RTS), HTTP progressive downloading (HPD), and HTTP adap⁃
tive streaming (HAS). All of them are able to enable users to
start the playback once the part of the video is downloaded.
However, due to their different transmission technologies, their
quality impairments are not same. For example, RTS is mainly
used in low ⁃ latency interactive applications, such as live
streaming and video chatting. It is not only sensitive to video
quality, but also to round⁃trip delay. The quality impairments
have different impacts on various streaming technologies.

The QoE metrics are used to assess the quality of video
streaming. It can be classified into two categories: objective
metrics and subjective metrics.

Objective metrics are the QoE metrics which can be quanti⁃
fied with a measurement tool, such as bitrate and delay. These
metrics are objective and easy to be measured. However, they
have only indirect impacts on users’experience with the ser⁃
vice.

Subjective metrics are the direct QoE feedbacks from users.
Users rate the video service on a standard measuring way.
However, subjective metrics are susceptible to bias because
the users’QoE could be varied from one subject to another.

The techniques to measure QoE are also important for video
streaming. Video streaming is an end⁃to⁃end service. There are
multiple parties participating in it, such as content providers,
content⁃distribution⁃network (CDN) providers, network opera⁃
tors, and users. They view the end⁃to⁃end streaming from differ⁃
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MOS: mean opinion score
PSNR: peak signal to noise ratio
QoE: quality of experience

QoS: quality of services
SSIM: structural similarity
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▲Figure 1. Quality metrics for network, video, and streaming.

▲Figure 2. Framework of quality assessment and measurement for
video streaming.
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ent perspectives, thus the measurement methodologies and
tools are also different.

3 Video Streaming Technologies
Video streaming is a delivery technology, which enables us⁃

ers to playback the video while it is being downloaded. For on⁃
line video services, there are mainly three video streaming
technologies: RTS, HPD, and HAS.
3.1 Real⁃Time Video Streaming

RTS is mainly used for low⁃latency video applications such
as video chat, video conferences, and live video. RTS achieves
low latency by a stateful protocol through User Datagram Proto⁃
col (UDP) or Transmission Control Protocol(TCP). The stream⁃
ing server maintains the status of each connection and feed⁃
backs the status to clients.

The implementation of RTS depends on public standardiza⁃
tion and proprietary protocols. Real ⁃ Time Streaming Protocol
(RTSP) was developed by RealNetworks, Netscape and Colum⁃
bia University. It was standardized as the IETF RFC 2326 stan⁃
dard in 1998. It works with Real ⁃ Time Transport Protocol
(RTP) and Real ⁃ Time Control Protocol (RTCP) together to
transmit video data. Real ⁃ Time Messaging Protocol (RTMP)
was initially a proprietary protocol developed by Macromedia
(Adobe). It is a stateful protocol which streams audio/video be⁃
tween a Flash Player and Flash Server. RTMP runs on the TCP
protocol and supports the parallel transport of video, audio, da⁃
ta, user commands, and control information.
3.2 HTTP Progressive Downloading

In HPD, a video file is downloaded as a regular file using
HTTP from a web server. A client can playback the video
while the downloading is going on. HPD is a stateless transmis⁃
sion. The server need not maintain session status. The use of
HTTP greatly simplifies the traversal of firewalls and proxy
server. Current Internet infrastructure and CDN are fully reus⁃
able for HPD. Thus, its deploy⁃
ment cost is relatively low.

However, HPD video playback
may be interrupted under poor
bandwidth or high packet loss situ⁃
ations. This leads to playback re⁃
buffering or stall. Even more, HPD
downloads video files at the fastest
speed and stores them on the local
hard disk, therefore, once the user
exits early, the data that has been
downloaded but not watched are
wasted.

Many websites using Flash Play⁃
er, such as Youku, use HPD for
the streaming. However, in recent

years, more and more websites have given it up for it is not
adaptable to bandwidth variation.
3.3 HTTP Adaptive Streaming

HAS technique is proposed to support adaptive streaming
over HTTP. An HAS server does not maintain any state infor⁃
mation during the streaming. The rate adaptation is done at the
client side. This provides scalability with better QoE experi⁃
ence to users. The diagram of HAS is illustrated in Fig. 3.

In HAS, media files are divided into“segments”, which can
be encoded into multiple bitrate versions and assigned to a
unique URL. Different versions may have different bitrates,
resolutions, formats, languages, and other characteristics. An
HAS client requests the proper bitrate version to adapt to band⁃
width variation.

Many online video services have already supported HAS,
such as Netflix, Hulu, and Amazon. Some products, such as
Adobe’s HTTP Dynamic Streaming (HDS), Microsoft’s HTTP
Smooth Streaming (HSS), and Apple’s HTTP Live Streaming
(HLS), also provide HAS functions.

4 Objective Quality Assessment
The quality of video streaming can be quantified by some

tools and objective metrics. The most used objective QoE met⁃
rics are listed as follows.
4.1 Video Quality

Video quality in streaming refers to the distortion caused by
encoding and transmission compared with the original video. It
is often measured with the metrics of PSNR, SSIM, and video
quality metric (VQM).

Bitrate is one of the simplest ways to assess the video quali⁃
ty without reference. It is another metric of video quality.
4.2 Start⁃up Delay

Start ⁃ up delay is the time of users’clicking a video and

DASH: Dynamic Adaptive Streaming over HTTP
HAS: HTTP adaptive streaming

HTTP: Hypertext Transfer Protocol
MPD: Media Presentation Description

▲Figure 3. Diagram of HTTP adaptive streaming.
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waiting before the video starts playing. The start ⁃up delay in⁃
cludes the time of HTML page loading, script loading, video
clip buffering, etc.

The start⁃up delay is an important factor which affects QoE.
Some online video services (such as YouTube) tend to initially
download data faster and fill the play buffer as soon as possi⁃
ble. In [3], a large⁃scale user study shows that the start⁃up de⁃
lay has a significant impact on a user’s online time, and if the
start⁃up delay exceeds two seconds, the user may be stopping
watching video.
4.3 Playback Rebuffering or Stall

Stall occurs temporarily when the playback buffer is exhaust⁃
ed. The stall duration is the time that a player waits for the buf⁃
fer to be filled. In addition, the frequency of stall is also an in⁃
dicator of video streaming performance.

The rebuffering events during playback will result in a poor
user experience. In [3], the authors found that the users with
four or more video interruptions were more likely to watch
short videos. Also, when the stall duration was more than three
seconds, the dissatisfaction increased [4]-[6].
4.4 Bitrate Fluctuation

Frequent bitrate switching will drop users’QoE [7]. Bitrate
switching events occur during dynamic adaptive streaming.
When network bandwidth deteriorates, a player will reduce the
video bitrate and ensure continuous playback. Vice versa, the
player increases the bitrate when network becomes better. The
bitrate switching can improve bandwidth utilization, but with a
bad impact on users’QoE.

5 Subjective QoE Assessment
The other way to assess the quality of video streaming is us⁃

ing subjective QoE metrics. Subjective QoE metrics are used
to measure the satisfaction of users in video streaming ses⁃
sions. The subjective assessment methods are divided into two
categories: QoE feedback and model⁃based QoE.
5.1 QoE Feedback

The QoE score is decided by the feedback scores collected
from the human subjects based on their experience of video
playback. However, the feedback score can be biased across
human subjects, since they are different in physical and psy⁃
chological confounding factors. To obtain an unbiased and gen⁃
eral QoE score, the introduction of statistical analysis tech⁃
niques is necessary.

One of the most popular subjective QoE metrics is Mean
Opinion Score (MOS). For getting MOS, limited sets of human
subjects are exposed to watch a video under a controlled test⁃
bed and are asked to rate the experience of streaming session.
The MOS is a five⁃point discrete value (Excellent, Good, Fair,
Poor, and Bad). And the QoE score is calculated by averaging

the MOS given by the users.
5.2 Model⁃Based Subjective QoE

Collecting feedbacks from the users is time consuming and
has limitation on real practice. Therefore, it is feasible to estab⁃
lish a QoE model to estimate the subjective QoE scores from
objective metrics. This is an automatic, quantitative and repeat⁃
able manner.

There are two model ⁃ based methods: (1) learning ⁃ based,
which uses learning techniques to map the objective metrics to
MOS; (2) heuristic methods, which estimate the subjective
QoE scores by some manual functions.
5.2.1 Learning⁃Based QoE Models

The learning ⁃based QoE model uses machine learning and
regression analysis to estimate users’MOS. Meanwhile, some
objective metrics such as rebuffering and video quality are re⁃
corded as well. The subjective ratings and objective metrics
are used to train predictive models to estimate the subjective
QoE.

In [8], the authors use Random Neural Network (RNN) to
map objective metrics to MOS and train a predictive model. In
[9], the authors model the correlations between MOS and objec⁃
tive metrics, including video quality level Qk , rebuffering
times Ffreq , and average rebuffering duration Favg . They use
regression analysis to obtain the weights of each term. Further⁃
more, Maxim et al. [10] define the influence of the average
quality level μ, quality variation σ and rebuffering event ϕ on
the estimated MOS:
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eMOS =max( )5.67 × μ - 6.72 ×σ - 4.95 ×ϕ + 0.17,0 , (1)

where N is the number of video bitrate levels and K is the num⁃
ber of video segments.
5.2.2 Heuristic⁃Based Predictive Models

Heuristic ⁃based predictive models manually establish rela⁃
tionship between QoE and objective metrics. Yin et al. [11]
consider video quality, quality variation, rebuffering, and start⁃
up delay as the objective factors. They define a QoE function
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between the objective factors and MOS :
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where Rk is the bitrate of k⁃th segment, q( )∗ is the relation⁃
ship between video bitrate and video quality, dk( )Rk Ck is the
download time of k ⁃ th segment, Bk is the buffer occupancy,
and Ts is the startup delay. Therefore, the estimated MOS is alinear increasing function of the average video quality, and it is
a linear decreasing function of the video variation, the rebuffer⁃
ing times, and the startup delay. Besides, l, m and ms are the
weights on the objective factors.

6 QoE Measurement Methodologies
Using QoE to represent user satisfaction has been widely

recognized by the industry, but there is no unified standard for
measuring and obtaining the QoE for online video streaming
services. According to the methodology and location of data ⁃
collection in the network, we classify QoE measurement meth⁃
odologies for online video services into the following three cate⁃
gories: client⁃side, in⁃network, and server⁃side measurement.
6.1 Client⁃Side Measurement

There are passive measurement and proactive measurement
in the client⁃side, where some tools are used to measure users’
QoE directly.

Passive measurement tools [12], [13] collect the objective
QoE metrics when users are watching videos. In this case, the
measurement is completely depended on the users and the
tools have no control on the video content or duration. Such
QoE monitoring tools have been developed for YouTube [13]
and Windows Media Player [14] users. By collecting informa⁃
tion such as buffer status, TCP rates, and packet loss, they pre⁃
dict QoE metrics like start⁃up delays and stall times.

Proactive measurements typically use crawlers or bots that
crawl through the websites and collect the QoE metrics for a
large number of videos. The advantage of using such tools is
that they can avoid user participation, thus eliminating any
subjective bias. In [15], the authors used a tool called Pytomo
to crawl video data on YouTube websites, collecting the net⁃
work latency, startup⁃delay, number of stall, and the CDN in⁃
formation.
6.2 In⁃Network Measurement

Measurements of QoE within network [16] do not require
modifying client or server software. It just overhears IP packets
passing through links, and estimates the QoE of video stream⁃
ing in the application layer. It is easy for network operators to

deploy these measurement tools.
According to the type of data, in⁃network measurement can

be divided into two categories: TCP layer measurement and
HTTP layer measurement.

TCP layer measurement collects on⁃line or off⁃line packet in⁃
formation from the TCP layer or lower layer, such as through⁃
put and Round⁃trip Time (RTT). By tracking the packet⁃level
information of each session, the objective QoE can be estimat⁃
ed, including stall duration, start⁃up delay, etc.

HTTP layer measurement tracks the performance of HTTP
sessions on the application layer. By analyzing the HTTP re⁃
quests and responses of video data packets, the objective QoE
can be obtained.
6.3 Server⁃Side Measurement

Server ⁃ side measurements [17] collect each HTTP data
packet on server side and rebuild the HTTP session, by which
they can obtain information such as rebuffering frequency, start⁃
up delay, stall time, and bitrate switching frequency.

7 Conclusions
With the boom of online video services, it has attracted more

and more interests from industry and academia how to measure
and assess the service quality. This paper presents a whole im⁃
age of the state⁃of⁃the⁃art quality assessment methods of online
video streaming. It introduces three streaming technologies
and the corresponding quality assessment methods: subjective
quality assessment, objective quality assessment, and quality
measurement. There still exists a large gap between the indus⁃
try requirements and the existing academic works. More stud⁃
ies on the QoE modeling and measurement should be carried
out in future.
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Abstract: Streaming audio and video content currently accounts for the majority of the In⁃
ternet traffic and is typically deployed over the top of the existing infrastructure. We are
facing the challenge of a plethora of media players and adaptation algorithms showing dif⁃
ferent behavior but lacking a common framework for both objective and subjective evalua⁃
tion of such systems. This paper aims to close this gap by proposing such a framework, de⁃
scribing its architecture, providing an example evaluation, and discussing open issues.
Keywords: HTTP adaptive streaming; DASH; QoE; performance evaluation

Automating QoS and QoE EvaluationAutomating QoS and QoE Evaluation
of HTTP Adaptive Streaming Systemsof HTTP Adaptive Streaming Systems

1 Introduction
niversal access to and provisioning of multimedia
content is now reality. It is easy to generate, dis⁃
tribute, share, and consume any media content,
anywhere, anytime, on any device. Interestingly,

most of these services adopt a streaming paradigm, are typical⁃
ly deployed over the open, unmanaged Internet, and account
for the majority of today’s Internet traffic. Current estimations
expect that the global video traffic will be about 82 percent of
all Internet traffic by 2021 [1]. Additionally, Nielsen’s law of
Internet bandwidth states that the users’bandwidth grows by
50 percent per year, which roughly fits data from 1983 to 2018
[2]. Thus, the users’bandwidth will reach approximately 1
Gbit/s by 2021.

Similarly, like programs and their data expand to fill the
memory available in a computer system, network applications
will grow and utilize the bandwidth provided. The majority of
the available bandwidth is consumed by video applications
and the amount of data is further increasing due to already es⁃
tablished and emerging applications, e.g., ultra high⁃definition,

virtual, augmented, and mixed realities. A major technical
breakthrough and enabler was certainly HTTP adaptive stream⁃
ing (HAS), which provides multimedia assets in multiple ver⁃
sions—referred to as representations—and chops each version
into short ⁃duration segments (e.g., 2-10 s) for dynamic adap⁃
tive streaming over HTTP (MPEG ⁃ DASH or just DASH) [3]
and HTTP live streaming (HLS) [4], which are both compatible
with MPEG’s Common Media Application Format (CMAF) [5].
Independent of the representation format, the media is provid⁃
ed in multiple versions (e.g., different resolutions and bitrates)
and each version is divided into chunks of a few seconds (typi⁃
cally 2-10 s). A client first receives a manifest describing the
available content on a server, and then, the client requests
chunks based on its context (e.g., observed available band⁃
width, buffer status, and decoding capabilities). Thus, it is able
to adapt the media presentation in a dynamic, adaptive way. In
Dynamic Adaptive Streaming over HTTP (DASH), the chunks
are referred to as segments and the manifest is called a media
presentation description (MPD). In this paper, we use the ter⁃
minology of DASH, however, this work can be also applied to
any other format sharing the same principles.

In the past, we witnessed a plethora of research papers in
this area (e.g., [6] and [7]), however, we still lack a comprehen⁃
sive evaluation framework for HAS systems in terms of both
the objective metric, i.e., quality of service (QoS), and the sub⁃
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jective metric, i.e., quality of experience (QoE). Initial evalua⁃
tions have been based on simple traffic shaping and network
emulation tools [8] or means to rapidly prototype the adapta⁃
tion algorithms [9]. Recently, we have seen various evaluation
frameworks in this domain focusing on adaptation algorithms
proposed both in academia and industry [8]- [10]. However,
the main focus has been on QoS rather than QoE. The latter
typically requires user studies, which are mainly conducted
within controlled laboratory environments. Yet, nowadays
crowdsourcing is also considered as a reliable tool [11] and var⁃
ious platforms have been proposed [12] for this purpose.

In this paper, we propose a flexible and comprehensive
framework to conduct objective and subjective evaluations of
HAS systems in a fully automated and scalable way. It pro⁃
vides the following features:
•End⁃to⁃end HAS evaluation of players deployed in industry

and algorithms proposed in academia under various condi⁃
tions and use cases (e.g., codecs/representations, network
configurations, end user devices, and player competition).

•Collection and analysis of objective streaming performance
metrics (e.g., startup time, stalls, quality switches, and aver⁃
age bitrate).

• Subjective quality assessment utilizing crowdsourcing for
QoE evaluation of HAS systems and QoE model testing/veri⁃
fication (e.g., testing or verifying a proposed QoE model us⁃
ing subjective user studies).
The remainder of this paper is as follows. Section 2 compris⁃

es a detailed description of the architecture of the proposed
framework. Section 3 presents example evaluation results to
demonstrate the capabilities of the framework. A discussion
and open research issues are provided in Section 4 and Section
5 concludes the paper.

2 System Architecture

2.1 Overview
Our framework (Fig. 1) supports both objective and subjec⁃

tive evaluation of HAS systems and is composed of Adaptive

Video Streaming Evaluation (AdViSE) [13] and Web ⁃ based
Subjective Evaluation Platform (WESP) [14] plus extensions.
AdViSE is an adaptive video streaming evaluation framework
for the automated testing of web⁃based media players and adap⁃
tation algorithms. It has been designed in an extensible way to
support (1) different adaptive media content formats (e.g.,
DASH, HLS, and CMAF), (2) commercially deployed media
players as well as implementations of adaptation algorithms
proposed in the research literature, and (3) various networking
parameters (e.g., bandwidth and delay) through network emula⁃
tion. The output of AdViSE comprises a set of QoS and (objec⁃
tive) QoE metrics gathered and calculated during the adaptive
streaming evaluation as well as a log of segment requests,
which are used to generate the impaired media sequences used
for the subjective evaluation.

The subjective evaluation is based on WESP [14], which is a
web⁃based subjective evaluation platform using existing crowd⁃
sourcing platforms for subject recruitment implementing best
practices according to [15]. WESP takes the impaired media
sequences as an input and allows for a flexible configuration of
various QoE evaluation parameters such as (1) typical question⁃
naire assets (e.g., drop ⁃ down menus, radio buttons, and free
text fields), (2) subjective quality assessment methodology
based on ITU recommendations (e.g., absolute category rating),
and (3) different crowdsourcing platforms (e.g., Microworkers
and Mechanical Turk). The output of WESP comprises the sub⁃
jective results, including mean opinion scores (MOS) and any
other data gathered during the subjective quality assessment,
which are stored in a MySQL database. Together with the out⁃
put of AdViSE, it is used to generate fully automated reports
and data export functions, which are eventually used for fur⁃
ther analysis.
Fig. 2 shows screenshots of both AdViSE and WESP config⁃

uration interfaces to demonstrate easy setup of HAS evalua⁃
tions.

In the following we provide a detailed description of Ad⁃
ViSE and WESP focusing on how they connect with each other
leading to a fully automated objective and subjective evalua⁃
tion of HAS systems. Further details about the individual build⁃

Figure 1.▶
General framework

architecture: AdViSE and
WESP framework for the

automated testing of web⁃based
media players and adaptation

algorithms.

AdViSE: Adaptive Video Streaming Evaluation
CMAF: Common Media Application Format
DASH: Dynamic Adaptive Streaming over HTTP

HLS: HTTP Live Streaming
QoE: quality of experience
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ing blocks can be found in [10], [11], [13], and [14].
2.2 AdViSE: Adaptive Video Streaming

Evaluation
AdViSE includes the following components (Fig. 3):

•Web server with standard HTTP hosting the media content
and a MySQL database

•Network emulation server with a customized Mininet1 envi⁃
ronment for, e.g., bandwidth shaping

•Selenium2 servers for running adaptive media players/algo⁃
rithms on various platforms. Note there might be multiple
physical servers, each of which hosts a limited set of players/
algorithms.

•Web management interface for conducting the experiments
and running the adaptive media players.
AdViSE defines a flexible system that allows adding new

adaptive media players/algorithms relatively fast. The Web
management interface provides two functions, (1) for configur⁃
ing and conducting the experiments, and (2) including the actu⁃
al player/algorithm to provide real ⁃ time information about the
currently conducted experiment. Thus, the proposed frame⁃
work in this paper provides means for a comprehensive end⁃to⁃

end evaluation of adaptive streaming servic⁃
es over HTTP including the possibility for
subjective quality testing. The interface al⁃
lows to define the following items and param⁃
eters:
• Configuration of network emulation pro⁃

files including the bandwidth trajectory,
packet loss, and packet delay

•Specification of the number of runs of an
experiment

•Selection of one or more adaptive HTML5
player (or adaptation algorithm) and the
adaptive streaming format used (e.g.,
DASH, HLS, CMAF).
The result page provides a list of conduct⁃

ed experiments and the analytics section con⁃
tains various metrics of the conducted experi⁃
ments. It is possible to generate graphs for
the results by using Highcharts3 and export
the raw values for further offline analysis.
The following quality parameters and met⁃
rics are currently available: (1) startup time;
(2) stalls (or buffer underruns); (3) number of
quality switches; (4) download bitrate; (5)
buffer length; (6) average bitrate; (7) instabil⁃
ity and inefficiency; (8) simple QoE models
specially designed for HAS. Further metrics

can be easily added based on what the application program⁃
ming interfaces (APIs) of players actually offer, as new metrics
or QoE models become available.

Finally, AdViSE provides the log of the segment requests,
which are used—together with metrics such as startup time

AdViSE: Adaptive Video Streaming Evaluation WESP: Web⁃based Subjective Evaluation Platform
▲Figure 2. Example screenshots of AdViSE and WESP to demonstrate easy setup of HTTP Adaptive
Streaming (HAS) evaluations.

1 http://mininet.org/, accessed July 28, 2018.
2 http://www.seleniumhq.org/, accessed July 28, 2018.
3 https://www.highcharts.com/, accessed July 28, 2018.
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and stalls—to generate a media sequence as received by the
player, and consequently, perceived by the user. The request
log is used to concatenate the segments according to the re⁃
quest schedule of the player, thus, reflecting the media bitrate
and quality switches. Other impairments such as startup time
or stalls are automatically inserted based on the corresponding
metrics gathered during the evaluation and by using pre⁃
defined templates (e.g., stalls displayed as spinning wheel).
This impaired media sequence is used in the subsequent step
for the subjective QoE evaluation using WESP, which could al⁃
so include the unimpaired media presentation depending on
the employed evaluation method.

In summary, AdViSE provides scalable, end ⁃ to ⁃ end HAS
evaluation through emulation with a plenty of configuration
possibilities regarding content configuration, players/algo⁃
rithms (including for player competition), and network parame⁃
ters. With AdViSE, it is possible to utilize actual content and
network settings with actual dynamic, adaptive streaming in⁃
cluding rendering. We collect various metrics from players
based on their API (i.e., when access to source code is restrict⁃
ed) or from the algorithms/HTML5 directly. Additionally, we
implemented so⁃called derived metrics and utilize QoE models
proposed in the literature. Finally, the segment request log is
used to generate impaired media sequence as perceived by end
users for subjective quality testing.
2.3 WESP: Web⁃Based Subjective

Evaluation Platform
Subjective quality assessments (SQAs) are used as a vital

tool for evaluating QoE. SQAs provide reliable results but is
considered as cost⁃intensive and SQAs are typically conducted
within controlled laboratory environments. Crowdsourcing has
been proposed as an alternative to reduce the cost, however,
various aspects need to be considered in order to get similar re⁃
liable results [15]. In the past, several frameworks have been
proposed leveraging crowdsourcing platforms
to conduct SQAs with each providing different
features [16]. However, a common shortcoming
of these frameworks is that they required te⁃
dious configuration and setup for each SQA,
which made it difficult to use. Therefore, we
propose to use a web⁃based management plat⁃
form, which shall (1) enable easy and simple
configuration of SQAs including possible inte⁃
gration of third ⁃ party tools for online surveys,
(2) provide means to conduct SQAs using the

existing crowdsourcing platforms considering best practice as
discussed in [15], and (3) allow for the result analysis.

The goal of WESP is not only to provide a framework, which
fulfills the recommendations of the ITU for subjective evalua⁃
tions of multimedia applications (e.g., BT.5004, P.9105, and
P.9116), but also provide the possibility to select and to config⁃
ure the preferred evaluation method via a web interface. The
conceptual WESP architecture (Fig. 4) is implemented using
HTML/PHP with MySQL database.

The introduction and questionnaires can be configured sepa⁃
rately from the test methodology and may include control ques⁃
tions during the main evaluation. The voting possibility can be
configured independently from the test methodology, providing
more flexibility in selecting the appropriate voting mechanism
and rating scale. The predefined voting mechanisms include
the common HTML interface elements and some custom con⁃
trols like a slider in different variations. The platform consists
of a management layer and a presentation layer. The manage⁃
ment layer allows for maintaining the user study such as add⁃
ing new questions or multimedia content and setting up the
test method to be used (including single stimulus, double stim⁃
ulus, pair comparison, continuous quality evaluation, etc.). The
presentation layer is responsible for presenting the content to
the participants. This allows providing different views on the
user study, and thus, one can define groups to which the partic⁃
ipants may be randomly (or in a predefined way) assigned. Af⁃
ter a participant finishes the user study, the gathered data is
stored in a MySQL database. Furthermore, the platform offers
methods of tracking the participant’s behavior during an SQA
(e.g., focus of web browser’s window/tab, time for consuming
each stimuli presentation, and time it takes for the voting
phase) and data provided by the web player API.

The stimuli presentation can be configured independently
from the test method and may be combined with the voting pos⁃
sibility to support continuous quality evaluations. The media
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▲Figure 4. A Web⁃Based Subjective Evaluation Platform (WESP).

4 https://www.itu.int/rec/R⁃REC⁃BT.500, accessed July28, 2018.
5 https://www.itu.int/rec/T⁃REC⁃P.910, accessed July28, 2018.
6 https://www.itu.int/rec/T⁃REC⁃P.911, accessed July28, 2018.
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content can be fully downloaded and cached on the evaluation
device prior starting the actual media presentation to avoid
glitches during the evaluation, e.g., due to network issues.
However, it also supports streaming evaluation in real ⁃ world
environments where various metrics (e.g., startup time and
stalls) are collected and stored for analysis.

In summary, WESP provides an extensible, web⁃based QoE
evaluation platform utilizing crowdsourcing. It supports a plen⁃
ty of evaluation methodologies and configuration possibilities.
Although it has been specifically designed to implement SQAs
for HAS systems using crowdsourcing (including support for re⁃
al ⁃ world environments), it can also be used for SQAs within
laboratory environments.

3 Example Evaluation Results
In this section, we provide example evaluation results of se⁃

lected industry players and adaptation algorithms proposed in
the research literature: Bitmovin v7.07, dash.js v2.4.08, Flow⁃
player v6.0.59, FESTIVE [17], Instant [18], and Thang [19].
Note that we show only a small selection and the results pre⁃
sented here should be only seen as an example of what the
framework provides rather than a full⁃ fledged player compari⁃
son sheet. Additional further results using the tools described
in this paper can be found in [10], [11], and [20].

For the evaluation, we used the Big Buck Bunny sequence10

and encoded it according to the Amazon Prime video service,
which offers 15 different representations as follows: 400×224
(100 kbit/s), 400×224 (150 kbit/s), 512×288 (200 kbit/s), 512×
288 (300 kbit/s), 512×288 (500 kbit/s), 640×360 (800 kbit/s),
704×396 (1 200 kbit/s), 704×396 (1 800 kbit/s), 720×404
(2 400 kbit/s), 720×404 (2 500 kbit/s), 960×540 (2 995 kbit/s),
1 280×720 (3 000 kbit/s), 1 280×720 (4 500 kbit/s), 1 920×
1 080 (8 000 kbit/s), and 1 920×1 080 (15 000 kbit/s). The
segment length was 4 s and one audio representation at 128 kbit/s
was used. We adopted the bandwidth trajectory from [8] provid⁃
ing both step⁃wise and abrupt changes in the available band⁃
width, i.e., 750 kbit/s (65 s), 350 kbit/s (90 s), 2 500 kbit/s
(120 s), 500 kbit/s (90 s), 700 kbit/s (30 s), 1 500 kbit/s (30 s),
2 500 kbit/s (30 s), 3 500 kbit/s (30 s), 2 000 kbit/s (30 s),
1 000 kbit/s (30 s) and 500 kbit/s (85 s). The network delay
was set to 70 ms.
Fig. 5 shows the download bitrate for the players and algo⁃

rithms in question, and Table 1 provides an overview of all
metrics. Metrics a.- e. are directly retrieved from the player/
HTML5 API and algorithm implementation, respectively. Met⁃
rics f.- g. utilize simple QoE models [21], [22] to calculate
MOS values ranging from one to five based on a subset of other

metrics. Interestingly, industry players and research algo⁃
rithms provide different performance behavior under the same
conditions but can be directly compared among each other.

4 Discussion and Challenges
In this section, we provide a discussion about our framework

for the automated objective and subjective evaluation of HAS
systems. It allows for an easy setup of various configurations
and running multiple evaluations in parallel. New players and
algorithms can be added easily as they appear in the market
and research literature. Over time it is possible to build up a
repository of players and algorithms for comprehensive perfor⁃
mance evaluation. As it is possible to run multiple Selenium
servers in parallel, our framework is capable to evaluate when
players/algorithms compete for bandwidth in various configura⁃
tions (e.g., n player A vs. m player B).

The framework is quite flexible, and thus, comes with a high
number of degrees of freedom. Hence, it is important to design
the evaluation carefully. Here we provide a brief list of the as⁃
pects to consider:

(1) Content assets: content type, codec/coding parameters
(including High Dynamic Range, White Color Gamut), repre⁃
sentations (bitrate/resolution pairs, also referred to as bitrate
ladder), segment length (including GOP size), representation
format (i.e., DASH, HLS, CMAF), etc.

(2) Network parameters: bandwidth trajectory (i.e., pre⁃
defined and network traces), delay, loss, and other networking
aspects (see below for further details)

(3) End user device environment: device type, operating sys⁃
tem, browser, etc.

(4) Streaming performance metrics: average bitrate, startup
time, stalls (frequency, duration), quality switches (frequency,
amplitude), etc.

(5) Quantitative QoE models based on audio ⁃ video quality
and/or streaming performance metrics

(6) General HAS evaluation setup: live vs. on⁃demand con⁃
tent, single player vs. multiple players competing for band⁃
width, etc.

(7) Templates for generating the impaired media sequence (i.
e., how to realize startup delay and stalls)

(8) Questionnaire for SQA including control questions for
crowdsourcing

(9) SQA method (e.g., single stimulus, double stimulus, pair⁃
wise comparison) and its parametrization

(10) J. Collection of all results and further (offline) analysis.
All these aspects are important to consider any a potential

source of risk when conducting such experiments.
Based on our experience of conducting multiple evaluations

and performance comparisons, we identified the following re⁃
search challenges, possibly subject to future work:

(1) The reliability of results requires cross⁃validation, specif⁃
ically those from SQAs, which typically call for SQAs in con⁃
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7 https://bitmovin.com/, accessed July 28, 2018.
8 http://dashif.org/, accessed July 28, 2018.
9 https://flowplayer.com/, accessed July 28, 2018.
10 https://peach.blender.org/, accessed July 28, 2018.
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trolled laboratory environments.
(2) The network is a key aspect within HAS systems but is

often neglected. Network emulation is a vi⁃
tal tool but with limitations. For HAS sys⁃
tems, we also need to consider content dis⁃
tribution networks (CDNs), software⁃defined
networking (SDN), information ⁃ centric net⁃
working (ICN), and next⁃generation (mobile)
networks (e.g., 5G). Detailed analysis and
evaluations of these aspects in the context
of HAS are currently missing. However, re⁃
cent standardization and research contribu⁃
tions have showed benefits for HAS systems
when combined them with SDN [23].

(3) Reproducibility of such a framework
can be achieved by providing containerized
versions of the modules as done in [12].

This is considered critical for industry players, which often re⁃
quire licenses. Additionally, it could be interesting to connect
to large⁃scale research networks (such as PlanetLab11, Virtual
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MOS: mean opinion score QoE: quality of experience

▲Figure 5. Download video bitrate (top) and video buffer length (bottom) for the selected industry players (left) and adaptation algorithms proposed
in the research literature (right).

▼Table 1. Overview of example results

Metrics

a. Startup time/s
b. Stalls [#]

c. Stall duration/s
d. Quality switches [#]

e. Bitrate/(kbit/s)
f. QoE/MOS [Mäki] [21]
g. QoE/MOS [Mok] [22]

Bitmovin
μ
1.8
0
0
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4.56
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σ
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1
22
0.0
0.0
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11 https://www.planet⁃lab.org/, accessed July 28, 2018.
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Internet Routing Lab12, and GENI13).

5 Conclusions
This paper describes how AdViSE and WESP can be com⁃

bined to perform objective and subjective evaluations of HAS
systems in a fully automated and scalable way. For example, it
can be used to test and compare new players/algorithms under
various context conditions or research new QoE models with
practically instant verification through subjective tests. The
main finding of this work is that a comprehensive objective
and subjective evaluation of HAS systems is feasible for both
industry players and adaptation algorithms proposed in the re⁃
search literature. Hence, we recommend adopting it when pro⁃
posing new features in this area and evaluating the state of the
art of these features.
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12 http://virl.cisco.com/getvirl/, accessed July 28, 2018.
13 http://www.geni.net/, accessed July 28, 2018.
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Abstract: With the popularization of smartphones and high⁃speed networks, a larger num⁃
ber of users are getting used to watching videos online and have increasing requirements of
video quality. Therefore, the video content delivery has become a progressively challenging
task, especially for ultra⁃high⁃definition (UHD) videos and heterogonous networks. Recent⁃
ly, quality of experience (QoE), which represents the true visual experience of users, has
shown its advantages in management of video delivery and thus attracted increasing atten⁃
tion. In a video delivery system, the user QoE can be greatly influenced by numerous ef⁃
fects from video sources to display terminals. In this paper, we first investigate the signifi⁃
cant differences between quality of service (QoS) and QoE. In addition, we summarize the
end⁃to⁃end QoE effects in video delivery and present their classification based on the de⁃
ployment. We also specifically analyze the impacts of different kinds of factors on QoE in
video transmission systems.
Keywords: QoE; QoS; video delivery; video quality

1 Introduction
he recent development of high⁃speed networks and
smart devices have brought a great need of multi⁃
media services. As a result, it is necessary to de⁃
velop quality metrics to measure the performance

of video services. During the past decades, an increasing num⁃
ber of conventional quality metrics have been proposed to pre⁃
dict the quality of videos. The peak signal to noise ratio
(PSNR) and structural similarity (SSIM) index [1], as the most
widely used signal fidelity metrics, evaluate the quality of vid⁃
eos by the similarity between the reference and distorted video
frames. In addition, quality of service (QoS) [2] has been devel⁃
oped to estimate video quality at system perspective and be⁃
come the most suitable one for the measurement of perfor⁃
mance and reliability of network elements.

All above⁃mentioned quality metrics are limited to evaluate
video quality from the perspective of signals and systems and
do not take users’true visual experience into account. There⁃
fore, quality of experience (QoE) [3] has been proposed to rep⁃
resent the true experience of a user, which has overtaken the
traditionally used objective measures. It is defined as“the
overall acceptability of an application or service, as perceived
subjectively by the end user”[4]. It includes the complete end⁃
to⁃end system effects and may be affected by user expectations
and context. Then, to mitigate some of the problems related
with the above definition, the following definition of QoE was
developed:“Degree of delight of the user of a service. In the
context of communication services, it is influenced by content,
network, device, application, user expectations and goals, and
context of use.”[5] However, these definitions seem to only re⁃
flect the user’s acceptance. Taking the limitations of the above
definitions into account, a more accurate definition was pro⁃
posed in 2013:“QoE is the degree of delight or annoyance of
the user of an application or service. It results from the fulfill⁃
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ment of his or her expectations with respect to the utility and/
or enjoyment of the application or service in the light of the us⁃
ers’personality and current state.”[6]

The new definition of QoE emphasizes the subjective experi⁃
ence of users compared to the objective indicators. Due to its
advantage, QoE has been widely used in video delivery.
Hoβfeld et al. [7] studied YouTube video streaming in terms of
the QoE impact of Internet delivery. Different QoE monitoring
approaches were qualitatively compared and estimated consid⁃
ering the accuracy of QoE estimation. Rehman et al. [8] per⁃
formed a subjective experiment to investigate the impacts of
display device properties and viewing conditions on perceptual
video QoE. They also proposed a full ⁃ reference (FR) video
QoE metric, named SSIMplus, to predict the perceptual quality
of a video. Maia et al. [9] analyzed the subjective, objective
and hybrid QoE approaches in video streaming services. Zhao
et al. [10] described the main QoE factors of video transmis⁃
sion and the modeling approaches of these factors, and sur⁃
veyed the QoE assessment approaches, including subjective
test and objective QoE monitoring. Li et al. [11] proposed a
novel QoE ⁃ driven centralized scheduling framework for mul⁃
tiuser downlink networks.

As introduced in the above studies, the increasing domi⁃
nance of video traffic has driven the widespread use of QoE in
video transmission. As a result, it is necessary to survey the
end⁃to⁃end QoE effects in video delivery. In order to achieve
the purpose, we first investigate the differences between QoS
and QoE in Section 2. Then, the classification of QoE effects is
provided in Section 3. Furthermore, we analyze the influencing
factors of QoE in Section 4. Finally, Section 5 concludes the
paper.

2 From QoS to QoE
In general, the conventional QoS metrics have been used to

study the performance of online services and networked ele⁃
ments. QoS reflects the reliability of the network and its compo⁃
nents, which was described by ITU as:“totality of characteris⁃
tics of a telecommunications service that
bear on its ability to satisfy stated and im⁃
plied needs of the user of the service.”[2]
This definition implies several obvious
differences from the concept of QoE.
First, QoS handles the performance as⁃
pects of physical systems. Thus, it is a
network ⁃ centric metric. The commonly
used QoS metrics are throughput, band⁃
width, packet loss, delay, and jitter. How⁃
ever, QoE is a user ⁃ centric metric that
deals with the users’assessment of sys⁃
tem performance, such as context, cul⁃
ture, user ⁃ specific characteristics, deliv⁃
ered content, and psychological profiles,

among other factors. The second difference resides in the fact
that QoS and QoE have different scopes. The QoS is usually fo⁃
cused on telecommunications and network services, while QoE
covers more extensive areas, which is not limited to telecommu⁃
nications and networks. QoE mainly faces users and business.
The third difference between QoS and QoE is that QoS relies
on the analytic approaches and empirical or simulative mea⁃
surements, whereas QoE depends on multidisciplinary and
multi⁃methodological approaches.

Despite of these differences, QoE is still dependent on QoS
to a certain extent. The relationship between QoS and QoE can
be obtained from Fig. 1. It can be seen that QoE covers more
influence factors than QoS and the conventional timed video
quality metrics. Therefore, QoE and QoS are not mutually ex⁃
clusive; on the contrary, QoE is an extension of QoS, which
takes subjective factors (e.g., user and context) into consider⁃
ation on the basis of QoS. In recent years, researchers have
tried to implement QoS to QoE mapping. Aroussi et al. [12]
proposed a global correlation model between QoE and QoS
based on the multiple linear regression (MLR). Alberti et al.
[13] presented a nonlinear psychometric model to evaluate the
mean opinion score (MOS) from the QoS parameters for dynam⁃
ic adaptive streaming over HTTP (DASH) streaming systems.
Mansouri et al. [14] developed an integrated QoS and QoE
evaluation system in order to evaluate voice over IP (VoIP) ser⁃
vice quality in a more comprehensive way. Anchuen et al. [15]
estimated the satisfaction of users in terms of QoE using neural
network approach, where the input of the proposed model was
obtained by five QoS parameters. Ning et al. [16] analyzed the
sensitivity of QoE to different QoS parameters and provided
the mapping relationship between QoS to QoE. Garcła⁃Pineda
et al. [17] used a statistical technique that employs all kinds of
variables related to QoS, to evaluate the subjective QoE.

In summary, the main difference between QoS and QoE is
that QoS depends on the network perspective, while QoE focus⁃
es on the users’perspective. However, QoS and QoE are not
two independent metrics, because QoE adds the effects of con⁃
text and human to the system factors that are widely studied on

FR: full reference QoS: quality of service QoE: quality of experience

▲Figure 1. Illustration of the impact of end⁃to⁃end system on QoE in video transmission.

Channel Terminal UserHost

QoS
QoE

Timed FR qualitymetrics
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QoS. Furthermore, the above studies indicate that it is possible
to develop a real⁃time QoE metric based on QoS factors.

3 Classification of QoE Effects
As an overall metric, QoE can be influenced by various fac⁃

tors in the end⁃to⁃end video delivery system. In practice, these
influence factors include video capture, coding, storage, deliv⁃
ery, decoding, rendering, display and context of use. Further⁃
more, QoE is also affected by user factors such as user person⁃
ality and expectations. Apparently, all these factors have direct
impact on the design of QoE⁃aware optimization techniques for
video delivery. Here, we present a classification and an enu⁃
meration of all relevant influence factors of QoE in video deliv⁃
ery system in this section.

In [18], the contributions of QoE in video delivery were di⁃
vided into three categories including content preparation, con⁃
tent delivery and the customer environment. In [10], the end⁃to⁃
end influence factors of QoE in video transmission were sum⁃
marized into three categories including system influence fac⁃
tors, context influence factors and human influence factors.
Following these ideas, we classify the QoE influence factors
based on their operational locations in the end⁃to⁃end video de⁃
livery system. We propose to partition the video delivery sys⁃
tem into four major elements including host, channel, terminal,
and user, as shown in Fig. 1. Correspondingly, we classify
these influence factors into four categories accordingly: host
factors, channel factors, terminal factors, and user factors. The
major advantage of this classification is that it can support vari⁃
ous QoE mappings and cross⁃layer optimization designs at dif⁃
ferent taxonomies of the video delivery system.

Base on the partition method mentioned above, the influ⁃
ence factors of QoE are summarized in Table 1 and are dis⁃
cussed as follows.

(1) Host factors: These factors include video content factors
and media factors. At the host, a source video is generally pro⁃
cessed and/or coded before being transmitted in order to re⁃
duce the storage size and meet the bandwidth budget. In addi⁃
tion, the unimpaired source video is usually available at the
host. Therefore, we can utilize it (or the features extracted from
it) as a reference to measure the QoE loss during video process⁃
ing and compression. The temporal and spatial samplings may
also have impacts on the user’s QoE.

(2) Channel factors: The channel factors are mainly network⁃
related factors. It is known that the packet transmission can be
influenced by different network configurations such as band⁃
width, throughput, resource requirements, scheduling, and
sometimes, zapping time and handoff. However, inappropriate
network configurations or poor network conditions may cause
packet delay, jitter, loss or error rate, which will degrade the
user’s QoE. For online video purchasing, the pricing model
and the prices also affect the QoE. In addition, the channel fac⁃
tors and relevant host factors can be regarded as QoS parame⁃

ters during video delivery process.
(3) Terminal factors: This category includes the device fac⁃

tors (e.g., decoding parameters, reception device settings, and
display parameters) and environmental configurations (e.g., lu⁃
minance, viewing distance, and movement). In addition, the us⁃
ability and accessibility of graphic user interface (GUI) and
video interactivity during playing are also considered as QoE
factors drawn into this category. Furthermore, the security and
personalization issues also belong to this category in some par⁃
ticular applications [6].

(4) User factors: The user factors are generally composed of
physiological factors (e.g., gender, age, and heart rate) and psy⁃
chological factors (e.g., attention, interest, and mood). In prac⁃
tice, the user factors, especially the psychological factors, are
difficult to be directly measured, which leads to a great obsta⁃
cle to the research of the influence of user factors on QoE.
Luckily, in recent years, researchers have found some indirect
ways to measure user factors and subsequently made several
breakthroughs in the study of the impact of user factors on
QoE, which will be discussed in detail in Section 4.

4 Further Analysis
In video delivery system, QoE covers the end⁃to⁃end factors,

which are from host to users, to affect the users’experience on
video services. In this section, we further analyze the specific
impacts of these factors on QoE.
4.1 Impact of Host Factors

It is well known that the distortion is inevitably introduced
to reduce the visual quality of videos in the process of acquisi⁃
tion, processing and compressed. Therefore, video quality as⁃
sessment (VQA) methods have been extensively used to pre⁃

▼Table 1. QoE influence factors at different taxonomies of a video
transmission system

CPU: central processing unit QoE: quality of experience

Taxonomy

Host

Channel

Terminal

User

Content factors

Media factors

Network factors

Other factors

Device factors

Other factors
Physiological factors

Psychological
factors

QoE influence factors
Temporal/spatial requirements, color depth, texture,

2D/3D, content reliability, artifacts, etc.
Encoding, resolution, sampling rate, frame rate,

media synchronization, etc.
Delay, jitter, loss, error rate, bandwidth, throughput,
path selection, resource requirements, scheduling,

zapping time, hand⁃off, etc.
Pricing, etc.

Decoding, error concealment, zooming, rendering,
display size, screen resolution, color depth, user

interface, CPU and memory, battery, etc.
Luminance, viewing distance, movement,

interactivity, personalization, security, mobility, etc.
Gender, age, heart rate, electrodermal activity, etc.

Attention, interest, personality, mood, pre⁃
conceptions, user expectation/goal, etc.
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dict the impact of distortion on video quality. According to the
available amount of reference information at the host, VQA
can be also divided into three categories: FR, reduced ⁃ refer⁃
ence (RR) and no⁃reference (NR) methods. In an FR method,
an unimpaired original video is compared frame by frame with
the impaired video to obtain a VQA metric. Typical FR mea⁃
sures are PSNR, SSIM [1], etc. These FR methods achieve
higher accuracy because of their reference original videos.
However, compared with the other two methods, FR methods
have a small scope of applications due to its demand for unim⁃
paired videos, which are generally applicable only to the host.
For the RR methods [19]-[21], they only need to extract some
features from unimpaired original videos and transmit them
along with the impaired videos. Thus they are more applicable
than FR measures. How to extract features is the main chal⁃
lenge for them. The NR methods are completely independent
of the original video information, which is both its advantage
and its difficulty. In recent years, several NR methods have
been proposed due to their practicality [22]-[24].

In addition, other influence factors at the host have been
studied in the past years. The depth perception assessment
metrics for 3D stereoscopic videos were proposed in [25] and
[26]. Ou et al. [27] analyzed the impacts of spatial, temporal
and amplitude resolution on the bit rate of a compressed video
and proposed an analytical rate model. The effect of color
depth for QoE was investigated in [28]. A determining method
of frame rate and resolution was proposed to improve QoE [29].
In [30], the impact of video resolution was also discussed.

All of the above works study the influences of host factors on
QoE, and lay the foundation for the development of VQA based
on host factors. In recent years, VQA technology of ordinary
video has become more mature, especially the FR methods.
However, with the popularity of special videos (e.g., ultra⁃high⁃
definition (UHD), high dynamic range (HDR), 3D, and 360⁃de⁃
gree videos), how to measure the host factors in these video de⁃
livery has been an open question. In addition, since original
special videos are usually unavailable in many real⁃world vid⁃
eo applications, the RR and NR methods will play an impor⁃
tant role in VQA. In summary, the impacts of host factors on
QoE will be further investigated in the future.
4.2 Impact of Channel Factors

QoE can be affected by numerous channel factors when the
video stream is transmitted over a channel, such as bandwidth
and throughput. These can be considered as a part of the QoS
parameters. Due to the measurability of QoS, QoE assessment
approaches based on channel factors are widely used in video
delivery system.

In [31], Frnda et al. discussed the impact of packet loss and
delay variation on QoE and designed a prediction model for es⁃
timation of triple play services. Maeda et al. [32] investigated
the influence of network delay on QoE in a networked haptic
drum system. Nunome et al. [33] investigated the effect of two

allocation methods of bandwidth on QoE in multiview video
and audio transmission. Begluk et al. [34] proposed a machine⁃
learning model to predict QoE based on network ⁃ related fac⁃
tors (e.g., delay, jitter, and loss) as input data. Gutierrez et al.
[35] studied the impact of transmission errors in 3DTV and pro⁃
posed a novel evaluation methodology for QoE.

These researchers extensively investigated the influence of
channel factors on QoE, especially network factors. However,
other factors (e.g., pricing) are still not well studied at present.
They are also highly needed for the study of QoE. Furthermore,
the development of heterogonous networks such as 5G network
has improved the users’requirements for video transmission.
For these new emerging networks, how to measure QoE is a
new challenge and research direction. Therefore, the influenc⁃
es of channel factors on QoE will be widely studied on these
networks.
4.3 Impact of Terminal Factors

When watching the same video in the same environment,
there are some differences in the experience of users using dif⁃
ferent terminal devices. The reason for the difference of QoE is
the influences of the terminal factors, including screen resolu⁃
tion, display size, luminance, viewing distance, etc. With the
development of smart devices, more and more researchers have
studied the influences of terminal factors on QoE.

Beyer et al. [36] observed a considerable impact of display
size on overall quality. In [37], Vucic et al. studied the impacts
of smartphone factors (including CPU, screen size and display
resolution) on the QoE for multi⁃party video conferencing. Jega⁃
natan et al. [38] studied the effect of user interfaces on QoE of
multiview video and audio over IP networks. Edstrom et al.
[39] mainly investigated environmental luminance at different
levels and its impact on the user’s viewing experience. Triyas⁃
on [40] conducted a subjective experiment to prove screen size
has an effect toward the QoE of remote cloud ⁃ based virtual
desktop.

It should be pointed out that there are not many studies on
the impacts of terminal factors on QoE. Most of the current
studies are mainly based on device⁃ related and environment ⁃
related. They seem to ignore the influences of other terminal
factors on QoE, such as interactivity and personalization. How⁃
ever, with the development of smart devices (e.g., smartphones,
tablets, and VR devices), users put forward higher require⁃
ments for the interactivity, personalization and security of vid⁃
eo services. It suggests that the research of these terminal⁃relat⁃
ed factors plays a pivotal role in VQA. Thereby, QoE research
based on terminal⁃related factors will become an important re⁃
search direction in the future.
4.4 Impact of User Factors

Since the human factors are strongly related to and may af⁃
fect other factors, they play an increasingly important role in
the impact of QoE. They can well reflect each user’s personal
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experience. However, they are highly complex and not well
comprehended because of their subjectivity and relevance [41].

In a study given in [42], Guntuku et al. found that personali⁃
ty and culture play a key role in predicting the intensity of neg⁃
ative affect. Murray et al. [43] evaluated the impact of users’
age and gender on user QoE based on user perception of olfac⁃
tion based mulsemedia. In addition, Murray et al. [44] pro⁃
posed a model based on empirical data to estimate user QoE.
The result indicates that human factors play an important role
in perceptual multimedia quality of olfaction enhanced multi⁃
media. Song et al. [45] developed a user⁃centric objective QoE
evaluation model to predict QoE considering perceptual audio⁃
visual quality and user interest in audiovisual content. In [46],
Eynard et al. discussed the impact of verbal communication on
the user experience in the context of virtual reality (VR).

All these works demonstrate that the human factors play a
key role in QoE assessment. Since these factors differ QoE
from QoS, an increasing number of researchers try to build
QoE models based on the human factors to achieve more accu⁃
rate video quality assessment. However, most of these factors
are not measured directly. Thence, these studies are currently
focused on users’touch, visual and other aspects in the spe⁃
cial videos, especially immersive applications. Although these
studies have made some progress, how to directly measure the
impact of the human factors on QoE is still a challenge due to
their complexity.

5 Conclusions
In this paper, we discuss three main differences between

QoS and QoE and the possibility of QoS and QoE mapping.
QoE can be influenced by various factors in the video delivery
and we summarize these factors into four categories: host fac⁃
tors, channel factors, terminal factors, and user factors. In addi⁃
tion, we analyze the specific impacts of different types of fac⁃
tors on QoE. We hope our study may promote the development
and application of VQA approaches.
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Abstract: Saliency detection models, which are used to extract salient regions in visual
scenes, are widely used in various multimedia processing applications. It has attracted
much attention in the area of computer vision over the past decades. Since most images or
videos over the Internet are stored in compressed domains such as images in JPEG format
and videos in MPEG2 format, H.264 format, and MPEG4 Visual format, many saliency de⁃
tection models have been proposed in the compressed domain recently. We provide a re⁃
view of our works on saliency detection models in the compressed domain in this paper.
Besides, we introduce some commonly used fusion strategies to combine spatial saliency
map and temporal saliency map to compute the final video saliency map.
Keywords: saliency detection; computer vision; compressed domain; visual attention; fu⁃
sion strategy

1 Introduction
he human visual system (HVS) has limited capaci⁃
ty and cannot process everything that falls onto the
retina [1]. Visual attention would selectively bring
important information into focus while filtering oth⁃

er parts to reduce the complexity of scene analysis. Saliency
detection model, which simulates visual attention mechanism,
could identify regions of interest in images or videos. There are
two visual attention mechanisms: bottom⁃up and top⁃down ap⁃
proaches. The bottom⁃up attention [2] is determined by charac⁃
teristics of a visual scene (stimulus⁃driven), while the top⁃down
attention [3] is determined by cognitive phenomena like expec⁃
tations, current goals, and knowledge (goal ⁃ driven). Saliency
estimation from one computational model is shown in Fig. 1,
where the brighter the region is, the more salient it is.

Currently, saliency detection has been applied to the impor⁃
tant preprocessing step in various multimedia processing appli⁃
cations, such as object tracking [4], [5], image retargeting [6],
object detection [7], object recognition [8], person re ⁃ identi fi
cation [9], image compression [10], quality assessment [11]-

[13], abstraction [14], segmentation [15], and so on.
Saliency detection models can be divided into pixel⁃domain

models and compressed⁃domain models. Early research on sa⁃
liency detection mostly focuses on feature extraction in the pix⁃
el domain [16]-[34]. However, most images or videos over the
Internet are basically stored in the compressed domain. For ex⁃
ample, images over the Internet are stored in Joint Photograph⁃
ic Experts Group (JPEG) format, while videos are stored in
H.264 and Moving Picture Experts Group (MPEG2) format.

T
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▲Figure 1. Saliency estimation results [16] on the public database Densely
Annotated Video Segmentation (DAVIS) [17]. From the first column to the
last column: original images, saliency maps, and ground truth maps.



Compressed images or videos are widely used in various multi⁃
media applications over the Internet, because they can reduce
storage space and improve transmission efficiency. The current
saliency detection models have to decompress the compressed
images or videos into the pixel domain for feature extraction,
which is time consuming. To avoid the process, some saliency
detection models are proposed in the compressed domain [6],
[35]-[43].

As a pioneer, Itti et al. [18] proposed a conceptually compu⁃
tational model for saliency detection based on multiscale im⁃
age features including intensity, color, and orientation. Harel
et al. [19] introduced a bottom⁃up visual saliency model (GB⁃
VS) with the new definition of dissimilarity to extract saliency
information. After that, Yang et al. [20] computed visual salien⁃
cy by ranking the similarity of the image elements (pixels or re⁃
gions) with foreground cues or background cues via graph ⁃
based manifold ranking. However, many graph ⁃ based models
[19], [20] heavily depend to the performance of the superpixel
segmentation preprocessing. Therefore, Li et al. [21] intro⁃
duced a saliency detection approach that considers the advan⁃
tages of both region ⁃ based features and image details by the
regularized random walk ranking. Tu et al. [24] proposed a
method for measuring the image boundary efficiently based on
the minimum spanning tree. The method established by Qin et
al. [22] calculates saliency by Cellular Automata ⁃ a dynamic
evolution model, which can obtain the relevance of similar re⁃
gions. Tong et al. [23] exploited both weak and strong models
for saliency detection by developing a bootstrap learning algo⁃
rithm. Recently, deep learning based methods become more
and more popular in saliency detection. Wang et al. [25] esti⁃
mated saliency by integrating local features and global features
extracted by two deep neural networks, respectively. Based on
auto⁃encoder neural network, Zhang [26] presented a saliency
detection model by learning uncertain convolutional features.

Recently, some video saliency detection models were also
explored [28]- [31] in the pixel domain. Kim et al. [28] intro⁃
duced the approach of random walk with restart to detect spa⁃
tially and temporally salient regions. They calculated spatio⁃
temporal saliency by finding the steady ⁃ state distribution of
the walker. In [29], temporal background priors are combined
with spatial background priors to generate spatiotemporal back⁃
ground priors. Then, saliency estimation is conducted by a dual
⁃ graph based structure using spatiotemporal background pri⁃
ors. A spectral foreground extraction algorithm, Quantum Cuts
(QCUT), is applied to estimate the saliency probability of re⁃
gions [30]. Chen et al. [31] designed a video saliency detection
model based on the spatiotemporal saliency fusion and low ⁃
rank coherency guided saliency diffusion. In [44], Li et al. pro⁃
posed an unsupervised approach for video saliency object de⁃
tection by using stacked auto⁃encoder neural network. In that
approach, three saliency cues including pixel, superpixel, and
object levels are extracted based on the algorithms of [45],
[46], and [47]. Then the three saliency cues are fed into

stacked auto⁃encoders to infer a saliency score for each pixel.
The models mentioned above are all saliency detection mod⁃

els in the pixel domain. Recently, there have been some works
explored on saliency detection in the compressed domain. Mu⁃
thuswamy et al. [35] used discrete cosine transform (DCT) coef⁃
ficients [6] and motion vectors [48] as features for MPEG2 vid⁃
eo saliency detection. Khatoonabadi et al. [36] proposed a new
feature, operational block description length (OBDL), as a mea⁃
sure of saliency. The OBDL represents the minimum number
of bits required to encode a given video block under a certain
distortion criterion [36]. In [37], Khatoonabadi et al. intro⁃
duced two video features called Motion Vector Entropy and
Smoothed Residual Norm extracted from the compressed video
bitstream. Using the statistics of these two features in videos,
they proposed a visual saliency detection model for com⁃
pressed video. Two compressed domain features called residu⁃
al DCT coefficient norms and operational block description are
extracted from video bitstream [38], [39]. Then Li et al. [38],
[39] used a fusion algorithm whose fusion coefficients vary
with quantization parameters to fuse the two feature maps for
saliency estimation. Xu et al. [40] first extracted High Efficien⁃
cy Video Coding (HEVC) features in the HEVC domain and
then those features are integrated by the learned support vector
machine for video saliency detection. Jian et al. [41] intro⁃
duced a saliency detection model by extracting three features
including Quaternionic Distance Based Weber Descriptor (QD⁃
WD), pattern distinctness, and local contrast. By exploiting
MPEG4 AVC compression principles, Ammar et al. [42] calcu⁃
lated the intensity, color, orientation, and motion feature maps
by extracting the energy of luma coefficients, energy of chroma
coefficients, gradient of the prediction modes, and amplitude
of motion vectors. Finally, spatiotemporal saliency map is ob⁃
tained by an average fusion algorithm. We proposed a saliency
detection model in the compressed domain for images [6] and
video [43].

The remaining of this paper is organized as follows. Section
2 describes our works in the compressed domain. Section 3
compares our fusion strategies of spatial and temporal saliency
with those from other existing fusion strategies. The final Sec⁃
tion 4 concludes the paper.

2 Compressed⁃Domain Visual Saliency
Models
There are two works in computational modeling of visual at⁃

tention in the compressed domain [6], [43]. In [6], the saliency
detection model in compressed domain is built for 2D images,
while the model is established for visual saliency modeling of
video sequences in [43].
2.1 Saliency Detection Model for Compressed⁃Domain

Image
We proposed a saliency detection model for images in com⁃
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pressed domain [6]. The general framework of the proposed
model is shown in Fig. 2. Three kinds of features (including in⁃
tensity, color, and texture features) are firstly extracted from
DCT coefficients. Then four visual saliency maps (one intensi⁃
ty saliency map, two color saliency maps, and one texture sa⁃
liency map) are estimated by calculating feature contrast based
on small DCT blocks weighted by a Gaussian model. Finally,
by using coherent normalization ⁃ based fusion method to fuse
these saliency maps, the final saliency map is obtained. Some
saliency detection results of the proposed model [6] are shown
in Fig. 3.

This work [6] in saliency detection mainly includes two con⁃
tributions: the first one is how to extract features (intensity, col⁃
or, and texture features) directly from the JPEG bitstream; the
second is to design a new computational model of visual atten⁃
tion based on DCT blocks in the compressed domain. The de⁃
tails of the model are described as follows.

(1) Feature Extraction from the JPEG Bitstream
The color space of the input JPEG images is converted from

RGB color space to YCbCr color space. YCbCr color space
could be used to extract the three kinds of features mentioned
above. Specifically, L channel contains the intensity and tex⁃
ture information while Cb and Cr channels contain color infor⁃
mation. Each channel is divided into 8×8 blocks, and the DCT
is carried out for each small block. DCT coefficients in each
block include the DC coefficient and AC coefficients. Please
note that DC coefficient is a measure of the average energy of
this block, while the remaining 63 AC coefficients represent
high frequency information of this block. Therefore, we could
use DC coefficient in L channel to extract intensity feature L.
DC coefficients in Cb and Cr channels are used to extract two
color features (C1 and C2). AC coefficients in L channel are
used to extract texture feature T.

(2) Saliency Estimation in the Compressed Domain
Four saliency maps (one intensity saliency map, two color sa⁃

liency map, and one texture saliency map) are computed by
feature contrast based on DCT blocks. The saliency value of
each DCT block in each feature map is determined by two fac⁃
tors, including the block differences and weights between this
block and all other blocks of the input image. Intensity and col⁃
or feature differences of each DCT block are calculated by L1⁃
norm distance, while texture difference of each DCT block is
estimated by Hausdorff distance. The saliency value for each
block is proportional to the block difference. The human eye is
more sensitive about the differences between the current block
and nearer blocks compared with the relatively distant area. A
Gaussian model is thus used to weight the block differences for
saliency detection. The saliency map for the nth feature can be
calculated as follows:

Sn
i =∑

j≠ i

1
σ 2π e

- d2
ij

2σ2
Dn

ij, (1)

where dij represents the Euclidean distance between DCT
blocks i and j; n ∈{ }L,C1,C2,T and Dij is DCT block differ⁃
ence; σ is a parameter of the Gaussian model. In the study [6],
σ is set to 5.

According to Eq. (1), different saliency maps are calculated
based on different features. These saliency maps include one
intensity saliency map, two color saliency maps, and one tex⁃
ture saliency map. The final saliency map S for a given JPEG
image can be calculated by fusing these four saliency maps. In
[6], the coherent normalization⁃based fusion method is used to
combine these four saliency maps as follows:
S = β∑N( )k + γ∏N( )k , (2)

where β and γ are parameters determining the weights for
each components. In [6], the two parameters are both set to 1/5.
N is the normalization operation; k ∈ {Sn} .
2.2 Saliency Detection Model for Compressed⁃Domain

Video
Similar with images, videos over the Internet are almost

stored in the compressed domain such as H.264 and MPEG2.▲Figure 2. The framework of the model proposed in [6].

▲Figure 3. Saliency estimation results [6] on the public database in [49].
The first row is original images, while the second row represents saliency
maps.
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In the study [43], a video saliency detection model is proposed
based on feature contrast in the compressed domain.

The framework of the model [43] is shown in Fig. 4. That
video saliency detection model could be roughly divided into
two stages, including spatial saliency and temporal saliency es⁃
timation and fusion of these two kinds of visual saliency. Spe⁃
cifically, spatial saliency is calculated based on the three fea⁃
tures (including luminance, color, and texture) extracted from
the video bitstream. Temporal saliency is calculated based on
the motion features extracted from the motion vectors in video
bitstream. In the second stage, based on a new fusion method
of parameterized normalization, sum and product (PNSP), the
final saliency map for the video frame is calculated. Some sa⁃
liency detection results of the proposed model [43] are shown
in Fig. 5. The details of the model will be described as follows.

(1) Feature Extraction in the Video Bitstream
In MPEG4 advanced simple profile (ASP) video, there are

two kinds of predicted frames: P frames use motion compensat⁃
ed prediction from a past reference frame, while B frames are
bidirectionally predictive⁃coded by using motion compensated
prediction from a past and/or a future reference frame. As
there are two kinds of frames, there are two kinds of ways to
calculate the motion feature. The motion vector MV is used to
represent the motion feature for P frames. The motion feature
for B frames can be calculated by both motion prediction from
the past and future reference frames. Assume the motion com⁃

pensated prediction from the past reference and the future ref⁃
erence frames are MV1 and MV2. The motion feature V of B
frames is computed as follows:
V =MV1 -MV2. (3)
Please note that no matter what kinds of frames are used,

motion features are computed based on DCT blocks. And the
motion feature of P/B frames can be obtained as V. For spatial
features include intensity, color, and texture, they can be ex⁃
tracted as [6].

(2) Saliency Estimation in the Compressed Domain
Based on the motion feature V, the feature map of each vid⁃

eo frame is computed as follows:
Sv
i =∑

j≠ i

wijD
v
ij, (4)

wij = 1
σv 2π e

- d2
ij

2σ2
v , (5)

where Sv
i represents temporal saliency value of the ith DCT

block in the motion feature map; Dv
ij is the motion feature di⁃

fference between DCT blocks i and j; σv is a parameter of theGaussian model. The spatial saliency map Ss is calculated by
linearly combining the four spatial feature maps from intensity,
color, and texture features (L, C1, C2, T).

In [43], based on the characteristics of the spatial saliency
map and temporal saliency map, a new fusion method called
PNSP is proposed. The final saliency map for video frame is
calculated as follows:
S

f = β1S
s + β2S

v + β3S
sSv, (6)

where S
f denotes the final saliency map for the video frame; β1,β2, and β3 are the parameters determining the weights of eachcomponent; Ss is the spatial saliency map and Sv is the tem⁃

poral saliency map.

3 Spatiotemporal Weighting Strategy
Here, we introduce our works on spatiotemporal weighting

strategy [16], [43]. In [16], based on Gestalt theory, the spatial

DCT: discrete cosine transform

▲Figure 4. The framework of the model proposed by [43].

▲Figure 5. Saliency estimation results [43] on the public database
Densely Annotated Video Segmentation (DAVIS) [17]. The first row is
original images, while the second row represents saliency maps.
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PNSP is designed to combine the spatial and temporal saliency
to obtain the final saliency map. We also introduce several
common fusion algorithms in [50] for integrating spatial salien⁃
cy and temporal saliency map.
3.1 Common Fusion Approaches

(1) Normalization and Sum (NS)
The most simple and direct method for fusing spatial salien⁃

cy and temporal saliency is to normalize these two salient
maps to the same dynamic range (between 0 and 1) and then
sum the two maps to get the final saliency map as follows:
S =∑

n

N( )Sn , (7)
where S is the final saliency map; n ∈{ }1,2 and Sn is the
spatial saliency map or temporal saliency map.

(2) Normalization and Maximum (NM)
The fusion algorithm tries to normalize spatial saliency map

and temporal saliency map to the same dynamic range and
then uses the maximum value as the final saliency value at
each location.
S = max

n
N( )Sn , (8)

where max is the maximum operator.
(3) Normalization and Product (NP)
Compared to NS and NM methods, the summation and maxi⁃

mum are replaced by the product operator in NP.
S =∏

n

N( )Sn . (9)

3.2 The Fusion Approach Based on Uncertainty Weighting
Compared with image saliency detection, video saliency de⁃

tection is a more challenging problem due to its complex back⁃
ground and utilization of motion information. So far, only a few
video saliency detection models have been proposed [51]-[53].
In [16], a novel method is proposed to estimate video saliency
by using Gestalt theory and uncertainty weighting.

The algorithm [16] could be divided into two main stages in⁃
cluding the spatial and temporal saliency estimation stage and
the fusion stage of the two saliency maps. Spatial saliency is
calculated by extracted spatial features including luminance,
color, and texture features from a given video frame using DCT
coefficients [6]. Temporal saliency can be measured based on
a psychological study of human visual speed perception [54].
Based on uncertainty weighting strategy, we can fuse the spa⁃
tial saliency map and temporal saliency map for obtaining the
final saliency map. Spatial uncertainty estimation is conceptu⁃
ally rooted in the Gestalt theory including the law of proximity
and the law of continuity [55], [56]. Temporal uncertainty esti⁃
mation is calculated based on the psychovisual studies in [54].
Some saliency detection results of the proposed model [16] are
shown in Fig. 1.

The proximity law of Gestalt theory states that elements
which are close to each other tend to be perceived as a group,
while the continuity law of Gestalt theory indicates that ele⁃
ments which are connected to each other tend to be perceived
as a group. These two laws can be applied to saliency detection
as follows: first, the spatial location which is closer to the sa⁃
liency center in an image is more likely to be a salient loca⁃
tion; second, a spatial location which is more connected to oth⁃
er saliency regions is more likely to be a salient location. Then
the spatial uncertainty for each pixel in the spatial saliency
map is calculated as follows:
Us =Ud +Uc, (10)

where Us is the spatial uncertainty map; Ud is the probabilityof a pixel being salient given its distance from saliency center;
Uc represents the probability of a pixel being salient given its
connectedness to other salient pixels.

When the background motion is very large in the video, or
the local contrast increases, the system cannot detect motion of
the object accurately. This temporal uncertainty evaluation Ut

is conducted based on the psychovisual studies in [54]. There⁃
fore, the spatial and temporal saliency map can be integrated
into spatiotemporal saliency map of the given video sequence
by using these two uncertainty weighting map as follows:
Ssp = UtSs +UsSt

Ut +Us
, (11)

where Ssp is the spatiotemporal saliency map; Ut is the tem⁃
poral uncertainty map; Us represents the spatial uncertainty
map; Ss is the spatial saliency map calculated by DCT coeffi⁃
cients; St is the temporal saliency map calculated by optical
flow algorithm.
3.3 The Fusion approach Based on PNSP Weighting

Another fusion method [43] has already been described in
Section 2.2. And we can find that this fusion method is the
combination of the NS method and NP method mentioned
above. If the salient regions have low spatial saliency value
with high temporal saliency value, the NS method can high⁃
light the saliency by summation operation. If the non⁃salient re⁃
gions have low spatial saliency value with high temporal salien⁃
cy value, the NP method can suppress the saliency by product
operation. Therefore, this algorithm can combine the advantag⁃
es of these two algorithms.

4 Conclusions
In this paper, we review some works in the pixel⁃domain and

compressed⁃domain. We first attempt to provide a comprehen⁃
sive description of two compressed⁃domain saliency detection
models. These two models are designed to handle with differ⁃
ent tasks including compressed ⁃domain 2D images and com⁃
pressed⁃domain 2D video saliency detection. The difficulty of
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the tasks continues to increase since increasing complexity of
scene. Then we exhaustively review our two fusion strategies of
spatial saliency map and temporal saliency map. The PNSP fu⁃
sion algorithm considers the advantages of NS algorithm and
NP algorithm. Another fusion algorithm is designed based on
proximity law and proximity law of Gestalt theory.

Specifically, According to image saliency detection or video
saliency detection, feature contrast for each block is calculated
by the differences between the features of this block and other
blocks in the whole image. In the future, we hope that we could
propose more effective methods to handle the computational
modeling for visual attention.
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Abstract: Virtual reality (VR) environment can provide immersive experience to viewers.
Under the VR environment, providing a good quality of experience is extremely important.
Therefore, in this paper, we present an image quality assessment (IQA) study on omnidirec⁃
tional images. We first build an omnidirectional IQA (OIQA) database, including 16 source
images with their corresponding 320 distorted images. We add four commonly encountered
distortions. These distortions are JPEG compression, JPEG2000 compression, Gaussian
blur, and Gaussian noise. Then we conduct a subjective quality evaluation study in the VR
environment based on the OIQA database. Considering that visual attention is more impor⁃
tant in VR environment, head and eye movement data are also tracked and collected dur⁃
ing the quality rating experiments. The 16 raw and their corresponding distorted images,
subjective quality assessment scores, and the head⁃orientation data and eye⁃gaze data to⁃
gether constitute the OIQA database. Based on the OIQA database, we test some state⁃of⁃
the⁃art full ⁃ reference IQA (FR⁃IQA) measures on equirectangular format or cubic format
omnidirectional images. The results show that applying FR⁃ IQA metrics on cubic format
omnidirectional images could improve their performance. The performance of some FR⁃IQA
metrics combining the saliency weight of three different types are also tested based on our
database. Some new phenomena different from traditional IQA are observed.
Keywords: perceptual quality assessment; omnidirectional images; subjective experiment;
objective model evaluation; visual saliency

Perceptual Quality Assessment ofPerceptual Quality Assessment of
Omnidirectional Images:Omnidirectional Images:
Subjective Experiment and ObjectiveSubjective Experiment and Objective
Model EvaluationModel Evaluation

O
1 Introduction

mnidirectional content could provide observers
with immersive perception with the help of Head⁃
Mounted Displays (HMDs). As an important com⁃
ponent of virtual reality (VR), natural immersive

videos provide the viewers with real⁃world scenes. The omnidi⁃
rectional visual experience makes the user experience more im⁃
mersive compared to traditional VR content generated by com⁃
puter⁃aided 3D modeling. Therefore, we mainly consider natural
immersive content, i.e., omnidirectional images, in this paper.

Because of the immersive experience providing by VRHMD,
it is exciting to experience omnidirectional contents. However,
due to the limitation of the photographic apparatus, transmis⁃

sion bandwidth, and display devices, etc, the content viewed
by observers usually cannot live up to the expectation. As a
consequence, it is significant to study the quality of experience
(QoE) in VR environments. Many traditional image quality as⁃
sessment (IQA) databases have been constructed by research⁃
ers, such as Live Mage Quality Assessment Database (LIVE)
[1], TID2008—a database for evaluation of full⁃reference visu⁃
al quality assessment metrics [2], categorical image quality
(CSIQ) database [3], and quality assessment considering view⁃
ing distance and image resolution (VDID) [4], and some works
related to assessing the quality of omnidirectional visual con⁃
tents have also been done, such as [5]-[9]. However as far as
we know, the databases relevant to omnidirectional image qual⁃
ity assessment are very few. And there is no database includ⁃
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ing both subjective evaluation scores and eye movement data.
So we have constructed one omnidirectional IQA (OIQA) data⁃
base [10]. For traditional videos or images quality assessment,
many efforts have been made on designing human visual sys⁃
tem (HVS) based IQA metrics [11]- [15]. Visualizing immer⁃
sive videos or omnidirectional (360 ⁃ degree, equirectangular,
VR) images [5] is different from traditional 2D videos or imag⁃
es. Observers are supposed to be in the central position of a
sphere when visualizing immersive contents. The results in [5]
and [16] illustrate that the view ⁃ port visualized by observers
usually only occupies a portion of the whole omnidirectional
images or videos. Because of the immersive experience, the vi⁃
sual attention of observers in the view⁃port of omnidirectional
videos or images is different from the visual attention in plane
2D videos or images. Therefore, it is significant to study the
new method to evaluate the quality of images and videos com⁃
bining visual saliency in VR environment.

In this paper, we also explore the method of using human vi⁃
sual preferences to assess the quality of omnidirectional imag⁃
es. We test our ideas based on our OIQA database, which in⁃
cludes 16 raw reference omnidirectional images and their cor⁃
responding 320 degradation images under four kinds of distor⁃
tion types. These distortions are JPEG [17] compression,
JPEG2000 [18] compression, Gaussian blur, and Gaussian
noise. The head and eye movement data are also collected in
OIQA database. We first discuss the influence of intrinsic dis⁃
tortion of equirectangular projection. For comparison, the IQA
metrics are tested on cubic images and we think cubic images
have almost no such distortion. The performance of some FR⁃
IQA metrics combining the saliency weight of three different
types is also tested based on our database. Three different
kinds of saliency maps include the global head movement char⁃
acteristic map, global eye viewing preference map, and ground⁃
truth visual saliency map.

The remainder of this paper is arranged as follows. We intro⁃
duce the subjective omnidirectional IQA in Section 2. In Sec⁃
tion 3, we evaluate several state⁃of⁃the⁃art FR⁃IQA models on
the OIQA database and combine human visual preference in
some IQA models. Some inspiring observations are proposed.
We summarize and conclude the whole paper in Section 4.

2 Subjective Quality Assessment of
Omnidirectional Images
The image collection and quality degradation processes are

first introduced in this section. Next, we introduce our experi⁃
mental methodology to conduct subjective quality rating and
capture head or eye movement data. Finally, we process and
analyze the collected visual attention data and subjective quali⁃
ty ratings and present some conclusions we have observed.
2.1 Original and Distorted Equirectangular Images

We collect 16 raw images which are captured by profession⁃

al photographers and available under Creative Commons (CC)
copyright. The collected images are representative and have di⁃
versified textures. We show several sample raw images in Fig. 1.
We zoomed in and carefully checked all raw images to avoid
easily observed artifacts. This procedure can avoid the“intrin⁃
sic artifacts”. All of raw images have close resolutions which
range from 11 332×5 666 to 13 320×6 660, and close perceptu⁃
al quality. This procedure can reduce the influence of the origi⁃
nal content’s quality on subjective ratings. We introduce four
types of distortions to raw images, with five distortion levels for
each type. The four types of distortions we introduced are
JPEG compression, JPEG2000 compression, Gaussian blur,
and white Gaussian noise (WGN), respectively, which are four
commonly encountered distortions.

JPEG and JPEG2000 are the two commonly used compres⁃
sion methods to simulate the artifacts introduced during com⁃
pression. In this paper, we introduced these two methods with
five compression levels each to the raw images. The five levels
are manually set to cover a wide perceptual quality range.
Since omnidirectional contents are generally created, stored,
compressed and transmitted in equirectangular format, we com⁃
press all images in equirectangular format directly and get de⁃
graded images. We also introduced another two commonly en⁃
countered distortions, which are Gaussian blur and WGN. In
this paper, we mainly consider the blur and noise introduced
during capturing. Omnidirectional images are usually captured
by multiple cameras (e.g. camera array) and then stitched. To
simulate the blur and noise introduced during capturing, the
raw images are split into 15 small blocks. Fig. 2a represents
the raw image. Fig. 2b represents the 15 split images of the
raw image in Fig. 2a. These split images represent the scenes
captured by each camera of the camera array. To simulate the
distortions introduced at the sensor of each camera, we add
Gaussian blur and WGN to 15 split images respectively. Then
these split images with distortions added are projected back to
one equirectangular image. Following these procedures, we

▲Figure 1. Some source images in the omnidirectional image quality
assessment database.
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add the Gaussian blur and Gaussian noise to images more uni⁃
formly compared with adding distortions to equirectangular im⁃
ages directly. We also introduce five levels of blur and noise
distortions to generate images with varying distortions. Thus
we have 336 images in total in our OIQA database, including
16 raw images and their corresponding 320 distorted images.
2.2 Equipment and Software

The equipment we used to show the omnidirectional images
to the subjects is HTC VIVE. This HMD has high ⁃ precision
tracking ability and excellent graphics display technology. Spe⁃
cifically, the resolution of this display is 1 080×1 200 per eye
and 2 160×1 200 combined with a field of view (FOV) of about
100 horizontal degrees and about 110 vertical degrees. The re⁃
fresh rate of the HTC VIVE is 90 Hz. Additionally, the sensor
of this HMD could provide head⁃orientation data at the same
rate as the frame rate. In order to obtain eye movement data, a
small eye ⁃ tracker named aGlass [19] is installed into the
HMD. AGlass is an excellent VR eye⁃tracker with an error less
than 0.5° . We also develop an interactive software based on
Unity to display omnidirectional images and collect rating
scores, head⁃orientation data and eye movement data.
2.3 Subjects

The total number of the subjects participated in our experi⁃
ments was 20, including 5 females and 15 males. The age of

subjects ranged from 18 years to 30 years with an average of
24 years. All of the subjects reported normal or corrected⁃ to⁃
normal vision. As illustrated in [20], visually induced motion
sickness (VIMS) in virtual reality environment could make the
quality of experience (QoE) worse. And all of the subjects in
our experiments reported that they did not have travel sickness.
2.4 Subjective Experiment Methodology

With the help of HTC VIVE, aGlass and the software, the ex⁃
periments were conducted to obtain subjective rating score,
head ⁃ orientation data and eye ⁃ movement data at the same
time. Subjects were asked to seat in a rolling chair and be free
to rotate the chair. This procedure is to ensure that the whole
omnidirectional image could be visualized by observers. At the
start of each experiment, the subjects were asked to calibrate
the eye tracker which is installed in the HMD. Then, the visual
attention data of the 16 raw omnidirectional images were col⁃
lected. Each image was displayed for 20 seconds with a five ⁃
second gray screen displayed before showing the following om⁃
nidirectional image. In order to collect natural viewing visual
attention data, all the subjects were asked to look around at
least one circle in this step. Next, in order to make the subjects
familiar with the distortions types and levels of the database,
we conducted a training procedure. Finally, we conducted the
formal quality rating experiment and collected rating scores.
All images were displayed in a random order in this step. To
avoid VIMS and fatigue, the subjects had enough rest time ev⁃
ery 10 minutes during the experiment.
2.5 Data Processing and Analysis

Three types of data are collected, including raw subjective
quality scores given by subjects, head movement data and eye
gaze data, through the subjective experiment. In this section,
we discuss the processing and analyzing procedure of these
three kinds of data.
2.5.1 Subjective Quality Score Processing and Analysis

We first process the subjective rating scores of images. The
mean opinion scores (MOS) are computed by the following for⁃
mula:

MOSj =∑i = 1
N mij

N
, (1)

where N is the number of subjects and mij is the score a⁃
ssigned by subject i to image j. We also use the 3σ principle to
remove the outliers, which are scores far away from the average
value. Fig. 3 illustrates the histogram of the distribution of sub⁃
jective quality scores. Obviously, the subjective rating scores
are distributed across all perceptual quality range.
2.5.2 Visual Attention Data Processing and Analysis

Head⁃orientation and eye⁃movement data within 20 seconds
of 16 raw images were collected. To make the data more intui⁃
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▲Figure 2. One source image and 15 split images: a) the source image;
b) 15 split images.
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tive, we projected the view direction data and the eye ⁃move⁃
ment data from the 3D sphere space to the 2D equirectangular
image. Head⁃only (view direction centered) saliency maps and
head⁃eye saliency maps were created using the view direction
information and the eye movement information respectively.
We followed the method in [21] to get the saliency map. We ap⁃
plied a Gaussian filter of 3.34° of visual angle [22], [23] to fixa⁃
tion maps of the view ⁃ port image. Then the viewport images
with spread fixations were back⁃projected into the sphere⁃map
and then to the final equirectangular visual attention map. The
OIQA database that includes the view ⁃ direction information,
eye⁃fixation maps head saliency maps, and head⁃eye saliency
maps was then released.

As shown in Fig. 4, for an image in OIQA database, we dis⁃
play its corresponding head⁃only saliency map and head⁃eye
saliency map. Comparing the two saliency maps, we can see
that the salient regions mainly centralize in the middle part of
the equirectangular image nearby the equator. When viewing
omnidirectional images in HMD, the top and bottom regions of
an equirectangular image, i.e., the north and the south pole re⁃
gions of the sphere, are less observed by the human subjects.
Moreover, only a small part of the whole scene can be observed
by users when viewing omnidirectional images in HMD. From
an overall perspective, the head ⁃ only saliency map is similar
with the head⁃eye saliency map. However, in details, there are
many differences. Therefore, no matter in two ⁃ dimensional
space or in three⁃dimensional space, it is reasonable and signif⁃
icant to assess the quality of images combining the visual sa⁃
liency information.
2.5.3 Global Viewing Direction Bias

From Fig. 4, we can see that whether in head⁃only saliency
map or in head⁃eye saliency map, the salient regions are all lo⁃
cated around the equator of map. On the one hand, observers
are more comfort when viewing the horizontal direction in
HMD. On the other hand, when shooting panoramic images, sa⁃
lient scenes or objects are usually near the equator. Therefore
we believe that it is one of the bottom layer features when view⁃
ing omnidirectional images using HMD. Fig. 5 shows the scat⁃
ter diagrams of global viewing direction (head or eye) weight

proportion along with latitude, clustering over all subjects and
all omnidirectional images. One⁃, two⁃ and three⁃term gaussian
fitting curves are also plotted in this figure. From the figure, we
can see that three⁃term gaussian fitting curves can get relative
good fitting performance. Three ⁃ term gaussian fitting curves
can be plotted by:

f (x) = α1e
-æ
è
ç

ö
ø
÷

x - β1
γ1

2

+ α2e
-æ
è
ç

ö
ø
÷

x - β2
γ2

2

+ α3e
-æ
è
ç

ö
ø
÷

x - β3
γ3

2

. (2)
Table 1 shows the coefficient of fitting curves. The first row

lists the nine parameters in Equ. (2). The second and third
rows list nine coefficient values of global head movement direc⁃
tion and global eye viewing direction fitting curves, respective⁃
ly. From the fitting curves, we could get the global viewing di⁃
rection bias when viewing omnidirectional images. This global
viewing direction bias can be used to generate global saliency
weight, which is shown in Fig. 6. The global viewing bias of
omnidirectional images can be used in their perceptual quality
assessment. We will discuss this method in the following.

3 Comparison of Objective Quality
Assessment on the OIQA database

3.1 Experimental Protocol

3.1.1 FR⁃IQA Measures
After the experiment, we compared the performance of 11
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▲Figure 3. Histogram of the subjective quality scores.

▲Figure 4. The head⁃only saliency map and head⁃eye saliency map.
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state⁃of⁃the⁃art objective FR⁃IQA measures, which include 1)
feature similarity (FSIM) [24], 2) gradient magnitude similarity
deviation (GMSD) [25], 3) GMSM [25] 4) gradient similarity
(GSI) [26], 5) information content weighted structural similari⁃

ty (IW⁃SSIM) [27], 6) mean squared error
(MSE), 7) Multiscale structural similarity
(MS⁃SSIM) [28], 8) peak signal⁃ to⁃noise
ratio (PSNR), 9) structural similarity
(SSIM) [29], 10) visual information fideli⁃
ty (VIF) [30], 11) visual saliency⁃induced
index (VSI) [31]. When calculating the
performance, we firstly mapped the pre⁃
dictions of the IQA models to subjective
quality ratings through a five ⁃ parameter
logistic function [32]-[34]:
f (x) = β1

æ

è
ç

ö

ø
÷12 - 1

1 + eβ2(x - β3) + β4x + β5, (3)
in which x denotes the predicted scores;
f (x) represents the corresponding
mapped score; βi (i=1, 2, 3, 4, 5) are the
parameters to be fitted. Then the mapped
scores are compared with the subjective
scores to measure the performance of the
IQA models. In this paper, we use Pear⁃
sons Linear Correlation Coefficient
(PLCC), root mean square error (RMSE)
and spearman rank correlation coeffi⁃
cient (SRCC) as criteria to evaluate the
performance of algorithms. Table 2 lists
the performance of aforementioned IQA
models under these three criteria.
3.1.2 Combining Human Visual

Preference
The FR⁃IQA metrics are not only cal⁃

culated on equirectangular images, but
also calculated on cubic images. Fig. 7
shows the omnidirectional images in
equirectangular format or cubic format.
We supposed that the cubic format omni⁃
directional images could simulate the
view ⁃ port which the subjects really saw
in HMD. It is obvious that cubic images
have less distortion than equirectangular

images in this figure. The omnidirectional images in cubic for⁃
mat are similar with traditional 2D images so we think the tra⁃
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▲Figure 5. The scatter diagrams of head movement direction or eye viewing direction weight
proportion along with latitude, clustering over all the subjects and all the omnidirectional images; a)
One⁃term fitting curves of head movement direction; b) one⁃term fitting curves of eye viewing
direction; c) two⁃term fitting curves of head movement direction; d) two⁃term fitting curves of eye
viewing direction; e) three⁃term fitting curves of head movement direction; f) three⁃term fitting
curves of eye viewing direction.
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▼ Table 1. The coefficient values of head movement direction fitting
curves and eye viewing direction fitting curves

Parameter
Fitting value

(head)
Fitting value

(eye)

α1

-0.2404

0.4943

β1

72.75

92.75

γ1

7.53

6.05

α2

0.7957

0.2622

β2

81.19

91.03

γ2

12.53

13.53

α3

0.1353

0.1288

β3

77.78

81.26

γ3

40.94

48.26

▲Figure 6. The global saliency weight map generated from global
viewing direction bias: a) Global head movement characteristic map; b)
global eye viewing preference map.
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ditional IQA metrics could perform better on images of
this kind of format. We also combined the saliency weight
information aforementioned on part of FR⁃ IQA models to
compare the influence of saliency map with different accu⁃
racy on the evaluation results. Three kinds of saliency
maps, including global head movement characteristic
map, global eye viewing preference map and ground⁃truth
visual saliency map are discussed in this paper. The re⁃
sults are shown in Table 2.
3.2 Performance Comparison

As show in Table 2a, FSIM, GSI and VSI perform better
than other metrics. Although their performance is pretty
well, we still believe that the performance could be im⁃
proved better, e.g., using saliency or other human visual
preference to OIQA. In this paper, we first compare the
SSIM metrics with or without the pre⁃processing method,
which includes a low ⁃ pass filter and downsampling pro⁃
cess. SSIM2 is the metric with pre ⁃processing procedure
while SSIM1 without in Table 2. It is obvious that this pre⁃
processing method contribute a lot to the performance pro⁃
motion of SSIM in the OIQA database. Except for these
models, other state ⁃ of ⁃ the ⁃ art IQA models perform not
well, and they undergo some performance drop when trans⁃
ferring from traditional images to omnidirectional images.
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FR⁃IQA: full reference image quality assessment
FSIM: feature similarity

GMSD: gradient magnitude similarity deviation
GMSM: gradient magnitude similarity mean

GSI: gradient similarity
IW⁃MSE: information content weighted mean squared error

IW⁃PSNR: information content weighted peak signal⁃to⁃noise
ratio

IW⁃SSIM: information content weighted structural similarity
MSE: mean squared error

MS⁃SSIM: multiscale structural similarity
PLCC: Pearsons Linear Correlation Coefficient
PSNR: peak signal⁃to⁃noise ratio
RMSE: root mean square error
SRCC: spearman rank correlation coefficient
SSIM1: structural similarity
SSIM2: structural similarity with pre⁃processing procedure

VIF: visual information fidelity
VSI: visual saliency⁃induced index

▼Table 2. Performance of FR⁃IQA models in terms of PLCC, SRCC and
RMSE. The best three performing metrics are highlighted with bold font

a) Assessing the perceptual quality of omnidirectional images on equirectangular format images
Metrics
FSIMc
GMSD
GMSM
GSI

IW⁃MSE
IW⁃PSNR
IW⁃SSIM

MSE
MS⁃SSIM
PSNR
SSIM1
SSIM2
VIF
VIFp
VSI

PLCC
0.9188
0.7412
0.6768
0.9008
0.6207
0.7371
0.7805
0.3279
0.6745
0.5060
0.5271
0.8888
0.7878
0.7555
0.9087

SRCC
0.9140
0.7378
0.6642
0.8924
0.7328
0.7328
0.7766
0.4971
0.6653
0.4971
0.3479
0.8800
0.7867
0.7501
0.9055

RMSE
5.6800
9.6574
10.590
6.2473
11.280
9.7223
8.9934
13.590
10.621
12.408
12.225
6.5917
8.8614
9.4246
6.0059

b) Assessing the perceptual quality of omnidirectional images on cubic format images
Metrics
FSIMc
GMSD
GMSM
GSI

IW⁃MSE
IW⁃PSNR
IW⁃SSIM

MSE
MS⁃SSIM
PSNR
SSIM1
SSIM2
VIF
VIFp
VSI

PLCC
0.9316
0.7120
0.6448
0.9215
0.6165
0.7179
0.7799
0.3919
0.6699
0.5621
0.4462
0.8843
0.7725
0.7761
0.9236

SRCC
0.9278
0.7042
0.6393
0.9162
0.7110
0.7054
0.7755
0.5693
0.6651
0.5603
0.3870
0.8740
0.7716
0.7699
0.9192

RMSE
5.2273
10.101
10.996
5.5878
11.327
10.014
9.0045
13.235
10.681
11.898
12.875
6.7175
9.1351
9.0723
5.5158

c) Assessing the perceptual quality of omnidirectional images combining head movement direction information (Fig. 6a)
Metrics
FSIMc
GMSM
MSE
PSNR
SSIM1
SSIM2
VSI

PLCC
0.9118
0.6530
0.3420
0.4123
0.4481
0.8967
0.9009

SRCC
0.9049
0.7035
0.5026
0.3958
0.3663
0.8844
0.8946

RMSE
5.9061
10.895
13.518
13.106
12.861
6.3664
6.2451

d) Assessing the perceptual quality of omnidirectional images combining eye viewing direction information (Fig. 6b)
Metrics
FSIMc
GMSM
MSE
PSNR
SSIM1
SSIM2
VSI

PLCC
0.9148
0.7350
0.3407
0.4364
0.4665
0.8988
0.9064

SRCC
0.9078
0.7283
0.5175
0.4154
0.3849
0.8849
0.9005

RMSE
5.8090
9.7549
13.525
12.943
12.725
6.3075
6.0783

e) Assessing the perceptual quality of omnidirectional images combining original saliency map from subjects
Metrics
FSIMc
GMSM
MSE
PSNR
SSIM1
SSIM2
VSI

PLCC
0.9113
0.7508
0.3475
0.4858
0.5083
0.8927
0.9086

SRCC
0.9015
0.7449
0.5317
0.4534
0.4077
0.8779
0.9027

RMSE
5.9245
9.5026
13.489
12.574
12.388
6.4817
6.0071

f)
▲Figure 7. Omnidirectional images of equirectangular format or
cubic format: a) Equirectangular image; b)-g) cubic images, which
are Front, Right, Back, Left, top and bottom in sequence.

e)

a)

g)

b) c) d)
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There is much room to improve these models.
1) Performance Comparison of FR⁃IQA Metrics on Equirect⁃

angular Images and Cubic Images
The performance of these metrics are also calculated on om⁃

nidirectional images in cubic format, as shown in Table 2b.
The best three performing models in Table 2b are also FSIM,
GSI, and VSI. Compared with Table 2a, they have significant
performance improvement. The FSIMc calculated on cubic im⁃
ages get the best performance in Table 2. The significant per⁃
formance improvement also appears in MSE and PSNR met⁃
rics. However, for some other FR ⁃ IQA metrics, the perfor⁃
mance improvement is not obvious. For some FR⁃IQA metrics,
the performance even decreases when calculating on cubic im⁃
ages. It illustrates that this method cannot improve the perfor⁃

mance of all FR ⁃ IQA metrics. We compared the scatter dia⁃
grams of FR⁃ IQA metrics on equirectangular images (Fig. 8)
and on cubic images (Fig. 9), respectively. Detailed illustra⁃
tion will be discussed in Subsection 3.3.

2) Performance Comparison Combining Saliency Weight of
Three Different types

In Tables 2c, 2d and 2e, we display the performance of sev⁃
en FR⁃IQA metrics combining saliency weight with three dif⁃
ferent types, including the global head movement characteris⁃
tic map, global eye viewing preference map and ground⁃ truth
visual saliency map. From these three tables, we find that as
the accuracy of saliency map increases, the performance of
these FR ⁃ IQA metrics increase in general, but the improve⁃
ment is not impressive. Thus we propose that if the accuracy of
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FR⁃IQA: full reference image quality assessmentFSIM: feature similarityGB: Gaussian blurGMSD: gradient magnitude similarity deviationGMSM: gradient magnitude similarity meanGSI: gradient similarityIW⁃MSE: information content weighted mean squared error

IW⁃PSNR: information content weighted peak signal⁃to⁃noise ratioIW⁃SSIM: information content weighted structural similarityMOS: mean opinion scoreMSE: mean squared errorMS⁃SSIM: multiscale structural similarityPLCC: Pearsons Linear Correlation CoefficientPSNR: peak signal⁃to⁃noise ratio

RMSE: root mean square errorSRCC: spearman rank correlation coefficientSSIM1: structural similaritySSIM2: structural similarity with pre⁃processing procedureVIF: visual information fidelityVSI: visual saliency⁃induced indexWGN: white Gaussian noise

▲Figure 8. Scatter plots of subjective MOS versus FR⁃IQA model prediction, including FSIM, FSIMc, GMSD, GMSM, GSI, IW⁃MSE, IW⁃PSNR, IW⁃
SSIM, MSE, MS⁃SSIM, PSNR, SSIM1, SSIM2, VIF, VIFp, and VSI, based on equirectangular format images. The distortion types are JPEG
compression (red points), JPEG2000 compression (green points), WGN (magenta points), and GB (blue points).
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saliency map of omnidirectional images is not assured, re⁃
searchers could combining the global saliency weight (Fig. 6)
in their IQA algorithms. We find from the performance in Ta⁃
ble 2 that the performance of some metrics decreases after com⁃
bining the saliency weight. We think it is because that the in⁃
trinsic distortion of equirectangular projection is inconsistent
with the saliency map. Relative issues need further research.
3.3 Differences Between Omnidirectional IQA and

Traditional IQA
We select 16 FR ⁃ IQA models (FSIM, FSIMc, GMSD,

GMSM, GSI, IW⁃MSE, IW⁃PSNR, IW⁃SSIM, MSE, MS⁃SSIM,

PSNR, SSIM1, SSIM2, VIF, VIFp, and VSI) and illustrate their
scatter plots on equirectangular images (Fig. 8) and on cubic
images (Fig. 9). The models we selected contain high perfor⁃
mance metrics (such as FSIMc and VSI) and classical IQA met⁃
rics (such as SSIM and PSNR). As shown in Fig. 8, the scatter
points whose color are magenta represent the distortion type of
WGN. Compared with the scatter points of the other three dis⁃
tortion types, it is obvious that these scatter points are always
far from the fitted curve. The scatter points of WGN are almost
always higher than the scatter points of the other three distor⁃
tion types. It means that these IQA models have predicted low⁃
er quality scores than the ideal values for distortion type WGN.
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GMSD: gradient magnitude similarity deviation
GMSM: gradient magnitude similarity mean

GSI: gradient similarity
IW⁃MSE: information content weighted mean squared error

IW⁃PSNR: information content weighted peak signal⁃to⁃noise ratio
IW⁃SSIM: information content weighted structural similarity

MOS: mean opinion score
MSE: mean squared error

MS⁃SSIM: multiscale structural similarity
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SRCC: spearman rank correlation coefficient
SSIM1: structural similarity
SSIM2: structural similarity with pre⁃processing procedure

VIF: visual information fidelity
VSI: visual saliency⁃induced index

WGN: white Gaussian noise

▲Fig. 9. Scatter plots of subjective MOS versus FR⁃IQA model prediction, including FSIM, FSIMc, GMSD, GMSM, GSI, IW⁃MSE, IW⁃PSNR, IW⁃
SSIM, MSE, MS⁃SSIM, PSNR, SSIM1, SSIM2, VIF, VIFp, and VSI, based on cubic format images. The distortion types are JPEG compression (red
points), JPEG2000 compression (green points), WGN (magenta points), GB (blue points).
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We believe this phenomenon is partly caused by the subjective
ratings and partly caused by the objective IQA models. Anoth⁃
er phenomenon we observed from the scatter plots in Figs. 8
and 9 is that the scatter points of JPEG compression do not fit
well in some metrics. We think it is mainly caused by the sub⁃
jective ratings.

1) Subjective Rating Differences
For the exception to the WGN distortion, we see that this

phenomenon is observed in various IQA models in Fig. 8. In
traditional images, for all kinds of distortions, most IQA mod⁃
els show quite consistent predictions. However, in omnidirec⁃
tional images, exception to the WGN distortion is observed.
Therefore we believe it is partly caused by the subjective rat⁃
ings. We believe that people prefer high ⁃ frequency content
when viewing VR stimuli. And this preference leads to the ex⁃
ceptional subjective ratings. Observers will have more comfort⁃
able visual experiences when viewing high frequency content.
Compared with traditional displays, subjects can only see the
view⁃port image. This limited displaying effects of current VR⁃
HMD also leads to the exceptional subjective ratings. Because
the contents are not completed in the view ⁃port and subjects
will be annoyed with losing image details. We introduce four
types of distortions in this paper, including JPEG compression,
JPEG2000 compression, Gaussian noise, and Gaussian blur.
Gaussian noise adds high frequency information to the image.
The rest three distortions reduce the high frequency informa⁃
tion and image details. For the exception to the JPEG compres⁃
sion distortion, we think humans’perceptual assessment of
color distortion in VR environment is also different with that in
traditional 2D displays. Some following work can be done re⁃
garding this phenomenon.

2) Objective Measure Differences
For the exception to the WGN distortion, we also believe

that this phenomenon is caused by the intrinsic distortion of
equirectangular projection. Fig. 9 shows the scatter diagrams
of MOS versus FR⁃IQA metrics on cubic images and we think
cubic images have little intrinsic distortion. We excitingly find
from the figure that for some models, such as FSIM, GSI, and
VSI, the scatter points of the distortion type WGN are closer to
the fitted curves, compared with Fig. 8, although they also a lit⁃
tle far away from the fitted curve. Thus the performance of
these metrics in Table 2b are better than those in Table 2a.
Thus the phenomenon aforementioned is partly caused by the
intrinsic distortion of equirectangular projection.

4 Conclusion and Future Work
In this paper, we investigate the methodology of assessing

the quality of omnidirectional images. We first construct an om⁃
nidirectional IQA database. The database includes 16 source
images with their corresponding 320 degraded images. We add
four most commonly encountered distortions, including JPEG
compression, JPEG2000 compression, Gaussian noise, and

Gaussian blur. We collect the subjective quality scores, view⁃
orientation information, and eye⁃movement data during the ex⁃
periment. By comparing objective FR ⁃ IQA models on the
OIQA database, we propose that humans prefer high frequency
content and image details in VR HMDs, and the losing of im⁃
age details can do a lot of harm to the visual experience in the
VR case. By comparing the performance of state⁃of⁃the⁃art ob⁃
jective FR ⁃ IQA models tested on the equirectangular images
and cubic images, respectively, we find that calculating the
IQA metrics on cubic images could improve some metrics’per⁃
formance. Visual saliency information should also be com⁃
bined in the IQA metrics, and more accurate saliency informa⁃
tion will make the performance better.

46 ZTE COMMUNICATIONS
March 2019 Vol. 17 No. 1

Perceptual Quality Assessment of Omnidirectional Images: Subjective Experiment and Objective Model EvaluationSpecial Topic

DUAN Huiyu, ZHAI Guangtao, MIN Xiongkuo, ZHU Yucheng, FANG Yi, and YANG Xiaokang

References
[1] SHEIKH H R, WANG Z, CORMACK L, et al. Live Image Quality Assessment

Database Release 2 [EB/OL]. (2005) [2018]. http://live.ece.utexas.edu/research/
quality

[2] PONOMARENKO N, LUKIN V, ZELENSKY A. Tid2008⁃A Database for Evalu⁃
ation of Full⁃Reference Visual Quality Assessment Metrics [J]. Advances of Mod⁃
ern Radioelectronics, 2009, 10(4): 30-45

[3] LARSON E C, CHANDLER D. Categorical Image Quality (CSIQ) Database [EB/
OL]. (2010)[2018]. http://vision.okstate.edu/csiq

[4] GU K, LIU M, ZHAI G T, et al. Quality Assessment Considering Viewing Dis⁃
tance and Image Resolution [J]. IEEE Transactions on Broadcasting, 2015, 61
(3): 520-531. DOI: 10.1109/tbc.2015.2459851

[5] RAI Y, LE CALLET P, GUILLOTEL P. Which Saliency Weighting for Omni Di⁃
rectional Image Quality Assessment? [C]//Ninth International Conference on
Quality of Multimedia Experience (QoMEX), Erfurt, Germany, 2017: 1-6. DOI:
10.1109/QoMEX.2017.7965659

[6] UPENIK E, RERÁBEK M, EBRAHIMI T. Testbed for Subjective Evaluation of
Omnidirectional Visual Content [C]//2016 Picture Coding Symposium (PCS),
Nuremberg, Germany, 2016: 1-5. DOI: 10.1109/PCS.2016.7906378

[7] YU M, LAKSHMAN H, GIROD B. A Framework to Evaluate Omnidirectional
Video Coding Schemes [C]//IEEE International Symposium on Mixed and Aug⁃
mented Reality, Fukuoka, Japan, 2015: 31-36. DOI: 10.1109/ISMAR.2015.12

[8] SUN W, GU K, ZHAI G T, et al. CVIQD: Subjective Quality Evaluation of Com⁃
pressed Virtual Reality Images [C]//IEEE International Conference on Image
Processing (ICIP), Beijing, China, 2017: 3450-3454. DOI: 10.1109/ICIP.2017.
8296923

[9] DUAN H Y, ZHAI G T, YANG X K, et al. IVQAD 2017: An Immersive Video
Quality Assessment Database [C]//International Conference on Systems, Signals
and Image Processing (IWSSIP), Poznan, Poland, 2017: 1-5. DOI: 10.1109/IWS⁃
SIP.2017.7965610

[10] DUAN H Y, ZHAI G T, MIN X K, et al. Perceptual Quality Assessment of Om⁃
nidirectional Images [C]//IEEE International Symposium on Circuits and Sys⁃
tems (ISCAS), Florence, Italy, 2018: 1-5. DOI: 10.1109/ISCAS.2018.8351786

[11] ZHAI G T, CAI J F, LIN W S, et al. Cross⁃Dimensional Perceptual Quality As⁃
sessment for Low Bit⁃Rate Videos [J]. IEEE Transactions on Multimedia, 2008,
10(7): 1316-1324. DOI: 10.1109/tmm.2008.2004910

[12] ZHAI G T, WU X L, YANG X K, et al. A Psychovisual Quality Metric in Free⁃
Energy Principle [J]. IEEE Transactions on Image Processing, 2012, 21(1): 41-
52. DOI: 10.1109/tip.2011.2161092

[13] GU K, ZHAI G T, YANG X K, et al. Using Free Energy Principle for Blind Im⁃
age Quality Assessment [J]. IEEE Transactions on Multimedia, 2015, 17(1):
50-63. DOI: 10.1109/tmm.2014.2373812

[14] GU K, ZHAI G T, LIN W S, et al. No⁃Reference Image Sharpness Assessment

ˇˇ



47ZTE COMMUNICATIONS
March 2019 Vol. 17 No. 1

Perceptual Quality Assessment of Omnidirectional Images: Subjective Experiment and Objective Model Evaluation

DUAN Huiyu, ZHAI Guangtao, MIN Xiongkuo, ZHU Yucheng, FANG Yi, and YANG Xiaokang

Special Topic

in Autoregressive Parameter Space [J]. IEEE Transactions on Image Process⁃
ing, 2015, 24(10): 3218-3231. DOI: 10.1109/tip.2015.2439035

[15] ZHU W, ZHAI G, SUN W, et al. On the Impact of Environmental Sound on Per⁃
ceived Visual Quality [C]//Pacific Rim Conference on Multimedia (PCM), Har⁃
bin, China, 2017: 723-734

[16] XU M, LI C, LIU Y F, et al. A Subjective Visual Quality Assessment Method of
Panoramic Videos[C]//IEEE International Conference on Multimedia and Expo
(ICME), Hong Kong, China, 2017: 517- 522. DOI: 10.1109/IC⁃
ME.2017.8019351

[17] WALLACE G K. The JPEG still Picture Compression Standard [J]. IEEE Trans⁃
actions on Consumer Electronics, 1992, 38(1): xviii- xxxiv. DOI: 10.1109/
30.125072

[18] SKODRAS A, CHRISTOPOULOS C, EBRAHIMI T. The JPEG 2000 still Im⁃
age Compression Standard [J]. IEEE Signal Processing Magazine, 2001, 18(5):
36-58. DOI: 10.1109/79.952804

[19] 7invensun. Aglass [EB/OL]. (2017)[2018]. http://www.aglass.com
[20] DUAN H Y, ZHAI G T, MIN X K, et al. Assessment of Visually Induced Mo⁃

tion Sickness in Immersive Videos [C]//18th Pacific⁃Rim Conference on Multi⁃
media (PCM), Harbin, China, 2017, pp. 662-672. DOI: 10.1007/978⁃3⁃319⁃
77380⁃3_63

[21] RAI Y, CALLET P L. A dataset of head and eye movements for 360 degree im⁃
ages [C]//ACM on Multimedia Systems Conference, Taipei, China, 2017: 205-
210. DOI: 10.1145/3083187.3083218

[22] CURCIO C A, SLOAN K R, KALINA R E, et al. Human Photoreceptor Topog⁃
raphy [J]. The Journal of Comparative Neurology, 1990, 292(4): 497-523. DOI:
10.1002/cne.902920402

[23] ENGELKE U, ZHANG W, CALLET P L. Perceived Interest Versus Overt Visu⁃
al Attention in Image Quality Assessment [J]. Proceedings of SPIE, vol. 9394,
2015. DOI: 10.1117/12.2086371

[24] ZHANG L, ZHANG L, MOU X Q, et al. FSIM: A Feature Similarity Index for
Image Quality Assessment [J]. IEEE Transactions on Image Processing, 2011,
20(8): 2378-2386. DOI: 10.1109/tip.2011.2109730

[25] XUE W F, ZHANG L, MOU X Q, et al. Gradient Magnitude Similarity Devia⁃
tion: A Highly Efficient Perceptual Image Quality Index [J]. IEEE Transactions
on Image Processing, 2014, 23(2): 684-695. DOI: 10.1109/tip.2013.2293423

[26] LIU A M, LIN W S, NARWARIA M. Image Quality Assessment Based on Gra⁃
dient Similarity [J]. IEEE Transactions on Image Processing, 2012, 21(4):
1500-1512. DOI: 10.1109/tip.2011.2175935

[27] WANG Z, LI Q. Information Content Weighting for Perceptual Image Quality
Assessment [J]. IEEE Transactions on Image Processing, 2011, 20(5): 1185-
1198. DOI: 10.1109/tip.2010.2092435

[28] WANG Z, SIMONCELLI E P, BOVIK A C. Multiscale Structural Similarity for
Image Quality Assessment [C]//Thrity ⁃ Seventh Asilomar Conference on Sig⁃
nals, Systems & Computers, Pacific Grove, USA, 2003: 1398- 1402. DOI:
10.1109/ACSSC.2003.1292216

[29] WANG Z, BOVIK A C, SHEIKH H R, et al. Image Quality Assessment: From
Error Visibility to Structural Similarity [J]. IEEE Transactions on Image Pro⁃
cessing, 2004, 13(4): 600-612. DOI: 10.1109/tip.2003.819861

[30] SHEIKH H R, BOVIK A C. Image Information and Visual Quality [J]. IEEE
Transactions on Image Processing, 2006, 15(2): 430- 444. DOI: 10.1109/
tip.2005.859378

[31] ZHANG L, SHEN Y, LI H Y. VSI: A Visual Saliency⁃Induced Index for Percep⁃
tual Image Quality Assessment [J]. IEEE Transactions on Image Processing,
2014, 23(10): 4270-4281. DOI: 10.1109/tip.2014.2346028

[32] MIN X K, GU K, ZHAI G T, et al. Blind Quality Assessment Based on Pseudo⁃
Reference Image [J]. IEEE Transactions on Multimedia, 2018, 20(8): 2049-
2062. DOI: 10.1109/tmm.2017.2788206

[33] MIN X K, GU K, ZHAI G T, et al. Saliency⁃Induced Reduced⁃Reference Quali⁃
ty Index for Natural Scene and Screen Content Images [J]. Signal Processing,
2018, 145: 127-136. DOI: 10.1016/j.sigpro.2017.10.025

[34] MIN X K, MA K D, GU K, et al. Unified Blind Quality Assessment of Com⁃
pressed Natural, Graphic, and Screen Content Images [J]. IEEE Transactions
on Image Processing, 2017, 26(11): 5462-5474. DOI: 10.1109/tip.2017.
2735192

Biographies
DUAN Huiyu (huiyuduan@sjtu.edu.cn) received the B.E. degree from the Uni⁃
versity of Electronic Science and Technology of China in 2017. He is currently
pursuing the Ph.D. degree at the Institute of Image Communication and Network
Engineering, Shanghai Jiao Tong University, China. His research interests in⁃
clude image quality assessment, visual attention modeling, and perceptual sig⁃
nal processing.

ZHAI Guangtao received the B.E. and M.E. degrees from Shandong University,
China in 2001 and 2004, respectively, and the Ph.D. degree from Shanghai Jiao
Tong University, China in 2009. From 2008 to 2009, he was a visiting student
with the Department of Electrical and Computer Engineering, McMaster Univer⁃
sity, Hamilton, Canada, where he was a post⁃doctoral fellow from 2010 to 2012.
From 2012 to 2013, he was a Humboldt Research Fellow with the Institute of
Multimedia Communication and Signal Processing, Friedrich Alexander Univer⁃
sity of Erlangen ⁃ Nuremberg, Germany. He is currently a Research Professor
with the Institute of Image Communication and Information Processing, Shang⁃
hai Jiao Tong University. His research interests include multimedia signal pro⁃
cessing and perceptual signal processing. He received the National Excellent Ph.
D. Thesis Award from the Ministry of Education of China in 2012.

MIN Xiongkuo received the B.E. degree from Wuhan University, China in
2013, and the Ph.D. degree from Shanghai Jiao Tong University, China in 2018.
From 2016 to 2017, he was a visiting student with the Department of Electrical
and Computer Engineering, University of Waterloo, Canada. He is currently a
post⁃doctoral fellow with Shanghai Jiao Tong University. His research interests
include image quality assessment, visual attention modeling, and perceptual sig⁃
nal processing. He received the Best Student Paper Award from the IEEE ICME
2016.

ZHU Yucheng received the B.E. degree from the Shanghai Jiao Tong University,
China in 2015. He is currently pursuing the Ph.D. degree at the Institute of Im⁃
age Communication and Network Engineering, Shanghai Jiao Tong University.
His research interests include image quality assessment, visual attention model⁃
ing, and perceptual signal processing. He received Grand Challenge Best Perfor⁃
mance Awards in ICME 2017 and 2018.

FANG Yi is an undergraduate student at Shanghai Jiao Tong University, China
and will receive the B.E. degree in 2019. She will pursue the M.E. degree at the
Institute of Image Communication and Network Engineering, Shanghai Jiao Tong
University. Her research interests include image quality assessment, visual at⁃
tention modeling, and perceptual signal processing.

YANG Xiaokang received the B.S. degree from Xiamen University, China in
1994, the M.S. degree from the Chinese Academy of Sciences, China in 1997,
and the Ph.D. degree from Shanghai Jiao Tong University, China in 2000. From
2000 to 2002, he was a Research Fellow with the Centre for Signal Processing,
Nanyang Technological University, Singapore. From 2002 to 2004, he was a Re⁃
search Scientist with the Institute for Infocomm Research, Singapore. From 2007
to 2008, he visited the Institute for Computer Science, University of Freiburg,
Freiburg im Breisgau, Germany, as an Alexander von Humboldt Research Fel⁃
low. He is currently a Distinguished Professor with the School of Electronic In⁃
formation and Electrical Engineering, Shanghai Jiao Tong University, where he
is also the Deputy Director of the Institute of Image Communication and Informa⁃
tion Processing. His current research interests include image processing and
communication, computer vision, and machine learning.



48 ZTE COMMUNICATIONS
March 2019 Vol. 17 No. 1

Abstract: With the worldwide rapid development of 5G networks, haptic communications,
a key use case of the 5G, has attracted increasing attentions nowadays. Its human⁃in⁃the⁃
loop nature makes quality of experience (QoE) the leading performance indicator of the sys⁃
tem design. A vast number of high quality works were published on user⁃level, application⁃
level and network⁃level QoE⁃oriented designs in haptic communications. In this paper, we
present an overview of the recent research activities in this progressive research area. We
start from the QoE modeling of human haptic perceptions, followed by the application⁃level
QoE management mechanisms based on these QoE models. High fidelity haptic communi⁃
cations require an orchestra of QoE designs in the application level and the quality of ser⁃
vice (QoS) support in the network level. Hence, we also review the state⁃of⁃the⁃art QoS⁃re⁃
lated QoE management strategies in haptic communications, especially the QoS ⁃ related
QoE modeling which guides the resource allocation design of the communication network.
In addition to a thorough survey of the literature, we also present the open challenges in
this research area. We believe that our review and findings in this paper not only provide
a timely summary of prevailing research in this area, but also help to inspire new QoE⁃re⁃
lated research opportunities in haptic communications.
Keywords: QoE; human⁃in⁃the⁃loop; haptic communications; kinesthetic signals; tactile sig⁃
nals; haptic

QualityQuality􀆼􀆼ofof􀆼􀆼Experience inExperience in
HumanHuman􀆼􀆼inin􀆼􀆼thethe􀆼􀆼Loop HapticLoop Haptic
CommunicationsCommunications

T
1Introduction

he advent of mobile phones in the late 1980s
broke the geographic barrier of landline tele⁃
phones, so that we can have auditory conversation
and interaction from anywhere. The past decade

has witnessed the global blooming of mobile internet where au⁃
dio⁃visual communications shape the way humans interact with
technical systems or each other. Most recently, the world em⁃
braces the rise of the fifth generation (5G) of mobile networks,
an excellent enabler of haptic communications, which will pro⁃
mote the human⁃to⁃human and human⁃to⁃machine interaction
from the current audio⁃visual experience to the next⁃generation
audio⁃visual⁃haptic perception.
Fig. 1a illustrates the conventional audio⁃visual communica⁃

tions (also known as telepresence), where one user remotely in⁃
teracts with another user by exchanging audio/visual signals
through the communication network. Fig. 1b demonstrates a
typical haptic communication scenario for bilateral teleopera⁃
tion. The global loop of haptic interaction consists of a human
operator, a remote robot and the communication network. The
audio/visual signals are transmitted from the remote robot to
the operator, while haptic information exchanged bidirectional⁃
ly between the human operator and the remote robot. Different
from the conventional audio⁃visual communications, the“hap⁃
tic”modality enables humans to actually alter the physical
world remotely. It is obvious that in this human ⁃ in ⁃ the ⁃ loop
haptic communication system, the quality of experience (QoE)
of the human operator plays an important role in the operating/
interacting performance of the entire system.
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A comprehensive definition of QoE was presented in [1] for
the conventional audio⁃visual communication as“the degree of
delight or annoyance of the user of an application or service. It
results from the fulfillment of his or her expectations with re⁃
spect to the utility and/or enjoyment of the application or ser⁃
vice in the light of the user’s personality and current state.”In
the context of haptic communications, the QoE inherits all
genes from that of the conventional audio/visual communica⁃
tion, while extending the audio⁃visual perception to a third di⁃
mension, the haptic perception, referring to the sense of touch.

In this paper, we summarize the prevailing studies on QoE
strategies in haptic communications. We should point out that
this survey stands at the communication perspective, and re⁃
views the QoE⁃related techniques, algorithms and mechanisms
operating in the haptic communication chain. For the perspec⁃
tive of automotive control, a comprehensive review of network
designs for the Quality of Control (QoC) can be found in [2]. A
survey of various control systems stabilizing the global haptic
communications can be found in [3]. The mechanical design of
haptic interface devices is out of the scope of this paper.

The roadmap of this survey is shown in Fig. 2. We first intro⁃
duce the user⁃level QoE models derived from the psychophysi⁃
cal factors of human haptic sensations in Section 2. Based on
these models, various haptic applications are developed to en⁃
hance the performance of user perception, such as haptic⁃en⁃
abled virtual reality (VR) gaming and haptic⁃enabled cinema.
In Section 3, we stand at the application level, and illustrate
QoE ⁃ oriented designs in latest haptic applications including
haptic data reduction schemes, multiplexing schemes for the
multi⁃user transparency and the perceivable synchrony of multi
⁃modal data delivery. In Section 4, we present the network⁃lev⁃
el QoS⁃related QoE management, focusing on the QoS⁃related
QoE modeling which provide guidance to the resource alloca⁃

tion of haptic signals. Finally, Section 5 concludes the paper
with the future work and a summary.

2 User⁃Level QoE Management
The haptic perception of human beings generally refers to

the sense of touch, composed of kinesthetic sense and tactile
sense. In haptic communications, the human haptic perception
is tightly connected to physical stimuli. As a result, we will
first review the psychophysical impact factors of haptic interac⁃
tions, based on which the user⁃ level QoE models are develop
in the literature.
2.1 Psychophysical Impact Factors

The haptic sensation is directly relevant to the human psy⁃
chophysical perception mechanism. The kinesthetic sense al⁃
lows for the perception of the position and orientation of our
body parts and joints and external forces and torques applied
to them. Hence, position, velocity, angular velocity, force, and
torque all fall into the category of kinesthetic information. On
the other hand, the tactile perception is sensed by different
types of mechanoreceptors in the skin and allows humans to
feel the surface texture (see [4] for details about the five psy⁃
chophysical dimensions of tactile perception of textures), fric⁃
tion, temperature, etc. [5].

Haptic interactions generally involve both kinesthetic and
tactile perceptions. For example, when a human operator con⁃
trols a robot to grasp a rubber ball, the force and torque (kines⁃
thetic) feedback presents the mass of the ball while the friction
(tactile) feedback tells the texture of the surface. Since the hap⁃
tic perception is an integration of multi⁃dimensional influence
factors, the sense of touch is considered as the most complex
sense to study [6]. A summary of the psychophysical factors

and corresponding human perception
mechanism and exemplar signal
generation approaches [7]-[14] are
listed in Table 1.
2.2 Human Haptic Perception

Models
The first human haptic perception

study was performed by Weber [15],
who examined the precision of the

a) Telepresence
◀Figure 1.
A comparison of conventional audio⁃
visual communications and audio⁃
visual⁃haptic communications.

b) Teleoperation

▲Figure 2. Roadmap of this survey.
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network Communication
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A. Haptic data reduction
B. Multi⁃user transparency
C. Perceivable synchrony of
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touch sense and developed the famous Weber’s law [16]. In
this perceptual law, the perceivable difference between two
stimuli, the Just Noticeable Difference (JND), is proportional
to the initial stimulus itself, which can be expressed as
△I = k∙I, (1)

where k is a constant; I and △I denote the initial stimulus
and the JND, respectively. The constant k , also called the We⁃
ber fraction, depends on the investigated stimulus, e.g. force,
stiffness or velocity, and is generally obtained via experiments
[16]. From Eq. (1), we can conclude that the human haptic per⁃
ception system has different sensitivity with respect to the mag⁃
nitude of the initial stimulus, e.g. the JND of large initial force
is larger than that of a small initial force. Larger JND results in
smaller sensitivity. In addition, the change of kinesthetic stimu⁃
lus is linearly proportional to its intensity. Later, Fechner de⁃
veloped a logarithm model to reveal the relationship between
the intensity of the stimulus and the change of kinesthetic per⁃
ception in the brain [17]. Weber’s linear model and Fechner’s
logarithmic model were proved essentially equivalent by Da⁃
haene [18]. Since the linear model is simpler than the logarith⁃
mic counterpart, Weber’s law is widely accepted as the QoE
model of kinesthetic perception, which is then widely adopted
in kinesthetic data reduction (see Section 3.1.1 for details).

The kinesthetic signal involves large amplitude/low frequen⁃
cy force feedback, and has been shown to lack realism due to

the absence of high⁃frequency transients (e.g., tapping on hard
surfaces) and small⁃scale surface details (e.g., palpation of tex⁃
tured surfaces). Fortunately, the tactile signal provides an en⁃
hanced fidelity compared with the kinesthetic signal. The state⁃
of⁃the⁃art tactile perception models concentrated on the model⁃
ing of vibrotactile texture signals [19]-[21]. Surprisingly, there
is a strong similarity between texture signals and speech sig⁃
nals. This characteristic is then utilized in tactile data reduc⁃
tion technology (see Section 3.1.2 for details). As the rapid ad⁃
vances of machine learning algorithms, data ⁃ driven modeling
and rendering approaches have been proposed for sophisticat⁃
ed tactile primitives, e.g., surface textures [22], viscoelasticity
reactions [23], and thermal properties [24].

3 Application⁃Level QoE Management
The key objective of haptic applications is to satisfy the user’s

demand on haptic perceptual experience. In this section, we
will summarize the key enablers of application⁃level QoE man⁃
agement, including QoE⁃oriented haptic data reduction, multi⁃
user transparency, and perceptual synchrony of multi ⁃ sensory
data, whose operational regions are illustrated in Fig. 3 by us⁃
ing an exemplar haptic teleoperation application with two tele⁃
operation sessions, respectively.
3.1 QoE⁃Oriented Haptic Data Reduction

It is known from Section 2.1 that two types of haptic signals
(i.e. kinesthetic and tactile signals) are sensed by different hu⁃
man perception mechanisms and therefore, possess different
properties. In addition, they have different tolerance on the
communication delay. In particular, kinesthetic interactions
are delay sensitive and will experience performance degrada⁃
tion in the presence of communication delay. The delay re⁃
quirement of tactile interactions is quite relaxed compared
with kinesthetic counterparts. On the other hand, the extreme
high packet rate of kinesthetic feedback introduces a heavy
burden to the network. The tactile feedback also contains multi⁃
modal signals. Both kinesthetic and tactile interactions prefer

Figure 3.▶
Application⁃level QoE

management in an
exemplar haptic

teleoperation application
with two teleoperation

sessions.

▼Table 1. Psychophysical factors, corresponding human perception
mechanism and exemplar signal generation approaches

Signal type
Human

perception
mechanism
Exemplar
signal

generation
solutions

Kinesthetic sense
Position, velocity, angular velocity,

force, and torque
Sensed by the muscles, joints, and

tendons of the body
Using high torque motors to
generate kinesthetic force

feedback, such as Geomagic Touch
(used to be called as Phantom
Omni [7]) and Omega 3 [8]

Tactile sense
Surface texture and friction

Sensed by different types of
mechanoreceptors in the skin

Multi⁃pin display attached to the
human skin [9]-[11], or using
vibrators to display vibrotactile
stimuli [12], such as TPad [13]

and TeslaTouch [14]

QoE: quality of experience

Multi⁃user (or multi⁃session)
transparency

QoE⁃oriented haptic
data reduction

Perceptual synchrony of
multi⁃sensory data

MasterGlobal control
loop 1

Global control
loop 2

Master

local control local control local control local control

position/velocity

Slave SlaveCamera

position/velocity

video, audio, haptic signals
(forces, torques, textures)

video, audio, haptic signals
(forces, torques, textures)
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a data reduction module to improve the efficiency of the sys⁃
tem. Therefore, in this section, we will review the data reduc⁃
tion solutions of kinesthetic and tactile signals, which are of
significant importance to haptic communications.
3.1.1 Kinesthetic Codecs

In order to guarantee system stability, a high sampling rate
of 1 kHz (or even higher) for the kinesthetic signals is required
in the implementation of teleoperation systems over the net⁃
work. The haptic sensor readings are typically packetized and
transmitted once available in order to keep the communication
delay as small as possible. As a result, 1 000 or more haptic
data packets need to be transmitted every second between the
master and the slave devices in addition to the audio and video
streams. This phenomenon introduces a severe burden to the
communication networks. In order to address this problem, per⁃
ceptual data reduction schemes [25]- [32] were developed
based on the Weber’s law.

This principle dynamically selects the to ⁃ be ⁃ transmitted
samples according to human perception thresholds (as shown
in Fig. 4 for a 1⁃DoF example). Samples with black dots repre⁃
sent the output of the perceptual deadband (PD) data reduction
scheme. The perception thresholds are represented by dead⁃
bands, illustrated as gray zones in Fig. 4. Grey samples falling
within the current deadband can be dropped, indicating that
the signal change is too small to be perceived by human be⁃
ings. This way, the PD data reduction strategy can reduce the
average packet rate by approximately 80%-90%.

This single degree⁃of⁃freedom (DoF) approach has been ex⁃
tended to 3⁃DoF [29], [30], and has been refined with velocity⁃
dependent force thresholds [32]. Furthermore, an error ⁃ resil⁃
ient PD data reduction scheme were proposed in [33] to reduce
the impact of packet losses.

In the presence of communication delays, the aforemen⁃
tioned haptic data reduction schemes have to be combined
with stability ⁃ ensuring control schemes, e.g. wave variable
(WV) scheme, time ⁃ domain passivity approach (TDPA), and
model mediated teleoperation (MMT). The haptic packet rate
reduction scheme has been combined with the WV control
scheme in [34] and [35]. The resulting approach operates on
haptic signals in the time domain (i.e., directly on the force
and velocity signals). This scheme, however, is suited only for
constant communication delay. Xu et al. [36] combined the

haptic packet rate reduction approach with the TDPA control
scheme to reduce the packet rate over the communication net⁃
work while preserving system stability in the presence of time⁃
varying and unknown delays. This scheme is named TDPA+
PD in the following. Compared to the existing WV⁃based hap⁃
tic data reduction approaches, this scheme robustly deals with
time ⁃ varying delays. Similarly, Xu et al. [37] incorporated a
perception ⁃ based model update scheme into a point cloud ⁃
based MMT control architecture. This scheme is called MMT+
PD in the following. The stability of the MMT architecture re⁃
quires a stable and precise parameter estimation method to
model the environment on the slave side. To address this issue,
online environment modeling approaches were proposed for
static objects [37], deformable objects [38], and movable ob⁃
jects [39]. Simple object models such as a rigid plane/sphere, a
deformable thin membrane, or a freely movable cube are em⁃
ployed to approximate the remote environments. In [40], a pas⁃
sivity ⁃based model update scheme was proposed to guarantee
system stability during model update. In summary, the goal of
our previous works in the area of MMT is to achieve stability
while improving the transparency for networked interaction
with simple or complex environments. MMT, however, can be⁃
come computationally expensive and also requires a large
amount of data to be transmitted between the slave and the
master. Furthermore, its applicability is reduced as the envi⁃
ronment dynamics increase.
3.1.2 Tactile Codecs

Towards the compression of vibrotactile signals, offline algo⁃
rithms were proposed in [41] and [42] with known prior knowl⁃
edge of the surface texture (e.g., pre⁃scanning procedure). The
first online compression of vibrotactile signals can be found in
[43] for bilateral teleoperation. The compression algorithm is
inspired by the similarities observed between texture signals
and speech signals. Thus, a well ⁃ developed speech coding
technique, the Algebraic Code⁃Excited Linear Prediction cod⁃
ing (ACE⁃LPC) [44], is adapted for developing a perceptually
transparent texture codec. The authors of [43] reported a com⁃
pression rate of 8:1 with a very low bitrate (4 kbits/s) on data
transmission. An extended version of this compression algo⁃
rithm was proposed in [45], in which the masking phenomenon
in the perception of wide⁃band vibrotactile signals was applied
to further improve the efficiency of the texture codec.
Table 2 summarizes the human perception models and cor⁃

responding data reduction solutions for both kinesthetic and
tactile signals, denoting as kinesthetic codecs and tactile co⁃
decs, respectively.
3.2 Multi⁃User Transparency

For the exemplar haptic teleoperation application shown in
Fig. 3, the ideal system transparency is defined in this context
as a perfect match between the master and slave positions and
force signals, or alternatively a match between the environment

▲Figure 4. Perceptual deadband principle. The perception thresholds
(boundaries of gray zones) are a function of the stimulus intensity I.
Samples that fall within the deadbands can be dropped (adapted from
[25]).
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impedance and the impedance displayed to human operators
[46]. When multiple users are remotely operating at the same
environment (e.g. the patient’s organ in Fig. 3), the mainte⁃
nance of multi⁃user/multi⁃session transparency becomes a cru⁃
cial but evitable problem. The state⁃of⁃the⁃art solutions basical⁃
ly focus on two aspects: plug⁃and⁃play (PnP) mechanisms to in⁃
crease the interchangeability of multiple haptic interfaces, and
the multi⁃user/multi⁃session synchronization strategy.
3.2.1 PnP Mechanisms

For the multi⁃user scenario of a given haptic application, it
is essential to enable flexible and dynamic connections among
multiple haptic interfaces and devices in order to support a rap⁃
id session setup and to ensure the interoperability of the em⁃
ployed components, e.g., detailed knowledge exchange of sys⁃
tem parameters, functional capabilities, and the requirements
of the deployed hardware (e.g. the description of DoF, work⁃
space, and maximum forces/torques).

In [47], an Extensible Markup Language (XML) ⁃ based de⁃
scription language was proposed for virtual environment (VE)⁃
based teleoperation systems. Based on this language, a web in⁃
terface was developed in [48] to facilitate the PnP of haptic de⁃
vices for a server⁃client⁃based teleoperation infrastructure. An⁃
other trend of the PnP mechanism [49] is to leverage the exist⁃
ing internet session and presence protocols, e.g. session initia⁃
tion protocol (SIP).
3.2.2 Multi⁃User/Multi⁃Session Synchronization Strategy

In order to maintain the performance of the multi⁃user sce⁃
nario in haptic communications, Schuwerk et al. [50]-[52] pro⁃
posed to integrate the data compression, communication and
control aiming at providing stable and perceptually transparent
visual⁃haptic collaboration between two or more users. A VE⁃
based teleoperation system [50] was developed based on the
client ⁃ server architecture where the server manages the state
consistency of the distributed VE, while the haptic feedback is

computed locally at each client. The
PD data reduction principle was ad⁃
opted to reduce the update rate of
network traffic from the server to the
client. However, this work neglected
the communication delay which may
lead to unavoidable inconsistencies
in the VE states. A delay compensa⁃
tion strategy was proposed in [52] to
solve this problem. Then, the work of
[51] was further extended in [52] for
deformable objects.
3.3 Perceivable Synchrony of

Multi⁃Sensory Data
From Fig. 3, we can observe that a

third modality, the haptic signal, is
transmitted from the remote environment to the human opera⁃
tor in haptic communication, in addition to the audio and visu⁃
al modalities in conventional multimedia communications. It is
well known that video data are bandwidth hungry, while the
haptic signal has relatively higher delay requirement than the
video and audio signals. Therefore, a perceivable synchrony of
multi⁃sensory data streams should be achieved in order to pro⁃
vide a satisfactory QoE performance.
3.3.1 QoE Factor of Perceivable Delay for Multi⁃Sensory

Data Synchronization
The first investigation on the effects of latency in human⁃ma⁃

chine interactions was conducted by Robert Miller in 1968
[53] through experiments of simple interaction events as key⁃
board typing and audio conversations. It was reported in [53]
that a time delay of 100 ms is perceived as instantaneous. Yu⁃
an et al. [54] studied the perceived delays for multi⁃sensory da⁃
ta delivery in mulsemedia services via extensive subjective
tests. It was reported that haptic media could be presented up
to 1 s behind video contents, air⁃flow media could be released
either 5 s before or 3 s behind the video contents, while achiev⁃
ing an unperceivable asynchrony.
3.3.2 Application⁃Level Multiplexing Scheme

The state⁃of⁃the⁃art application⁃level multiplexing schemes
for multi ⁃ sensory data delivery were presented in [55]- [58]
with a typical structure shown in Fig. 5. This kind of scheme is
able to multiplex different media modalities, with minimum
computation cost and response time. They can interact with dif⁃
ferent network layers (such as the application layer for han⁃
dling haptic data representation and the network layer for han⁃
dling QoS requirements), and can also interact with the haptic⁃
audio⁃video application to optimize network resources utiliza⁃
tion to fit specific application needs. A synchronization ap⁃
proach is implemented in the multiplexing scheme for timely
de⁃multiplexing of the communicated data in order to recover
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▼Table 2. Overview of the human perception models and corresponding data reduction solutions (repro⁃
duced from [3])

DoF: degree of freedom
ML: maximum likelihood

MMT: model mediated teleoperation
PD: perceptual deadband

TDPA: time⁃domain passivity approach
WV: wave variable

Haptic type

Kinesthetic

Tactile

Human perception model

Weber’s law (linear) [16];
Fechner’s law

(logarithmic) [17]

Data⁃driven ML models
Similar to speech signal

Data reduction solutions
Without considering
network conditions

Perceptual
deadband schemes:
Single DoF [2];
3⁃DoF [29], [30]

[41], [42]
[43], [45]

considering network conditions

Solutions

WV+ PD
TDPA+ PD
MMT+ PD

⁃
⁃

Known
const. delay

[34]
[36]
[37]

Unknown
const. delay

[35]
[36]
[37]

Time⁃varying
delay

⁃
[36]
⁃
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individual media streams.

4 Network⁃Level QoE Management
In the literature review process of QoE⁃oriented designs in

haptic communications, we discovered that most research work
in this area was conducted at the application layer, leaving the
network ⁃ level less visited. Pioneer work in this research area
lies in the QoE⁃oriented resource allocation (RA) based on QoS⁃
related QoE models. In this section, we will focus on the devel⁃
opment of QoS⁃related QoE metric which provides a vital guid⁃
ance to RA mechanisms.

The RA approach developed in [59] takes full advantage of
the QoE⁃delay model developed in [60]. It is known that differ⁃
ent control and communication approaches lead to different
types of artifacts in haptic communications. Based on the char⁃
acteristics of control schemes, XU et al. [60] proposed a hy⁃
pothesis between the QoE and the end⁃to⁃end delay for differ⁃
ent control schemes as shown in Fig. 6a, then obtained a QoE⁃
delay model based on the subjective test results of a VE⁃based
spring⁃damper teleoperation system, as shown in Fig. 6b. This
model was later utilized in [59] to guide the network resource
allocation of multi ⁃ session haptic communications aiming at
achieving the maximal QoE performance.

Leveraging the bidirectional information exchange character⁃
istic of haptic signals, Aijaz [61] developed a symmetric down⁃
link and uplink RA strategy for haptic communications. Condo⁃
luci et al. [62] first assumed that the QoE performance is in⁃

versely proportional to the communi⁃
cation delay. Under this assumption,
they [62] performed a data ⁃ driven
study on the delay characteristic of
haptic information, and then devel⁃
oped a soft resource reservation strat⁃
egy aiming at minimize the communi⁃
cation delay of haptic data.

5 Conclusions and Future
Work

In this paper, we performed an extensive review on the re⁃
search activities of QoE⁃oriented designs in haptic communica⁃
tions, starting from the user⁃level QoE (psychophysical) impact
factors and models, the application⁃level QoE management (in⁃
cluding perceptual haptic data reduction, transparency mainte⁃
nance in multi⁃user scenario, and the perceptual synchrony of
multi⁃sensory data), to the network⁃level QoS⁃related QoE man⁃
agement.

Compared with the QoE⁃related technologies in convention⁃
al audio ⁃ visual communications, QoE in haptic communica⁃
tions is a relatively young research direction, with new open
challenges and exciting new research opportunities. Potential
future research directions may related but not limited to the fol⁃
lowing aspects:

(1) Exploring the relationship among QoE, quality ⁃ of ⁃ task
(QoT), quality⁃of⁃control (QoC), and QoS: The user experience
of haptic communications is influenced by the network condi⁃
tions (e.g. delay, jitter, and packet loss), the adopted control
scheme, and the complexity of assigned tasks (e.g. free space
versus contact and soft objects versus rigid surface). A thor⁃
ough consideration of all impact factors will absolutely en⁃
hance the accuracy of QoE performance models, and provide a
better guidance to various applications, e.g. the preferred con⁃
trol scheme of a given task under a given QoS setup.

(2) Low ⁃ latency video coding: It is well known that video
streams are bandwidth hungry. The user perceivable delay con⁃
straints violation problem will become even more severe when

high resolution video cameras are ad⁃
opted in haptic communications.
Therefore, low ⁃ latency video coding
should be included in the application⁃
level multiplexing scheme in order to
assure the perceptual synchrony of
multi⁃sensory data. The state⁃of⁃the⁃
art video coding standard, H.265/
HEVC, provides special support for
low⁃delay video applications. The de⁃
velopment of parallel processing
tools, the new“dependent slice seg⁃
ments”concept and the new“hypo⁃
thetical reference decoder process⁃

CELT: Constrained Energy Lapped Transform MUX: multiplexing DEMUX: de⁃multiplexing

MMT: model mediated teleoperation PD: perceptual deadband TDPA: time⁃domain passivity approach

▲Figure 5. An application⁃level multiplexing scheme for synchronized multi⁃sensory data delivery.

▲Figure 6. a) Hypothesis between quality of experience and delay for different control schemes; b) subjective
tests results of a virtual environment⁃based spring⁃damper teleoperation system (adopted from [60]).
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Abstract: Wireless communication technologies play an essential role in supporting
railway operation and control. The current Global System for Mobile Communications⁃
Railway (GSM⁃R) system offers a rich set of voice services and data services related
with train control, but it has very limited multimedia service bearer capability. With
the development of commercial wireless industry, Long⁃Term Evolution (LTE) mobile
broadband technology is becoming the prevalent technology in most of commercial mo⁃
bile networks. LTE is also a promising technology of future railway mobile communica⁃
tion systems. The 3rd Generation Partner Project (3GPP) and China Communications
Standards Association (CCSA) have proposed two feasible LTE based broadband trunk⁃
ing communication solutions: the 3GPP Mission Critical Push to Talk (MCPTT) solu⁃
tion and B⁃TrunC solution. In this paper, we first introduce the development of railway
mobile communications and LTE technology. The user requirements of future railway
mobile communication system (FRMCS) are then discussed. We also analyze the suit⁃
ability of the two LTE⁃based solutions for LTE based Next⁃Generation Railway Mobile
Communication System (LTE⁃R) from different aspects.
Keywords: 3GPP MCPTT; B⁃TrunC; FRMCS; LTE⁃R

1 Introduction
ailway mobile communications originated from the
incompatibility of track cables and analogue rail⁃
way radio networks. Due to their limited bearing
capability, less anti ⁃ interference capability, and

lack of encryption, the analogue railway radio networks were
replaced by the Global System for Mobile Communications ⁃
Railways (GSM⁃R) systems. GSM⁃R bears the railway trunking
dispatching voice services and the train control data services
as well, which fulfills the mobile communication service re⁃
quirements of railway systems. However, the limited capacity,
higher cost and development cycle inherited in GSM has led to
the situation that the market of GSM⁃R is moving inexorably to⁃
wards its end.

In 2012, International Union of Railways (UIC) started to
evaluate the actual situation of global railway market and to
study the needs of railway operators and passengers. The sec⁃
ond version of“User Requirements Specification”for Future
Railway Mobile Communication System (FRMCS) was released

in March 2016, which is an indispensable step towards the in⁃
troduction of a successor of GSM⁃R. Besides the existing GSM⁃
R services, several potential new application requirements
would also be added into the FRMCS, such as multimedia dis⁃
patching communications and real time video monitoring [1].
GSM⁃R cannot satisfy the users’requirements of FRMCS and
GSM industry will be terminated in 2025, which are motivating
the design of GSM⁃R successor.

Long⁃Term Evolution (LTE) mobile broadband technology is
currently the most successful commercial broadband mobile
communication system. LTE provides higher data capacity
than GSM and presents a flat architecture to reduce deploy⁃
ment and maintenance costs as long as standard entities are
used. In this sense, two feasible LTE based broadband trunk⁃
ing communication solutions, 3GPP Mission Critical Push to
Talk (MCPTT) [2] and LTE⁃based broadband trunking commu⁃
nication (B⁃TrunC) [3], have been proposed by the 3rd Genera⁃
tion Partner Project (3GPP) and China Communications Stan⁃
dards Association (CCSA). MCPTT is a new global standard for
replacing the conventional group communication systems, such
as Trans European Trunked Radio (TETRA), P25 and others.
MCPTT is based on the LTE architecture and will be available
for governments/public safety or railway operators. 3GPP is fo⁃
cusing on the network infrastructure design, while the client ⁃
side is left up to manufacturers to design and implement ac⁃
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cording to the requirements of users. Developed by CCSA, B⁃
TrunC is designed based on LTE Release 9 [4]. The B⁃TrunC
standard has been developed to address the evolving needs
driven by the emergence of new trunking communication re⁃
quirements, such as multimedia dispatch applications.

However, neither MCPTT nor B⁃TrunC is specially designed
for railway mobile communications. In this context, the suit⁃
ability of the two LTE⁃based solutions for LTE based FRMCS
(LTE⁃R) will be analyzed in this paper from the following six
aspects: architecture, system functionality and performance,
standardization level, interoperability, high mobility support
capability, and backward compatibility with GSM⁃R.

The content of this paper is organized as follows. First, a
brief introduction of the railway mobile communications and
LTE systems are presented in Section 2. Then, the user re⁃
quirements of FRMCS are discussed in Section 3, where the
MCPTT and B⁃TrunC are introduced. In Section 4, we analyze
the suitability of the two feasible solutions for LTE⁃R. Finally,
conclusions are drawn in Section 5.

2 Development of Railway Mobile
Communications
The high⁃speed railway (HSR) is becoming the major mode

of transportation for a journey and has been developed rapidly
worldwide, benefitting from its advantages of safety, reliability,
convenience, comfortableness, and low energy consumption.
To guarantee the reliability, availability and safety of the train⁃
ground data transmission, railway mobile communication sys⁃
tems play a key role in the HSR operation [1].

In the early stage of railway mobile communications, several
analogue radio networks supported mobile communication ap⁃
plications for drivers and trackside workers. For example, Brit⁃
ish Rail developed the National Radio Network (NRN) specifi⁃
cally used for the operational railways, which provides radio
coverage for 98% of the rail network through base stations and
radio exchanges. NRN could provide dedicated open channels
on talk⁃through mode for incident management and an override
priority facility, in order to ensure that all emergency calls
could be immediately connected to the railway’s train control
offices and electrical control rooms [5].

The analog radio network has reached to its limits due to the
rapid growth of communications traffic volume and the increas⁃
ing demands for security, economy, efficiency and safety of
railway traffic.

In 1994, the GSM standard of European Telecommunication
Standards Institute (ETSI) was selected by UIC as the first Dig⁃
ital Railways Radio Communication System standard, because
it is the sole system in commercial operation and it is already
proven with off⁃the⁃shelf products available, requiring the mini⁃
mum modifications. However, GSM could not fulfill all the nec⁃
essary requirements of the efficient railway services. Therefore
it was necessary that the advanced voice call features should

be identified and added to the standard GSM. UIC, together
with the railway operators, launched the European Integrated
Radio Enhanced Network (EIRENE) to specify the require⁃
ments for mobile networks to fulfill the needs of railways in⁃
cluding the features of additional group and broadcast calls
[6]. To validate whether these EIRENE functional specifica⁃
tions could be transferred into technical implementations,
three prototypes were developed by manufacturers and three pi⁃
lot⁃lines were planned and realized in France, Italy and Germa⁃
ny. These three pilot⁃line systems were built to test different as⁃
pects of operation, such as railway station environment, com⁃
plex radio coverage topology with tunnels and bends, and high
speed lines at speeds up to 300 km/h [7].

In 1997, 32 railway operators all over Europe signed a Mem⁃
orandum of Understanding (MoU) to terminate the investment
in the analogue radio systems and start to invest the implemen⁃
tation of GSM⁃R. As of today, the number of signatories has in⁃
creased to 38, including railway operators outside Europe. To⁃
day, over 100 000 km of railway lines are operated by GSM⁃R
systems and this amount is still growing. In addition, the indus⁃
try has given commitment to support the GSM⁃R technology un⁃
til at least 2030 [1].

3 User Requirements of Next⁃Generation
Railway Mobile Communication System
As telecommunication standards are evolving and it usually

takes a long time to realize the application of any technology
specifications, it is urgent to start the research work on the suc⁃
cessor of GSM⁃R. Thus UIC decided to set up the FRMCS proj⁃
ect to prepare the necessary steps towards the introduction of a
successor of GSM⁃R in 2012. The project started with the situa⁃
tion evaluation of actual railway systems and investigation on
needs of users, and ended with the delivery of the first specifi⁃
cation for user requirements of the next⁃generation railway mo⁃
bile communication system.

In 2016, a new version of FRMCS user requirement specifi⁃
cation was published [1], in which the traffic requirements are
classified into two categories including communication applica⁃
tions and supporting applications. Besides, the users are classi⁃
fied into three groups: critical users, performance users, and
business users. The critical users refer to the applications that
can enhance the reliability, availability, maintainability and
safety (RAMS) of railway systems. The performance users refer
to the applications that can improve the performance of railway
operation, such as train departure and telemetry. The business
users refer to the applications that can support the railway busi⁃
ness operation in general.

Comparing with the functional requirement specification of
GSM⁃R system, the new version has some new broadband mo⁃
bile services that are high demanded, such as real time video
and wireless Internet on ⁃ train for passengers. Furthermore,
more train⁃ground data services are included, such as monitor⁃



ing and control of non ⁃ critical infrastructure and trackside
maintenance communications.

All the above mentioned traffic requirements cannot be met
by narrow⁃band mobile communication systems, and the indus⁃
try support of GSM⁃R will be ended in 2030. Thus, it is urgent
to develop a dedicated broadband mobile communication sys⁃
tem as the successor of GSM⁃R.

Besides the traffic requirements, the fundamental design
principles of FRMCS are proposed for user requirements,
which include application decoupled with system architecture,
interoperability, reuse of the existing infrastructure, high mo⁃
bility support, backward compatibility with GSM ⁃R, etc. [1].
These principles will guide the design of LTE⁃R systems.

4 Two Feasible Solutions for LTE⁃R
To provide a wide range of data⁃centric services, such as vid⁃

eo sharing, multimedia dispatching, and ubiquitous Internet
and intranet access for governments and organizations involved
in public safety and security, two LTE based broadband trunk⁃
ing communication systems, B ⁃ TrunC system and 3GPP
MCPTT system, are designed. These two systems are consid⁃
ered as the candidates for LTE ⁃R because the user require⁃
ments of railway systems are similar to public safety communi⁃
cation services and LTE is the currently most popular 4G mo⁃
bile broadband systemthere.
4.1 LTE Based Broadband Trunking Communication

system (B⁃TrunC)
To accomplish broadband multimedia trunking service re⁃

quirements, i.e., group communication demand for voice, data,
and video, CCSA initially started to develop a Broadband
Trunking Communication (B ⁃ TrunC) system in 2012, which
has been admitted by ITU⁃R as the Public Protection and Di⁃
saster Relief (PPDR) Recommendation Standard.

The B⁃TrunC system is designed based on the TD⁃LTE sys⁃
tem with 3GPP Release 9. The single⁃cell point⁃to⁃multipoint
(SC ⁃ PTM) is the feature of air interface of B ⁃ TrunC system,
which is designed to realize the group communications. The SC
⁃PTM is a new type of radio access method dedicated to multi⁃
cast through the Physical Downlink Shared Channel (PDSCH)
in a single cell. For SC⁃PTM transmission, user equipment in a
group receives the group data through a common radio re⁃
source region in the PDSCH. This concept naturally allows the
group data to be multiplexed with the normal unicast data with⁃
in a PDSCH subframe and thus does not cause the problem of
radio resource granularity.

Besides the SC⁃PTM technology, two trunking communica⁃
tion entities are involved in System Architecture Evolution
(SAE) of LTE system, which are Trunking Control Function
(TCF) and Trunking Media Function (TMF). TCF is responsi⁃
ble for trunking service scheduling, call setup and release, ses⁃
sion management, authentication, registration, and cancella⁃

tion. TMF is responsible for trunking user plane management,
routing, data forwarding, encoding, etc. The interface between
terminals and the system, Uu⁃T, and the interface between the
core network and the dispatcher, D, are designed. To enhance
the latency performance of B⁃TrunC, the Multimedia Broadcast/
Multicast Service (MBMS) and Push to Talk over Cellular
(PoC) technologies of LTE are carried out. Now CCSA has com⁃
pleted the general technical requirements and air interface
standards for B⁃TrunC.
4.2 LTE and MCPTT Standardization Roundup

In this section, the 3GPP LTE standardization process relat⁃
ed with MCPTT is introduced.

The fully commercial operation of LTE systems started from
the 3GPP Release 8 specification, which was finalized in
2008. The latest version of LTE, Release14 had been frozen by
mid⁃2017.

LTE Release 8 specified one primary broadband technology
based on Orthogonal Frequency Division Multiple Access
(OFDM). LTE Release 8 is mainly deployed in a macro/micro⁃
cell layout and can provide improved system capacity and cov⁃
erage, high peak data rates, low latency, reduced operating
costs, multi⁃antenna support, flexible bandwidth operation and
seamless integration with existing systems [8]. LTE Release 9
provides some minor enhancements to LTE Release 8 with re⁃
spect to the air interface. These features include dual ⁃ layer
beamforming and time difference of arrival based location tech⁃
niques. To support the video on demand, video conference and
other multimedia services, MBMS architecture is included in
the Evolved Packet Core (EPC) of LTE.

LTE Release 10 realizes the following features: bandwidth
extension via carrier aggregation to support deployment band⁃
width up to 100 MHz, downlink spatial multiplexing including
single ⁃ cell multi ⁃ user MIMO transmission and uplink spatial
multiplexing, and heterogeneous networks with emphasis on
Type 1 and Type 2 relays [9]. For this release, LTE technology
refers to LTE⁃A as a formal 4G system. As the capacity and
performance of the LTE traffic channels are progressively im⁃
proved, the downlink control channels may become a bottle⁃
neck. To address this issue, an enhanced physical downlink
control channel (EPDCCH) has been introduced in 3GPP LTE
Release 11 [10].

The core specification item of Release 12 in terms of group
communication is Group Communication System Enabler (GC⁃
SE). The conventional physical channels in LTE can be good
media for providing group communications in some basic sce⁃
narios [11]. GCSE defines the requirements for group commu⁃
nications and proposes system architecture on top of the exist⁃
ing physical channels. The LTE system of Release 12 has two
fundamental physical channels for transferring the data: the
PDSCH, which is commonly used for normal unicast data, and
the physical multicast channel (PMCH), which is designed for
evolved MBMS (eMBMS). Furthermore, direct device⁃to⁃device
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(D2D) communication is the other feature of Release 12.
Releases 13 and 14 focus on the air interface aspects. They

are a part of the continued evolution of LTE ⁃ Advanced and
play a role as a bridge from 4G to 5G. To meet the user require⁃
ments of PPDR, the MCPTT services and system architecture
are defined, whose technology enhancement and realization
has been completed in Release14 [12], [13]. Other techniques
in this release include enhancement of D2D proximity servic⁃
es, indoor positioning enhancements, and the single⁃cell point⁃
to⁃multipoint (SC⁃PTM) [14].

5 Analysis of Feasible Architecture
Solutions of LTE for Railway
Neither 3GPP MCPTT nor B⁃TrunC is specially designed for

Railway communications. They cannot fully fulfill the user re⁃
quirements of LTE ⁃ R. Next, the suitability of the two LTE ⁃
based solutions for FRMCS are analyzed from six aspects, in⁃
cluding architecture, system functionality and performance,
standardization, interoperability, high mobility support capabil⁃
ity, and backward compatibility with GSM⁃R.
5.1 System Architecture

The functionality and commoditization of future railway sys⁃
tem determine the design principles of future railway mobile
communications system. The FRMCS architecture design
should satisfy the services and architecture decoupling princi⁃
ple. As GSM⁃R is a modified off⁃ the⁃shelf technology system
based on GSM offering, the enhancement to deliver specific
“R”(railway) functionality has proven expensive for the rail⁃
ways. For future railway communication system, the specific
“R”(railway) functionality provisioning should be decoupled
with communication system.

B⁃TrunC provides the fundamental solution for group com⁃
munication. To provide the group communication services, sev⁃
eral logical channels are designed including Trunking Control
Channel (TCCH), Trunking Traffic Channel (TTCH), Trunking
Paging Channel (TPCH), and Trunking Paging Control Chan⁃
nel (TPCCH). These channels are mapped to the PDSCH. To
implement the trunking service management, two logical func⁃
tion entities, i.e. TCF and TMF, are included in EPC, and the
non ⁃ access stratum (NAS) signaling messages related with
Trunking Service Management (TSM) are designed. The B ⁃
TrunC system architecture is shown in Fig. 1.

The 3GPP designs the GCSE architecture to realize group
communications through the PMCH in MCPTT system based
on the eMBMS architecture. The 3GPP MCPTT system archi⁃
tecture is shown in Fig. 2. The PMCH allocation is fixed in dif⁃
ferent uplink⁃downlink configurations and the trunking appli⁃
cations are provided by the MCPTT server in the application
layer.

In summary, B ⁃TrunC redesigns the LTE bearer layer and
service layer of Uu and NAS interfaces in LTE system to sup⁃

port a variety of trunking services. 3GPP MCPTT enhances the
bearing capability for trunking services based on the mature
commercial LTE product; all the special applications are real⁃
ized in the application layer, which is independent with the
system architecture. Therefore, the 3GPP MCPTT architecture
is similar to the decoupled design version of LTE⁃R.

Because the 3GPP scheme can support the trunking servic⁃
es on the application layer of LTE system, the implementation
of railway functional is flexible. GCSE realizes the group com⁃
munication via fix allocated PMCH, while the PDSCH is used
to implement the group communication, so the resource utiliza⁃
tion of B⁃TrunC system is better.
5.2 System Functionality and Performance

Besides the narrow band trunking communication services
borne in the TETRA system, B⁃TrunC is designed to bear more
multimedia trunking services, such as video group call, video
individual call, video forwarding, and delivery to group.

3GPP MCPTT system collects the trunking service require⁃

BM⁃SC: Broadcast Multicast Service Center
E⁃UTRAN: Evolved UMTS Terrestrial

Radio Access Network
HSS: Home Subscriber Server

MBMS⁃GW: Multimedia Broadcast
Multicast Service Gateway

MCPTT: Mission Critical Push to Talk
MME: Mobility Management Entity
PCRF: Policy and Charging Rules

Function
S/P⁃GW: Serving GateWay/ PDN GateWay

UE: User Equipment

▲Figure 1. B􀆼TrunC system architecture. The grey entities are the
special entity designed for trunking services [4].

eHSS: Evolved Home Subscriber Server
eMME: Evolved Mobility Management Entity

E⁃UTRAN: Evolved UMTS Terrestrial Radio
Access Network

PCRF: Policy and Charging Rules Function

S/P⁃GW: Serving GateWay/ PDN GateWay
TCF: Trunking Control Function
TMF: Trunking Media Function
UE: User Equipment

▲Figure 2. 3GPP LTE MCPTT system architecture. The grey entities
are the special entity designed for trunking services.
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ments of PPDR in MCPTT over LTE stage 1, which includes
group call, broadband, late call entry, dynamic group call, call
prioritization, etc.

For railway trunking communications, functional addressing
and location dependent addressing are two typical services.
The functionality and technical realization of the two services
in the B⁃TrunC and 3GPP are being standardized. Due to the
decoupling design of MCPTT system, more extra undefined
new service requirements can be developed in the application
layer of communication system according 3GPP specifications,
the new service requirements of FRMCS can simply be sup⁃
ported by the 3GPP solution.

The system performance is also an important aspect to evalu⁃
ate the system suitability. The key performance metrics for
trunking communication of B ⁃ TrunC and MCPTT system are
listed in Tables 1 and 2. From the tables we can see that the
QoS requirements of B⁃TrunC are stricter than those of MCPTT
system. This is because that B⁃TurnC has simplified system ar⁃
chitecture and technology realization.
5.3 Standardization

The standardization process of B⁃TrunC system is shown in
Fig. 3. B⁃TrunC Release 1 was finished in 2014. At this stage,
the broadband trunking functionality including group multime⁃
dia services is enhanced in a local network system, and the ra⁃
dio interface and interface between core network and dispatch⁃
er, i.e. Uu and D, are standardized respectively. The network
interoperability and roaming architecture of B ⁃ TrunC is de⁃
signed in Release 2, which was finished in the beginning of
2017. Besides that, more technical realizations for rail trans⁃

portation communication service requirements would be con⁃
sidered at this stage. In Release 3, the additional functional⁃
ities including device direct communication and cognitive ra⁃
dio had been considered by the end of 2017.

The standardization process of 3GPP MCPTT system is also
shown in Fig. 3. 3GPP Release 13 was frozen in 2016; the
functional architecture and signaling flows to support MCPTT
services were finished and eMBMS functionality were en⁃
hanced. In Release 14, more mission critical video and data

▼Table 2. Latency requirements of MCPTT system

Performance metrics
MCPTT access time

End⁃to⁃end MCPTT access time
Mouth⁃to⁃ear latency

Maximum late call entry time (without application layer encryption)
Maximum late call entry time (with application layer encryption)

Value
<300 ms
<1 000 ms
<300 ms
< 150 ms
<300 ms

▼Table 1. Latency requirements of B􀆼TrunC system

Performance metrics
Group call access time

Full duplex unicast call access time
Half⁃duplex unicast call access time

Speak right apply time
Group call capacity

Value
<300 ms
<500 ms
<500 ms
<200 ms

7.5 voice groups/(cell·MHz)

Figure 3.▶
B􀆼TrunC and 3GPP MCPTT

standardization timeline.

3GPP: 3rd Generation Partnership Project
eMBMS: Evolved Multimedia Broadcast Multicast Service

E⁃UTRAN: Evolved UMTS Terrestrial Radio Access Network
GCSE: group communication service enablers

IOPS: isolated E⁃UTRAN operation
MCPTT: Mission Critical Push to Talk
ProSe: proximity services
QCI: QoS Class Identifier

QoS: quality of service
VoLTE: Voice over LTE
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service requirements has been considered. The roaming, pre⁃
emption, service continuity of MCPTT services were enhanced
in this version.

In summary, in terms of multimedia trunking communica⁃
tion functionality, B⁃TrunC has realized the multimedia group
communication at stage 1, so B⁃TrunC is developed ahead of
3GPP MCPTT. However, by the end of 2017, the two systems
had similar functionalities.
5.4 Interoperability

In most of countries and regions, such as Europe and China,
different rail lines are operated by different railway operators.
For example, two railway operators, i.e. Guangzhou Railway
and Hong Kong Railway Corporation Limited (MTR), manage
the rails from Guangzhou to Shenzhen and to Hong Kong. The
radio access subsystem in the Hong Kong section has to inter⁃
connect with the core network layer in the Guangzhou ⁃Shen⁃
zhen section. Because the signaling of the two sections is pro⁃
vided by different vendors, the device interoperability and in⁃
terface openness are mandatory requirements for the railway
mobile communications. Therefore, GSM ⁃ R requires the in⁃
teroperability as a mandatory feature, which should be inherit⁃
ed by LTE⁃R.

For 3GPP R13 specifications, besides the standardized inter⁃
faces, the interfaces of group communication entities are also
standardized, such as the MB2 interface between the MCPTT
server and Broadcast Multicast ⁃ Service Centre, M1 interface
between the Evolved UMTS Terrestrial Radio Access Network
(E⁃UTRAN) and multimedia broadcast/multicast service gate⁃
way (MBMS⁃GW), and GC1 interface between MCPTT client
and MCPTT server.

For the B ⁃ TrunC system, the Uu ⁃ T interface between the
Trunking UE and eNode⁃B and the D interface between Trunk⁃
ing core network and dispatcher are defined in Release 1. The
enhanced S1 interface and the interfaces of Trunking core net⁃
work are standardized in Release 2.

In summary, as the 3GPP is a global mobile telecommunica⁃
tions standardization organization, MCPTT specifications have
better interoperability and interface openness.
5.5 High Mobility Support Capability

High speed trains will be operated up to 500 km/h in Eu⁃
rope and China in the near future. The severe Doppler shift of
uplink and downlink signals and frequently handover have
great impact on the reliability of services transmission, so LTE⁃
R requires the mandatory high mobility support.

For LTE system, in terms of mobility, 3GPP Release 9 is de⁃
signed aiming primarily at low mobility applications in the
range of 0 to 15 km/h to show the highest system performance.
The system is capable of working well at higher speeds from 15
km/h to 120 km/h and providing the basic functional support
from 120 km/h to 350 km/h. In Release 14, the high speed rail⁃
way is considered as a typical scenario, so the high mobility

support is required to achieve up to 500 km/h. In Release 14,
the frequency offset correction algorithm and multi ⁃RRU co ⁃
cell sharing technology are adopted to improve the system per⁃
formance with high speed railway scenarios.

To evaluate the effects of high mobility on the B⁃TrunC sys⁃
tem and MCPTT system, we set up the hard⁃in⁃the⁃loop simula⁃
tion system in the lab. Because there is no MCPTT products
currently, the MCPTT is designed based on the Frequency Di⁃
vision Duplex (FDD) system. Therefore, the FDD LTE system
is used to illustrate the performance evaluation results of
MCPTT and the simulation results are shown in Table 3. The
simulation results show that the throughput and block error
rate of FDD LTE are a little better than B⁃TrunC, and the two
systems have similar performance in terms of ping delay.
Therefore, the MCPTT system has better performance in a high
mobility environment.
5.6 Backward Compatibility with GSM⁃R

LTE ⁃R requires backward compatibility with GSM ⁃R. On
one hand, it means that the borne services can be automatic
transferred between GSM⁃R network and LTE⁃R. On the other
hand, it should be enabled to reuse the existing equipment of
GSM⁃R which has not reached the end of its lifecycle, such as
the towers, hardware of base stations, and on⁃board devices.

The two feasible solutions are designed based on the com⁃
mercial LTE system, so the backward compatibility with GSM
system can be guaranteed. GSM⁃R was designed by the ETSI
but involved based on 3GPP specifications, so the backward
compatibility of MCPTT with GSM⁃R is considered in 3GPP
Release 14 and 15 specifications. For the B ⁃ TrunC system,
there is no plan to investigate the backward compatibility with
GSM⁃R. Besides, the most GSM⁃R macro base station products
support a seamless upgrade to LTE eNode B that satisfies
3GPP specifications.

6 Conclusions
The development of LTE technology offers an excellent op⁃

portunity to improve both the performance and capabilities of
railway mobile communication systems. In this work, we ana⁃
lyzed the suitability of the B⁃TrunC and 3GPP MCPTT on LTE⁃
▼Table 3. Performance evaluation of B􀆼TrunC and MCPTT

BLER: Block Error Rate FDD: Frequency Division Duplex LTE: Long Term Evolution

Speed/(km/h)
B⁃TrunC

100
300

LTE FDD
100
300

Downlink
throughput/(Mbit/s)

13.3
11.1

15.2
12.3

Uplink throughput/
(Mbit/s)

8.12
7.76

9.2
7.1

Downlink
BLER

1.12%
3.06%

0.76%
2.31%

Ping delay/ms

15
17

17
18
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R. In terms of system functionality, performance, and standard⁃
ization process, the B ⁃ TrunC system keeps ahead of MCPTT
system. In terms of system architecture, interoperability, high
mobility support capability, and backward compatibility with
GSM⁃R, the MCPTT system performs better than B⁃TrunC. Be⁃
sides, 3GPP MCPTT is an international standard, so LTE⁃R is
designed based on the 3GPP MCPTT which is benefit for glo⁃
balization of railways.
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