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Survey of Attacks and Countermeasures for SDN
In this paper, the authors analyze the vulnerability of software defined network⁃
ing (SDN). They present two kinds of SDN⁃targeted attacks: the data⁃to⁃control
plane saturation attack and the control plane reflection attack, and then pro⁃
pose the corresponding defense frameworks to mitigate such attacks.
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SDN Based Security Services
With the implementation of SDN, network security solution could be more flexi⁃
ble and efficient. Moreover, combined with cloud computing and SDN technolo⁃
gy, network security services could be lighter⁃weighted, more flexible, and on⁃
demanded. This paper analyzes some typical SDN based network security ser⁃
vices, and provide a research on SDN based cloud security service and its im⁃
plementation in Internet data centers (IDCs).
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Optimization Framework for Minimizing Rule Update Latency in SDN
Switches
In this paper, the authors present RuleTris, the first SDN update optimization
framework that minimizes rule update latency for the prevailing ternary content⁃
addressable memory (TCAM) based switches. RuleTris employs the dependen⁃
cy graph (DAG) as the key abstraction to minimize the update latency. Rule⁃
Tris efficiently obtains the DAGs with novel dependency preserving algorithms
that incrementally build rule dependency along with the compilation process.
Then, in the guidance of the DAG, RuleTris calculates the TCAM update
schedules that minimize TCAM entry moves, which are the main cause of
TCAM update inefficiency.
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A New Direct Anonymous Attestation Scheme for Trusted NFV System
The authors in this paper propose a new NFV direct anonymous attestation
(NFV\&DAA) scheme based on trusted NFV architecture. It is based on the El⁃
liptic curve cryptography and transfers the computation of variable D from the
trusted platform module (TPM) to the issuer. The proposed NFV⁃DAA scheme
is proved to have a higher security level and higher efficiency than those exist⁃
ing DAA schemes.
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▶ Guest Editor

CHEN Yan received the Ph.D. de⁃
gree in computer science from the
University of California at Berkeley,
USA, in 2003. He is currently a pro⁃
fessor with the Department of Electri⁃
cal Engineering and Computer Sci⁃
ence, Northwestern University, USA.
Based on Google Scholar, his papers
have been cited over 10,000 times
and his h⁃index is 49. His research in⁃

terests include network security, measurement, and diagno⁃
sis for large⁃scale networks and distributed systems. He re⁃
ceived the Department of Energy Early CAREER Award in
2005, the Department of Defense Young Investigator
Award in 2007, the Best Paper nomination in ACM SIG⁃
COMM 2010, and the Most Influential Paper Award in
ASPLOS 2018.

S oftware defined networking (SDN) and network function virtualization
(NFV) have attracted significant attention from both academia and indus⁃
try. Fortunately, by virtue of unique advantages of programmability and
centralized control, SDN has been widely used in various scenarios, such

as home networking, enterprise networking, telecommunication networking, data
center, and cloud networking. Meanwhile, through adopting virtualization technolo⁃
gy to realize various network functions, NFV delivers high ⁃ performance networks
with greater scalability, elasticity, and adaptability at reduced costs compared to
networks built from traditional networking equipment. NFV covers a wide range of
network applications, including video, Software Defined Wide Area Network (SD⁃
WAN), Internet of Things (IoT), and 5G.

With SDN and NFV, the flexibility of networks is increased, the utilization of re⁃
sources is improved, the network operation and maintenance cost is cut down, and
the time⁃to⁃market of new service is considerably decreased. However, these bene⁃
fits bring new security challenges for network at the same time. Besides traditional
inherent security issues (Distributed Denial of Service (DDoS) attack; Man⁃in⁃the⁃
Middle attack), various new attacks are introduced by the new architecture and tech⁃
nology, such as data⁃to⁃control plane saturation attack, control plane reflection at⁃
tack, and control ⁃ data plane view inconsistency. Thus, new countermeasures for
this new scenario are necessary to defend against attacks and make the whole sys⁃
tem more secure and reliable.

This special issue aims at giving a bird view to the concept of SDN and NFV,
then analyzing the potential security issues and proposing feasible countermeasures.

Since the birth of SDN, academia and industry have invested a lot of energy in re⁃
search. However, the deployment of SDN has faced several security issues which
put a severe threat to crucial resources of the SDN infrastructure, including resourc⁃
es of the control plane, data plane, and in⁃between downlink channel. The first pa⁃
per“Survey of Attacks and Countermeasures for SDN”by BAI et al. analyzes the
vulnerability of SDN, presents two kinds of SDN⁃targeted attacks, namely data⁃to⁃
control plane saturation attack and control plane reflection attack, and finally pro⁃
poses the corresponding defense frameworks.

With the development and revolution of network in recent years, traditional hard⁃
ware based network security solutions have shown some significant disadvantages
in cloud computing based Internet data centers (IDCs), such as high cost and lack
of flexibility. With the implementation of SDN, network security solutions could be
more flexible and efficient, such as SDN based firewall service and SDN based
DDoS⁃attack mitigation service. The second paper“SDN Based Security Services”
by ZHANG et al. analyzes some typical SDN based network security services, and
provides a research on SDN based cloud security service and its implementation in
IDC network.

SDN has been well researched in both academia and industry. The main reason
SDN is so concerned is its ability to dynamically change the network states in re⁃
sponse to the global view. In particular, the control message processing capability
on switches, especially the prevailing Ternary Content Addressable Memory
(TCAM) based flow tables on physical SDN switches, proves to be the bottleneck
along the policy update pipeline. The limitation has slowed down network updates
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and hurt network visibility, which further constrains the con⁃
trol plane applications with dynamic policies significantly. To
solve this serious problem, the third paper“Optimization
Framework for Minimizing Rule Update Latency in SDN
Switches”by CHEN et al. presents a SDN update optimization
framework RuleTris to minimize rule update latency for TCAM⁃
based switches.

NFV is a new network technology which will be widely popu⁃
larized and used in the foreseen future. Therefore, how to build
a secure architecture for NFV is an important issue. Trusted
computing has the ability to provide security for NFV and it is
called trusted NFV system. The fourth paper“A New Direct
Anonymous Attestation Scheme for Trusted NFV System”by
CHEN et al. proposes a new NFV Direct Anonymous Attesta⁃
tion (NFV⁃DAA) scheme based on trusted NFV architecture. It
is based on the Elliptic curve cryptography, and transfers the

computation of variable D from the Trusted Platform Module
(TPM) to Issuer. With the mutual authentication mechanism
that those existing DAA schemes do not have and an efficient
batch proof and verification scheme, the performance trusted
NFV system is optimized. According to the experiment results,
NFV ⁃ DAA scheme has higher security level and efficiency
than those existing DAA schemes.

The aforementioned four excellent works comprehensively
set forth the security challenges faced by SDN and NFV from
different perspectives, and propose countermeasures and de⁃
fense frameworks to effectively improve the security and avail⁃
ability of SDN and NFV.

Finally, we would like to thank all the authors, the external
reviewers and the staff at ZTE Communications for contribut⁃
ing their excellent research work, precious time and energy to
this special issue.
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Abstract

Software defined networking (SDN) has attracted significant attention from both academia and industry by its ability to reconfigure
network devices with logically centralized applications. However, some critical security issues have also been introduced along
with the benefits, which put an obstruction to the deployment of SDN. One root cause of these issues lies in the limited resources
and capability of devices involved in the SDN architecture, especially the hardware switches lied in the data plane. In this paper,
we analyze the vulnerability of SDN and present two kinds of SDN⁃ targeted attacks: 1) data ⁃ to ⁃control plane saturation attack
which exhausts resources of all SDN components, including control plane, data plane, and the in⁃between downlink channel and
2) control plane reflection attack which only attacks the data plane and gets conducted in a more efficient and hidden way. Final⁃
ly, we propose the corresponding defense frameworks to mitigate such attacks.

SDN; indirect/direct data plane event; data⁃to⁃control plane saturation attack; control plane reflection attack
Keywords
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1 Introduction
oftware defined networking (SDN) has enabled flexi⁃
ble and dynamic network functionalities with a nov⁃
el programming paradigm. By decoupling the con⁃
trol plane from the data plane, control logics of dif⁃

ferent network functionalities could be implemented on top of
the logically centralized controller as“applications”. Typical
SDN applications are implemented as event ⁃driven programs,
which receive information directly or indirectly from switches
and distribute the processing decisions of packets to switches
accordingly. These applications enable SDN to adapt to the da⁃
ta plane dynamics quickly and make the responses according
to the application policies timely. A wide range of network
functionalities are implemented in this way, allowing SDN⁃en⁃
abled switches [1] to behave as firewall [2], load balancing [3],
L2/L3 routing, and so on.

While the decoupling paradigm has enabled unprecedented
programmability in networks, it also becomes the vulnerability
of SDN infrastructure. The typical SDN infrastructure consists
of three major components: the control plane, the data plane,
and a control channel, where the two planes can communicate

through standard protocols. To express the logics of control ap⁃
plications, control messages are generated in both the two
planes and transferred through the channel. By triggering nu⁃
merous control messages in a short time, attackers can para⁃
lyze the SDN infrastructure by exhausting the available re⁃
sources of all three components. In particular, the control mes⁃
sage processing capability on switches proves to be the bottle⁃
neck of the infrastructure, which is constrained by the wimpy
central processing units (CPUs) , limited ternary content ⁃ ad⁃
dressable memory (TCAM) [4], [5] update rate and flow table
capacity due to financial and power consumption reasons.
These limitations have slowed down network updates and hurt
network visibility, which further constrains the control plane
applications with dynamic policies significantly [6].

The applications enable a network to dynamically adjust net⁃
work configurations based on certain data plane events as illus⁃
trated in Fig. 1. These events can be categorized into the fol⁃
lowing two types: direct data plane events (e.g., Packet⁃In mes⁃
sages) and indirect data plane events (e.g., Statistics Query/Re⁃
ply messages). In the first case, the controller installs a default
table⁃miss flow rule on the switch. Arriving packets which fail
to match any flow rule are forwarded to the control plane for
further processing. In the second case, the controller installs a
counting flow rule on the switch to record the statistics of arriv⁃
ing packets and periodically polls the flow counter values. A
large number of control plane applications combine these two
kinds of events to compose complicated network functions.

This work was supported in part by the National Key R&D Program of
China under Grant No. 2017YFB0801701, the National Science Foundation
of China under Grant No. 61472213 and CERNET Innovation Project
(NGII20160123).
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From our previous study, we find that flow rule update mes⁃
sages from the SDN control plane will be triggered by both
kinds of events, which can be exploited by an intentional at⁃
tacker. In this article, we present two kinds of attacks, i.e., the
data⁃to⁃control saturation attack [7], a dedicated Denial⁃of⁃Ser⁃
vice (DoS) attack against SDN essentially, and the control
plane reflection attack [8], which can be further categorized in⁃
to the table⁃miss striking attack and counter manipulation at⁃
tack by the type of applied events. Furthermore, we propose
the defense frameworks to mitigate these two attacks. In the fol⁃
lowing, we illustrate the details of two types of attacks in Sec⁃
tions 2 and 3, present the corresponding defense frameworks
in Sections 4 and 5, and conclude this article and make some
discussion in Section 6.

2 Data⁃to⁃Control Saturation Attacks
Intuitively, an attacker could commit the data⁃to⁃control sat⁃

uration attack by producing a large number of short ⁃ flows by
controlling a number of zombie hosts in an SDN⁃enabled net⁃
work. The attack traffic is mixed with benign traffic, making it
difficult to be identified. With the reactive routing and fine ⁃
grained flow control mechanism taken by the existing main⁃
stream SDN controllers, the unmatched packets in the data
plane would be delivered to the controller directly and pro⁃
cessed by the corresponding applications. As a result, the data
plane, the control channel and the control plane would quickly
suffer from the attack, and soon the SDN system could not pro⁃
vide any service for benign traffic.

We start from a simplified motivating scenario to illustrate
how an adversary attacks the SDN infrastructure. As depicted
in Fig. 2, when a new packet arrives at a switch where there is
no matching flow entry in the local flow tables, the switch will

store the packet in its buffer memory and send a Packet ⁃ In
message to the controller. The message only contains the pack⁃
et header if the buffer memory is not full, but will contain the
whole packet when the buffer memory is full. After the control⁃
ler receives the message, it computes the route and takes the
corresponding actions on the switches through control messag⁃
es including Flow ⁃ Mod and Packet ⁃ Out. Then the switches
parse the packets and install the flow rules in the capacity⁃lim⁃
ited flow tables. The attacker can exploit the vulnerability of
this reactive packet processing mechanism by flooding mali⁃
cious packets to the switches. The header fields of these pack⁃
ets are filled with deliberately forged values that it is almost
impossible for them to be matched by any existing flow entries
in the switches. After that, numerous table ⁃ misses are trig⁃
gered, and a large number of packet⁃in messages are flooded to
the controller, making the entire SDN system suffer from re⁃
source exhaustion. In this adversary model, all three levels of
SDN resources are compromised.

3 Control Plane Reflection Attacks
Compared with saturation attacks, control plane reflection at⁃

tacks are much hidden and sophisticated. It does not target at
the controller, nor the end host, but it utilizes the limited pro⁃
cessing capability of downlink messages in the SDN⁃enabled
hardware switches and easily gain much more prominent ef⁃
fects than saturation attacks.

A general procedure of control plane reflection attacks con⁃
sists of two phases, i.e., the probing phase and triggering
phase. During the probing phase, an attacker uses several
kinds of probe packets to learn the conditions that application
adopts to issue new flow rule update messages. Upon the infor⁃
mation obtained, the attacker can carefully craft the patterns of
attack packet stream to trigger numerous flow rule update mes⁃

▲Figure 1. Architecture and event pipelines of current software⁃defined
networking.

TCAM: ternary content addressable memory

Pactet⁃In messages

▲Figure 2. Adversary model of the data⁃to⁃control saturation attack.
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sages in a short interval to paralyze the hardware switches.
3.1 Table⁃Miss Striking Attacks

The table⁃miss striking attack is an enhanced attack vector
from the saturation attack. Instead of leveraging a random
packet generation method to commit the attack, a striking at⁃
tack adopts a more accurate and cost⁃efficient manner by utiliz⁃
ing probing and triggering phases.

The probing phase is to learn the confidential information of
the control plane to guide the patterns of attack packet
streams. The attacker could first probe the use of direct data
plane events by using various low⁃rate probing packets with de⁃
liberately faked headers. By sending these probing packets
and observing the response accordingly, the round trip time
(RTT) could be obtained. If the first packet has a longer RTT,
we can conclude that it is directed to the controller while the
others are forwarded directly to the data plane. This indicates
that the specific packet header matches no flow rule in the
switch. Then the attacker could change one of the header fields
with the variable ⁃ controlling approach. Within limited trials
(42 in the latest OpenFlow specification), the attacker was able
to determine which header fields were sensitive to the control⁃
ler. Then the attacker could deliberately craft attack stream
based on probed grains to trigger the expensive flow rule up⁃
date operations.
3.2 Counter Manipulation Attacks

The counter manipulation attack is based on indirect data
plane events and much more sophisticated compared with
abovementioned attacks. In order to accurately infer the usage
of indirect data plane events, three types of packets are re⁃
quired, i.e., timing probing packets, test packets and data
plane streams.

Timing probing packets are used to measure the work load
of software agent of a switch, inspired by time pings in [9].
Three properties should be satisfied. First, they should go to
the control plane by hitting the table ⁃ miss flow rule in the
switch, and trigger the operations of corresponding applica⁃
tions. Second, each of them must evoke a response from the
network to compute the RTT. Third, they should be sent in an
extremely low rate (10 packets per second (pps) is enough) and
put as low loads as possible to the switch software agent. There
are many options for timing probing packets, e.g., Address Res⁃
olution Protocol (ARP) request/reply, Internet Control Message
Protocol (ICMP) request/reply.

Test packets are used to strengthen the effect of timing prob⁃
ing packets by adding extra loads to the software agent of the
switch. We consider test packets with a random destination IP
address and the broadcast destination Media Access Control
(MAC) address is an ideal choice. By hitting the table⁃miss en⁃
try, each of them would be directed to the controller. Then the
SDN controller will issue Packet ⁃Out message to forward the
test packet directly. As a result, the aim of burdening switch

software agent is achieved.
A data plane stream is a series of templates, which should

go directly through the data plane to obtain more advanced in⁃
formation such as the specific conditions for indirect event ⁃
driven applications. We provide two templates here, as shown
in Fig. 3. The first template has a steady rate v and packet size
p, which is mainly used to probe volume⁃based statistic calcu⁃
lation and control method. The second has a rate distribution
like a jump function, where three variables (v, t, p) determine
the shapes of this template as well as the size of each packet,
which is often used to probe the rate⁃based strategy.

The insight of the probing phase of counter manipulation at⁃
tacks lies in that different downlink messages have diverse ex⁃
penses for the downlink channel. Among the interaction ap⁃
proaches between the applications and the data plane, there
are mainly three types of downlink messages, i.e., Flow⁃Mod,
Statistics Query, and Packet⁃Out. Flow⁃Mod is the most expen⁃
sive one, Statistics Query comes at the second and Packet⁃Out
is rather lightweight. The latencies of timing probing packets
will vary when the switch encounters different message types.
Thus, the attacker could learn the type of message issued by
the control plane. As for indirect data plane events, the statis⁃
tic queries are usually conducted periodically by the applica⁃
tions. As a result, each of these queries would incur a small
rise for the RTTs of timing probing packets. If a subsequent
Flow⁃Mod is issued by the controller, there would be a double⁃
peak. Based on the double ⁃ peak phenomenon, the attacker
could even infer what statistic calculation methods the applica⁃
tion is taking, such as volume⁃based or rate⁃based. With sever⁃
al trails of two templates above and the variations of v and p in
a binary search approach, the attacker could quickly obtain
the concrete conditions (volume/rate values, packet number/
byte⁃based) that trigger the expensive downlink messages. The
confidential information, such as the query period and exact
conditions, helps the attacker permute the packet interval and
packet size of each flow. By initiating a large number of flows,
Flow ⁃Mod of equal number would be triggered every period,
making the hardware switch suffer extremely.

We use a simplified example (Fig. 4) to illustrate the attack.

▲Figure 3. Templates for a data plane stream.
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If an attacker obtains a series of successive double⁃peak phe⁃
nomenon (Fig. 4a) with the input of data plane stream template
1, where v is a big value, and obtains a series of intermittent
double ⁃peak phenomenon (Fig. 4b), where v is also a signifi⁃
cant value. The attacker could determine that packet number
volume ⁃ based statistic calculation approach is sensitive to
stream with a high pps. With the variations of v and p, the criti⁃
cal value of volume can be inferred to help conduct the attack.

4 FloodShield: Defending Data⁃to⁃Control
Plane Saturation Attacks
Floodshield [7] is a SDN defense framework against the data⁃

to ⁃ control saturation attacks by combining two modules, i.e.,
source address validation and stateful packet supervision. The
former validates the source addresses of the incoming traffic
and filters the forged packets directly in the data plane, since
attackers tend to commit attacks with a forged source address
to hide the locations of attack sources. Based on it, the last
module monitors the packet states of each real address and per⁃
forms network service differentiation according to the evalua⁃
tion scores and network resource usage.

As depicted in Fig. 5, the source address validation module
works when a host connects to the SDN⁃enabled network. By
snooping the address assignment mechanism procedure, the
module maintains a global Binding Table at the controller to re⁃
cord the mapping between end hosts and their IP addresses.
Based on the table, the module then takes advantage of the
multi⁃table pipeline of OpenFlow to install filter rules in table
0 and install normal flow rules in the following tables. Packets
with forged IP addresses are dropped in table 0 while trusted
packets are directly forwarded to the non⁃filter flow tables.

Since packets with real source addresses could also be har⁃
nessed to conduct attacks, a stateful packet supervision mod⁃
ule is introduced to distinguish flows by traffic features and
achieve differentiated services for different user dynamically.
The module takes packet ⁃ in rate and average flow length as
two metrics to evaluate user behavior. Users are divided into

three levels according to their evaluation scores and allocated
with different priorities. Flows with a high priority are pro⁃
cessed as usual while those with a lower priority are limited on
the rate or even dropped.

5 SWGuard: Defending Control Plane
Reflection Attacks
The basic idea of SWGuard [8] is to discriminate good from

evil, and prioritize downlink messages with discrimination re⁃
sults. SWGuard introduces a multi ⁃queue scheduling strategy
to achieve different latency for different downlink messages.
The scheduling strategy is based on the statistics of downlink
messages during the last period, which takes both fairness and
efficiency into consideration. When the downlink channel is
becoming congested, the malicious downlink messages are in⁃
clined to be put into a low⁃priority scheduling queue and the
requirements of good messages are more likely to be satisfied.
As shown in Fig. 6, SWGuard mainly redesigns two compo⁃
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◀Figure 4.
Timing⁃based patterns for the
counter manipulation attack.
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▲Figure 5. Framework Design of FloodShield.
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nents of SDN architecture. On the switch side, it changes the
existing software protocol agent to multi ⁃ queue based struc⁃
tures. On the controller side, it adds a Behavior Monitor mod⁃
ule as a basic service which assigns different priorities to dif⁃
ferent messages dynamically.

SWGuard redesigns the software protocol agent of the exist⁃
ing switch to prioritize the downlink messages. Since different
types of downlink messages have diverse requirements, SW⁃
Guard summarizes the downlink messages into four categories:
1) Modify State Messages, 2) Statistic Query Messages, 3) Con⁃
figuration Messages, and 4) Consistency Required Messages. It
also designs a Classifier to classify the downlink messages into
different queues accordingly. The first two types are related to
behaviors of hosts and applications which are sensitive to laten⁃
cy and order, so a multi⁃queue is allocated for each. The latter
two types inherit from the original single queue. With messag⁃
es in the queues, a Scheduler is designed to dequeue the mes⁃
sages with a time⁃based scheduling algorithm. For queues with
the highest priority are dequeued immediately, messages are
dequeued immediately as they arrive. However, for queues
with lower priority, different time interval is added to messages
before dequeued.

To distinguish different downlink messages with different
priorities, SWGuard proposes the novel abstraction of Host⁃Ap⁃
plication Pair (HAP) and use it as the granularity for monitor⁃
ing and statistics. Packets are recorded for each application of
each user. Assuming there are K applications in the control
plane, and N hosts in the data plane, packets should be catego⁃
rized into K ×N groups. SWGuard is designed as attack⁃driv⁃
en. When the number of downlink messages in a period is less
than a threshold, all packets are allocated with the highest pri⁃
ority. When the reflection attacks are detected, the SWGuard

starts to calculate the penalty coefficient for each HAP by com⁃
paring their required resources with their real resource occupa⁃
tion. According to the coefficient, downlink messages are en⁃
queued into queues with different priorities. Besides, multi ⁃
queues based software protocol agent may violate the consisten⁃
cy of some messages, which need to be sent in a particular or⁃
der for correctness reasons. To address this issue, a coordina⁃
tion mechanism between the Behavior Monitor and Classifier
in software protocol agent is designed.

6 Conclusions
While SDN has offered new opportunities to network automa⁃

tion and innovations, it has also introduced new security con⁃
cerns. Securing the network infrastructure is crucial to the pro⁃
motion and adoption of SDN. In this article, we review two SDN⁃
targeted attacks, data⁃to⁃control saturation attacks, and control
plane reflection attacks, along with the corresponding defense
frameworks, FloodShield and SWGuard. The two attacks are
both targeted at limited resources of SDN infrastructure, espe⁃
cially resources and limited processing capability of the data
plane. Since hardware switching systems share many common
designs like TCAM⁃based flow table, the SDN⁃targeted attacks
also provide new perspectives to the security of other emerging
architecture, e.g. the programmable data plane [10].
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1 Introduction
he introducing of software defined networking
(SDN) and network function virtualization (NFV) so⁃
lution changes the network significantly: general
hardware, virtualization software, and programma⁃

ble services. With SDN and NFV, the network operation and
maintenance cost is cut down, the utilization of resources is im⁃
proved, the network flexibility is increased, and the time ⁃ to ⁃
market of new services is considerably decreased [1].

Therefore, SDN and NFV are considered as the innovation
technology for telecommunications network evolution.

However, SDN and NFV also bring new security challenges
for telecommunication networks. These new security challeng⁃
es include:
•The physical security boundary becomes ambiguous, but the

network is still protected by static⁃deployed security devic⁃
es/appliances and passive security responses according to
provisioned security policies, which leads to low⁃efficient se⁃
curity operation and maintenance, and delayed responses to
security attacks [2].

•Network elements are created and deleted dynamically, but
security policies cannot be updated accordingly because
most security policies are updated by manual operations.
Therefore, security management and protection could not be
provided for network elements dynamically and automatical⁃
ly.

• SDN and NFV systems lack centralized security policy
scheduling cross different devices and services from differ⁃

ent vendors; no collaboration between devices always led to
inconsistence of security policy.

•With virtualization, eastbound and westbound traffic flow in⁃
formation cross different virtual machines (VMs) may not be
captured and analyzed since current security devices/appli⁃
ances could not recognize those traffic flows. Thus, the cur⁃
rent traffic monitoring and interception mechanisms do not
apply to the virtualized system and the security view of the
operator’s network may not be provided.
Therefore, the static, passive, separate and manual opera⁃

tion of traditional security defense systems does not work for
SDN/NFV networks. A dynamic, proactive, centralized and in⁃
telligent security management capability is needed.

The new framework shall utilize the key advantages of SDN/
NFV technology, such as on⁃demand capacity scale⁃ in/scale⁃
out, virtualization, centralization, and decoupling the data and
control planes. This new framework is a layered one and shall
provide security orchestration, centralized and automated secu⁃
rity policy management, and intelligent security analysis and
response [3].

This paper analyzes the security challenges of SDN/NFV
network to identify the requirements, defines a software ⁃ de⁃
fined security framework, and then describes the functional⁃
ities of each module; finally the reference implementations are
also provided.

The software ⁃ defined security framework may include the
following components [4]:
• Security controller: A security controller is introduced to

centralize and automatically control all the security devices,

T
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to gather flow traffic information and system logs from them.
The security controller also works as SDN/NFV applica⁃
tions; it interacts with the SDN controller and NFV manage⁃
ment and orchestration (MANO) to achieve the flow schedul⁃
ing and auto scaling of the virtualized security functions.
New technology (such as big data and artificial intelligence)
can be easily introduced to further improve the intelligence
of the security controller [5].

• SDN network: The SDN controller offers flow scheduling
function, whole network topology and traffic flow informa⁃
tion to the security controller.

•NFV system: The NFV MANO provides virtual machine re⁃
sources to the virtualized security function and the run⁃time
status of these VMs.

2 Typical SDN Based Security Services

2.1 SDN Based Firewall Service
The SDN based firewall service is centralized and can man⁃

age network resources and manage firewall rules flexibly. As
shown in Fig. 1, a SDN based centralized firewall management
system could manage firewall rules and switches more flexible.

By using SDN controller, a packet ⁃ filtering strategy, which
is issued by the firewall application (software or hardware),
could be easily converted to a flow table through the controller.
However, a protocol between the controller and switches (e.g.,
openflow and netconf) is only able to match up to the transmis⁃
sion control protocol (TCP) layer at present, and there is no cor⁃
responding field to set the identification information of data
packets above the TCP layer. Therefore, it cannot be achieved
to identify the information above the TCP layer firewall strate⁃
gy without changing the protocol [6].
Fig. 2 shows an example scenario of centralized firewall ser⁃

vice for switches and the process of filtering the attacking net⁃
work messages through this security system. This scenario con⁃
centrates on SDN switches and shows that how a user can man⁃
age a centralized firewall service.

As a precondition for this scenario, a security manager
should specify a new policy to firewall application when the in⁃
formation about a new attacking network message is recog⁃
nized. In order to prevent packets from including this attacking
network messages, the user adds the new policy to the firewall
application running on top of the SDN controller.

The process includes four steps:
• Step 1: A firewall application (could be software or hard⁃

ware) should specify new security policies when the attack⁃
ing network messages is warned. And these new policies
could be added to the SDN controller.

•Step 2: A new flow entry might be distributed to each switch
by a SDN controller after installing it. Therefore, the SDN
controller sends a flow insert operation that contains the
rules (e.g.,“drop packets with the attacking network mes⁃
sages file”) to all the SDN switches.
The reported new attacking network messages is either a

known attacking network messages or a“zero ⁃day”attacking
network messages. As for a known attacking network messag⁃
es, some mechanisms such as“signatures”and“thumbprints”
are developed for firewall service to detect and defend it. How⁃
ever, for a“zero⁃day”attacking network messages, it should be
scanned and detected before any countermeasure is applied to
defend it. Attacking network messages deliver malicious pay⁃
loads that could exploit some vulnerable applications or servic⁃
es. Those attacking network messages might be detected by in⁃
specting the packet payload.
•Step 3: An SDN switch adds a flow entry dropping future

packets with the attacking network messages file to its flow
table when receiving the flow insert operation about the at⁃
tacking network messages file. After that, the SDN switch
can drop the packets with the attacking network messages
file.

•Step 4: When receiving any packets with attacking network▲Figure 1. Centralized firewall service in intra⁃domain.

▲Figure 2. An example scenario of centralized firewall service.
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messages file, an SDN switch completely drops the packets.
Any packets with attacking network messages files cannot
be passed to the switches under the applied rules.
When an SDN switch receives a type of packet that it has

not processed before, it deletes this packet and sends a report
to the controller about this kind of packets. The controller ana⁃
lyzes whether this is an attack. If this is an attack, the control⁃
ler sends a message to the firewall application and Step 1 will
be executed. If not, the controller keeps a regular flow entry to
tell the switches how to handle this sequence of afterwards
packets.
2.2 SDN Based Honeypot Service

The SDN⁃based centralized honeypot can manage honeypot
places. As shown in Fig. 3, a centralized honeypot manages
switches and new routing paths to the honeypots to attract at⁃
tackers to a place used as a trap. The honeypot is configured as
the intended attack target and reports the collected information
to the centralized honeypot service [7].
Fig. 4 shows a centralized honeypot service for switches.

Adding a routing path to a honeypot scenario shows that how a
security manager can use a centralized honeypot system. This
scenario concentrates on SDN switches.

The process of adding a routing path to a honeypot instead
of the actual target includes four steps as follows:
•Step 1: A honeypot application installs new rules to the SDN

controller
A honeypot application should specify new rules when the

information about a suspicious host is reported. In order to
monitor the traffic from the suspicious host, the new rules (e.g.,
“forward packets from the suspicious host to a honeypot”) is
added to the SDN controller by honeypot application running
on top of the SDN controller.
•Step 2: The SDN controller distributes new rules to appropri⁃

ate SDN switches
The new rules might be distributed to each switch by the

SDN controller after installing it. Therefore, the SDN controller
sends a flow insert operation that contains the rule (e.g.,“for⁃
ward packets from the suspicious host to a honeypot”) to all
the SDN switches.
•Step 3: All the SDN switches apply the new rules into their

flow tables.
All the SDN switches add a flow entry forwarding future

packets from the suspicious host to a honeypot to their flow ta⁃
bles when receiving the flow insert operation about the suspi⁃
cious host. After that, the SDN switch can forward the packets
from the suspicious host to a honeypot.
•Step 4: An SDN switch executes the new rules to support

honeypot service
When receiving any packets from the suspicious host, an

SDN switch forwards the packets to a honeypot. In this way,
any packets from the suspicious host cannot be passed to an ac⁃
tual target host switch under the applied rules. The forwarded
packets are collected in the honeypot.
2.3 SDN Based DDoS⁃Attack Mitigation Service
Fig. 5 shows a centralized distributed denial of service at⁃

tack (DDoSattack) mitigation service. This service adds, de⁃
letes or modifies rules to each switch. Unlike the centralized
firewall service, this service is mainly on the inter⁃domain lev⁃
el.
Fig. 6 shows an example scenario of centralized DDoS ⁃ at⁃

tack mitigation for stateless servers. The process against Do⁃
main Name Services (DNS) DDoS attacks include four steps as
follows.
•Step 1: A mitigation application installs new rules to SDN

controller
A DDoS ⁃ attack mitigation application should specify new

rules when a new DDoS⁃attack is detected. In order to prevent

▲Figure 4. An example scenario for centralized honeypot service.
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packets from reaching servers to waste the servers’resources,
the new rule (e.g.,“drop DDoS⁃attack packets randomly with
some probability”) is added to the SDN controller. This rule ad⁃
dition is performed by DDoS⁃attack mitigation application run⁃
ning on top of the SDN controller.
•Step 2: An SDN controller distributes new rules to appropri⁃

ate switches
The new rules might be distributed to each switch by a SDN

controller after installing it. Therefore, the SDN controller
sends a flow insert operation that contains the rule (e.g.,“drop
randomly packets considered DDoS attacks with a certain prob⁃
ability”) to all the SDN switches.
•Step 3: All the SDN switches apply new rules into their flow

tables
All the SDN switches add a flow entry to their flow tables for

dropping the packets in a DDoS⁃attack when receiving the flow

insert operation about the DDoS⁃attack mitigation. After that,
the SDN switch can drop these packets with a probability pro⁃
portional to the DDoS⁃attack severity.
•Step 4: An SDN switch executes new rules to mitigate DDoS⁃

attacks
An SDN switch completely drops the packets selected when

receiving any packets in a DDoS⁃attack.
Fig. 7 shows an example scenario where the SDN controller

can manage a centralized DDoS⁃attack mitigation.
• Step 1: A mitigation application installs new rules to the

SDN controller
A DDoS ⁃ attack mitigation application should select the

switch that performs the role of proxy for TCP service. New
rule addition is performed by DDoS⁃attack mitigation applica⁃
tion running on top of the SDN controller.
•Step 2: A SDN controller distributes new rules to appropri⁃

ate switches
The installed new rules might be distributed to appropriate

switches for DDoS attack mitigation by an SDN controller. The
SDN controller then sends a flow insert operation that contains
the rule (e.g.,“generate TCP Sync+Ack for packets considered
DDoS attacks”) to all the SDN switches. Therefore, a new rule
is installed into the selected switch so that it can generate TCP
Sync ⁃ Ack packets for TCP Sync as request. If the same re⁃
quests arrive much more frequently than the expected rate, the
SDN controller selects a new switch to serve the role of server.
For the normal TCP Sync, the switch transfers the TCP session
to the corresponding server in the private network. It can also
be managed centrally by the SDN controller such that a securi⁃
ty manager can determine security policies for their services.
•Step 3: All the SDN switches apply the new rule into their

flow tables
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All the SDN switches add a flow entry to their flow tables for
dropping future packets in any DDoS ⁃ attacks when receiving
the flow insert operation about the DDoS attacks. After that,
the SDN switch can generate TCP Sync ⁃ Ack packets with a
probability proportional to the DDoS⁃attack severity.
• Step 4: An SDN switch executes the new rule to mitigate

DDoS⁃attacks
An SDN switch completely responds to TCP Sync packets

from an adversary host randomly when receiving DDoS⁃attack
packets. DDoS⁃attack requests for stateful servers are handled
by the switches instead of actual servers.

3 SDN Based Cloud Security Services
With the implementation of SDN, network security service

could be more flexible and efficient. As shown in Fig. 8, the
SDN based cloud security service solution has two main sys⁃
tem modules: the SDN based security controller and security
service pool [8].

The SDN based security controller provides security for ser⁃
vice network control and VNFs management. Based on the
SDN controller and cloud computing platform, this module im⁃
plements SDN based security control, secure VNF and service
management, cloud service customer (CSC) management, and
service⁃level agreement (SLA) monitoring [9].

Based on virtualization and NFV technology, the security
service pool is implemented with multiple network security
VNF or simply integrated with third ⁃ party security software
with open API. The security resource pool is a combination of
original physical security devices (hardware boxes such as fire⁃
wall, web application firewall (WAF), intrusion prevention sys⁃
tem (IPS)) and virtual security devices (such as virtual firewall,
virtual wireless application protocol (WAP), and virtual IPS).

These devices are abstracted with basic features and unified in⁃
terface, so that the security controller can orchestrate these se⁃
curity functions, set security policies to them, and obtain flow
traffic information from them [10].

Compared with traditional hardware⁃based network security
solutions, SDN based cloud security services have several ad⁃
vantages such as multiple service types and more flexible func⁃
tions in future networks, Internet data center (IDC) and cloud
computing platforms.

Benefited from NFV technology, the security service pool
could provide multiple virtual security resources, with lower
cost and fewer hardware resources. Many small⁃ and medium⁃
size IDC providers only implement minimized security func⁃
tion, which could only provide basic security functions such as
firewall and anti⁃DDoS devices, due to the high cost of security
hardware. With the implementation of security service pool,
the IDC provider could provide more types of security services
with lower cost, while the security of IDC and tenant network
is also enhanced.

Based on the SDN and cloud computing technology, the se⁃
curity controller could bring more flexible security service
functions. Security resources could be provided and modified
on demand. The service function chain could provide CSC pri⁃
vate security network. Security resources could automatically
migrate with the migration of tenant network and resources.
Fig. 9 defines a process of SDN based cloud security service

to the CSC, which include the following three steps.
•Step 1: CSC requests cloud security services
CSC could request cloud security services with the system

information (such as VLAN id, and IP), service type (such as
vFW and WAF), and service quantity and configuration.

•Step 2: Security controller handles the request
Configuring the CSC request (with some necessary identifi⁃
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▲Figure 8. SDN based cloud security service.
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cation methods), the security controller could handle the re⁃
quest and send another request for the basic cloud resource
(VM, cloud mirror type, network configuration, etc.) to the
cloud management platform.

• Step 3: Cloud resource generation and service function
chain implementation

The cloud management platform handles the request, gener⁃
ates the resource, and then sends the resource information
back to the security controller. The controller implements the
security function chain with the demands of CSC.

4 Conclusions
With the development of new network technology such as

SDN and NFV, network security faces some new challenges,
threats, but also opportunities. Combining and implementing
SDN and traditional network security functions could bring
more flexible, efficient, lower cost network security services to
the end customers. As the new Information and communication
technology (ICT) technologies such as 5G and artificial intelli⁃
gence (AI) are being implemented in the Internet and IDC,
more network and information security challenges would rise
up. Therefore, implementing new ICT technology in security in⁃
dustry would be a new trend [11].
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Abstract

Benefited from the design of separating control plane and data plane, software defined networking (SDN) is widely concerned and
applied. Its quick response capability to network events with changes in network policies enables more dynamic management of
data center networks. Although the SDN controller architecture is increasingly optimized for swift policy updates, the data plane,
especially the prevailing ternary content⁃addressable memory (TCAM) based flow tables on physical SDN switches, remains unopti⁃
mized for fast rule updates, and is gradually becoming the primary bottleneck along the policy update pipeline. In this paper, we
present RuleTris, the first SDN update optimization framework that minimizes rule update latency for TCAM⁃based switches. Rule⁃
Tris employs the dependency graph (DAG) as the key abstraction to minimize the update latency. RuleTris efficiently obtains the
DAGs with novel dependency preserving algorithms that incrementally build rule dependency along with the compilation process.
Then, in the guidance of the DAG, RuleTris calculates the TCAM update schedules that minimize TCAM entry moves, which are
the main cause of TCAM update inefficiency. In evaluation, RuleTris achieves a median of <12 ms and 90⁃percentile of < 15ms
the end⁃to⁃end perrule update latency on our hardware prototype, outperforming the state⁃of⁃the⁃art composition compiler CoVisor
by ~ 20 times.
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1 Introduction
s a new network architecture proposed ten years
ago, software defined networking (SDN) has been
well researched in both academia and industry.
The main reason that SDN is so concerned is its

ability to dynamically change the network states in response to
the global view. However, the response time to the network
events determines how many new network applications can be⁃
come practical. For example, the carrier network has a strict
50 ms requirement for failure recovery [1], entailing a 10 ms to
25 ms delay budget for implementing the rerouting rules. Traf⁃
fic engineering in data centers has a delay budget as short as
100 ms for the entire control loop [2], leaving less than 20 ms

delay budget for implementing flow rules. The advanced mal⁃
ware quarantine [3] in enterprise networks has an even stricter
delay budget since the threat detection is done at near line ⁃
rate and the quarantine decisions need to take effect as fast as
possible.

The processing delay of a user request can be roughly divid⁃
ed into four parts: latency inside the controller, inside switch⁃
es, and passing through the northbound and southbound com⁃
munication channels. The transmission delay in the communi⁃
cation channel can be ignored and the recent advances on
SDN controller architecture greatly shorten the processing la⁃
tency of the control plane, which leaves the rule installation la⁃
tency the primary bottleneck for the SDN control loop. Specifi⁃
cally, the recent measurement [4] exhibits a rule installation
delay ranging from 33 ms to 400 ms with a moderate to high
flow table utilization on three commercial OpenFlow switches
using ternary content addressable memory (TCAM), which is
the mainstream hardware to implement OpenFlow compatible

A
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flow tables1. In addition, the measurement also finds that the
switches can“periodically or randomly stop processing control
plane commands for up to 400 ms”, which further exacerbates
the rule installation latency.

To reduce the latency inside switches, some existing works
optimize the policy updates at different levels of the pipeline,
however, their improvements are limited. Dionysus [5], for ex⁃
ample, significantly reduces multi⁃switch policy update laten⁃
cy caused by suboptimal scheduling. CoVisor [6] and our previ⁃
ous short paper [7] minimize the number of rule updates sent
to switches through eliminating redundant updates. However,
since both approaches do not change the update mechanism on
physical switches, they all suffer from the aforementioned per⁃
rule update bottleneck. Existing TCAM update optimization
techniques, on the other hand, are either dependent on special⁃
ized multi ⁃ stage Static Random Access Memory (SRAM)/
TCAM structure [8]-[10] or only applicable to single⁃field lon⁃
gest prefix matching [11].

Based on our research, the latency bottleneck within the
TCAM⁃based SDN switches is introduced by policy update and
the TCAM update latency is the single dominant factor of the
rule update latency. Interestingly, although a single entry up⁃
date in TCAM usually has a constant sub ⁃millisecond delay,
we observe that an OpenFlow rule update sometimes triggers
hundreds to thousands of unnecessary entry moves in TCAM to
maintain rule dependency due to its unawareness of the mini⁃
mum dependency information.

In this paper, we present RuleTris, the first optimization
framework for modular composition achieving minimum rule
size and optimal rule update cost in TCAM. Our study reveals
that the minimum dependency graph (DAG) [10], [12], [13] is
the key information towards optimal rule updates. Compared
with rule priorities, the DAG is a more fundamental and pre⁃
cise representation of the rule dependency. The DAG not only
minimizes the number of rule updates sent to switches, but al⁃
so minimizes the cost of individual rule updates by cutting
90% to 99% of TCAM micro operations.

As depicted in Fig. 1, RuleTris is consisted of a front ⁃end

and a back⁃end. The front⁃end is a generic policy compiler that
produces DAGs while composing multiple flow tables. The
DAG produced by the front ⁃ end along with the flow table is
then passed to the back⁃end for update optimization. The Rule⁃
Tris back⁃end is a set of hardware⁃specific optimizers that map
the DAG into a sequence of TCAM entry moves. The optimiz⁃
ers minimize the flow table size and the number of entry moves
by exploiting the minimum dependency information.

To realize such an optimization framework, the primary chal⁃
lenge is to generate DAG efficiently. In fact, the existing DAG
extraction algorithm is prohibitively time consuming for our tar⁃
get latency [13]. To this end, we embrace the policy composi⁃
tion paradigm [14]. Our previous short paper proposes to pre⁃
serve rule dependency within Net Kleene Algebra with Tests
(NetKAT) policy compiler [15] to reduce the computation. Ex⁃
tending it for generic policy compilation is quite non ⁃ trivial
since a common flow table abstraction needs to be employed in
the dependency reservation algorithms. Furthermore, to mini⁃
mize the compilation overhead, the DAG needs to be compiled
incrementally as policies evolve over time. On the back ⁃ end,
an optimal while efficient scheduling algorithm is also needed
to map the incremental graph changes into minimum TCAM
entry moves.

RuleTris solves these challenging problems with the follow⁃
ing contributions.
1) We develop general dependency preserving algorithms that

preserve DAG along with flow table composition. The algo⁃
rithms achieve efficiency by exploiting the dependency im⁃
plications of composition operators. The algorithms are ge⁃
neric to SDN policy languages that employ policy composi⁃
tions (sequential, parallel and priority), and are guaranteed
to produce the minimum DAG.

2) We further speed up the compilation by incrementally com⁃
piling flow table changes. We employ incremental compila⁃
tion techniques and develop algorithms to handle incremen⁃
tal DAG compositions.

3) We design an efficient and generic front⁃end policy compil⁃
er that generates DAG along with flow table compositions.

DAG: dependency graph NAT: network address translation

1Our survey indicates that at least 32 out of all 48 series of OpenFlow supported switches from 13 major vendors use TCAM to implement OpenFlow compatible flow tables.
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The front ⁃end achieves efficiency by exploiting the depen⁃
dency implications of composition operators with the spe⁃
cialized data structures. Our front⁃end further speeds up the
compilation by incrementally compiling every rule update.
What’s more, the front⁃end compiler is generic to all SDN
policy languages that employ policy compositions, and is
guaranteed to produce the minimum DAG.

4) We develop efficient back ⁃ end scheduling algorithms to
map incremental DAG changes to rule updates in TCAM.
Our back ⁃ end components optimize the rule updates to
achieve provably minimum entry moves in TCAM, elimi⁃
nate redundant rules and provide support for efficient rule
caching hierarchy to scale up the size of flow tables.
RuleTris can be deployed in a variety of settings. It can be

embedded to a policy compiler, so that minimum updates can
be generated even for these incremental⁃agnostic SDN applica⁃
tions that populate non⁃minimum rule updates. It can also be
built as extensions of SDN controllers or controller hypervi⁃
sors, so that the policy composition of multiple SDN applica⁃
tions or controllers can be updated with minimum number of
operations.

We fully implement RuleTris front⁃end as a standalone com⁃
position compiler, and the back ⁃end in the firmware of data ⁃
plane programmable hardware ⁃ based ONetSwitch [16], [17].
Through hardware evaluation, we demonstrate that RuleTris
achieves a median of <12 ms and 90⁃percentile of <15 ms the
per⁃rule update latency, outperforming the state⁃of⁃the⁃art com⁃
position compiler CoVisor deployed on the same hardware
switch by ~ 20x. Our large scale emulation indicates even
greater speedup on larger TCAM size.

We give background and related work in Section 2, followed
by an overview in Section 3. We describe the front⁃end design
in Section 4, priority value assignment algorithm in Section 5
and back⁃end design in Section 6. We present our implementa⁃
tion in Section 7, evaluation in Section 8, provide discussions
on future topics in Section 9 and conclude in Section 10.

2 Background and Related Work

2.1 Background
1) Rule Updates on Physical Switches
TCAM is the mainstream hardware to implement flow tables

in hardware SDN switches. Although TCAM offers incompara⁃
ble lookup performance, current commercial TCAM solutions
are slow on rule update. Measurement studies show that a sin⁃
gle rule update can bring tens to hundreds of milliseconds of
data plane disruption on state ⁃ of ⁃ the ⁃ art switches [4], [18],
since typically conducting updates requires locking TCAM
from accepting data plane lookup requests.

Maintaining rule dependency is the main reason to blame
for the slow updates of TCAM. In fact, one rule update from
the controller can often result in massive TCAM entry moves.

This is because TCAM implements rule dependency using the
relative physical location [11], [19], i.e., a rule located at a
higher physical address has a higher matching priority. Upon
the arrival of a new rule, the switch firmware may have to move
many existing entries to keep the correct rule dependency. Fur⁃
thermore, since multiple TCAM entry updates cannot be con⁃
ducted in parallel, the massive TCAM moves eventually lead
to significant rule update latency. The approach RuleTris takes
to minimize rule update latency is to eliminate unnecessary
TCAM entry moves through maintaining a minimum DAG.

2) Rule Dependency
The predicate of a rule specifies the flow space the rule

should match. When two rules have an overlapping predicate,
the matching ambiguity needs to be resolved by specifying a
matching order. In the context of a flow table, we define the
rule dependency as the relation between a pair of rules if their
matching order changes the actual rule matching semantics.
Without loss of generality, we say Rule A is dependent on Rule
B if Rule B should be matched first.

Obviously, the dependency relations form a directed acyclic
graph, or DAG [10], [12]. The minimum DAG reveals the inher⁃
ent relationship among rules in a sense that it represents the
minimum set of the matching order constraints in order to keep
the correct classification semantics of flow space. In this pa⁃
per, we use the term DAG to refer specifically to the minimum
DAG of a flow table.

In fact, assigning rules with integer priority values is the
way OpenFlow employs to unambiguously represent rule de⁃
pendency. However, rule priority does not directly induce a set
of minimum dependency relations in a sense that two rules
with different priority values are not necessarily dependent.

3) Modular Composition
Modular composition was widely used in network program⁃

ming languages and hypervisors to provide transparent compo⁃
sition and collaboration of control plane applications [6], [14],
[15], [20]. In this paper, we compose applications with three
composition operators: parallel operator, sequential operator,
and priority operator. The parallel operator (+) creates the illu⁃
sion that multiple applications to independently process the
same traffic. The sequential operator (>) allows one application
to process the traffic before another. The priority operator ($)
gives one application the priority to act on a subset of the traf⁃
fic while yielding the control of the rest to other applications.

A composition compiler is typically used to compile the com⁃
position of applications into a semantically equivalent flow ta⁃
ble to install on the physical switches. Since applications can
act on different header fields, the result flow table usually con⁃
tains many rules that overlap with each other. All existing com⁃
position compilers use priorities to keep the dependency.
2.2 Related Work

1) Modular Composition
Several recent SDN policy languages and controllers (e.g.,

ZTE COMMUNICATIONSZTE COMMUNICATIONS 17December 2018 Vol. 16 No. 4
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Frenetic [20], NetCore [21], NetKAT [15], Pyretic [14]) support
modular composition. Generally, they take high⁃ level policies
and generate flow tables that fulfill the semantics of the se⁃
quential and parallel composition.

A recent work proposes CoVisor [6], a controller hypervisor
that assigns priority value with a convenient algebra without
changing the priority of existing rules. Although CoVisor signif⁃
icantly reduces the number of rule updates, it does not opti⁃
mize the cost of individual rule updates. Further, CoVisor as⁃
sumes that the guest controllers are able to produce optimal up⁃
dates, which is still a challenging problem for the guest control⁃
lers. In contrast, RuleTris minimizes both the number of rule
updates and the cost of individual updates in TCAM, and it al⁃
so works with incremental⁃agnostic applications/controllers.

2) Modular Composition Optimization
Our previous short paper [7] first proposed to preserve rule

dependency during compilation. It sketched a solution frame⁃
work with a compiler ⁃ specific dependency preserving algo⁃
rithm and a heuristic⁃based priority assignment strategy. Rule⁃
Tris extends the idea with two fundamental improvements.
First, RuleTris proposes a compiler ⁃ generic dependency pre⁃
serving algorithm with incremental compilation capacity in the
front⁃end. Second, the back⁃end now uses rule dependency to
minimize TCAM operations instead of rule priorities, leading
to a significant reduction in actual TCAM update time.

3) Incremental TCAM Update
Another related and well ⁃ explored topic is incremental

TCAM updates. TCAM uses the physical location to encode
the priority of entries, with lower addresses (or higher address⁃
es, depending on specific implementation) receiving higher pri⁃
ority [19]. During TCAM incremental update, TCAM controller
must maintain a correct order of entries based on the limited
knowledge of the entry dependency, which may cause moves of
existing entries. Although many algorithms have been pro⁃
posed to infer entry dependency and reduce the update cost
[8], [9], [11], it remains computationally challenging to obtain
the minimum dependency graph for a flow table with wildcard
matching and multiple matching fields. In contrast, we achieve
the update cost minimization through leveraging the minimum
dependency information generated in policy composition.

4) Incremental Compilation
Most compilers, except Maple [12], do not support incremen⁃

tal policy compilation. In practice, they simply compile the
new policies and replace the entire flow table of each switch.
On the other hand, although Maple does not support policy
composition, it introduces tree⁃style abstraction to support in⁃
cremental flow table compilation. However, Maple compiler
still makes redundant priority updates due to the consecutively
assigned priority values. RuleTris can be integrated into Maple
to provide optimal TCAM updates.

CoVisor [6] assigns priorities that lead to an inefficient us⁃
age of priority value space with priority multiply, which in turn
limits the number of controllers it can support. Also, the large

number of priority levels assigned by CoVisor aggravates to
slow rule updates of TCAM. In contrast, RuleTris discards pri⁃
ority values and use the DAG to represent rule dependency.

3 Overview of RuleTris
In this section, we first motivate the necessity of the DAG

with an example in Section 3.1. We then depict RuleTris opti⁃
mization framework in Section 3.2, followed by the optimality
claims in Section 3.3.
3.1 Benefits of DAG

The key idea for RuleTris to generate minimum update is to
represent rule dependency using DAG instead of rule priority
until the controller finally compares old and new flow tables.
Intuitively, a complete and minimum DAG as the intermediate
representation provides the controller the maximum freedom to
reuse the priority values of the existing rules, so that the gener⁃
ated updates contain no redundant priority changes.

Generally, optimally updating TCAM tables in physical
switches requires a minimum DAG. In implementing a rule up⁃
date in the TCAM table, integer priority values provide com⁃
plete dependency information and thus can be used to generate
semantically correct update schedule. For example, in Fig. 2,
Rule 6 is to be added to the flow table. As shown in Fig. 2a, ac⁃
cording to the relative priorities, Rule 6 should be placed at a
slot with a higher physical address than Rule 2 through Rule 5
and a lower address than Rule 1. Since the only available slot
is at the very end, each of Rule 2 through Rule 5 has to be
moved one slot down in order to make room for Rule 6.

However, priority values do not guarantee optimality in rule
updates. In fact, the integer priority representation implies that
all rule pairs with different priority values have dependency,
which introduces a huge amount of non ⁃ existing dependency
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b) Update with DAG
▲ Figure 2. An example rule insert in a TCAM table. The original
TCAM table has five entries (Rules 1⁃5) and one empty slot in the end.
Rule 6 needs to be inserted between Rules 1 and 2. In a), the firmware
schedules the insertion plan according to the dependencies implied by
the priority values, therefore Rule 2 through Rule 5 are moved in order
to preserve their relative positions. In b), however, the DAG indicates
the newly inserted Rule 6 has no dependency with Rules 3 and 4, there⁃
fore only Rules 2 and 5 need to be moved.

a) Update with priority
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constraints. During the rule update, these redundant dependen⁃
cies lead to unnecessary TCAM moves.

Instead, the DAG represents a minimum set of dependency
constraints and guarantees to produce the optimal update
schedule (we will show the optimality in Section 3.3). For ex⁃
ample, Fig. 2b shows the optimal update schedule guided by
the DAG. Since Rule 6 and Rule 2 has no overlapping flow
space with Rule 3 and Rule 4, the optimal update schedule on⁃
ly needs to make two extra entry moves instead of four.

The above example shows the benefit of the DAG in schedul⁃
ing rule updates. In fact, maintaining the DAG provides a se⁃
ries of other benefits. For example, the DAG makes it straight⁃
forward to generate a flow table without rules that are entirely
obscured by higher priority rules. By scanning the flow ⁃ table
in the topological order of the DAG, we can easily eliminate
the redundant rules that will never be matched or do not alter
the data plane behavior. Also, DAG enables an efficient way to
support arbitrarily large flow tables through rule caching [13].
3.2 End⁃to⁃End Optimization Framework

The above example shows the importance of the DAG, and
leads us to the design of RuleTris optimization framework as in
Fig. 1. RuleTris optimization framework is comprised of the
front⁃end composition compiler and the back⁃end optimizers.

1) Front⁃End
RuleTris allows administrators to compose multiple control⁃

ler applications or controllers through composition operators.
Such capacity is provided by a general ⁃ purpose composition
compiler that makes up the RuleTris front ⁃end. The RuleTris
composition compiler interfaces with applications or control⁃
lers, accepting their proactive or reactive modification of the
network policies. Similar with other composition compilers, the
RuleTris composition compiler is configured by the administra⁃
tor to compose the application policies into a single policy im⁃
plementation for physical network devices. Inspired by previ⁃
ous works, RuleTris allows policy composition with parallel op⁃
erator (+), sequential operator (>) and priority operator ($) with
similar semantics as previous modular composition compilers
[6], [7], [14], [20].

Except the compiled flow tables, RuleTris further generates
the DAGs to resolve the matching ambiguity, which replaces
the integer priority values used in other composition compilers.
Upon the arrival of proactive network policy installation, Rule⁃
Tris compiles the policies in batch, and supplies the back⁃end
with a fresh flow table with the entire DAG. Upon the arrival of
reactive policy updates, RuleTris compiles the policy updates
in an incremental manner, and supplies the back⁃end with in⁃
cremental rule inserts, deletes and modifications together with
the updates to the DAG.

RuleTris does not require applications/guest controllers to
be dependency ⁃ aware. If an application populates prioritized
flow tables, RuleTris can extract the DAGs from the prioritized
flow tables.

2) Back⁃End
The RuleTris back⁃end optimizers exploit the benefits of the

DAG and optimize the actual rule installation/update process
in the physical switches. For now, RuleTris provides three back⁃
end optimizers. The update scheduler conducts hardware⁃spe⁃
cific optimization with DAG, and generates minimum⁃size up⁃
date schedule to implement rule updates in TCAM tables. The
redundancy eliminator removes all the semantically redundant
rules. The CacheFlow manager manages multiple ⁃ level rule
cache structure and conducts rule eviction guided by the DAG
[13]. The RuleTris back ⁃ end directly generates sequence of
TCAM entry moves.

3) Front⁃End/Back⁃End Communication
In this paper, we assume the RuleTris back⁃end is placed in

the firmware of physical switches. The front ⁃end to back⁃end
communication is carried through the control channel, e.g., the
OpenFlow protocol. RuleTris extends OpenFlow protocol with
a DAG extension using the customizable experimenter mes⁃
sage, so as to allow the protocol messages to carry DAGs or
DAG updates together with flow modification/delete messages.
Alternatively, RuleTris back⁃end can also be co⁃ located with
the front⁃end. In this way, no special front⁃to⁃back channel for
DAG is necessary but the control channel needs to be extend⁃
ed to expose the TCAM internal layout.
3.3 Optimality Guarantees

RuleTris provides several optimality guarantees with the
help of DAG and proper back ⁃ end optimizers. We show how
the optimality is achieved in Section 6.

Claim 1: With DAG, the back⁃end can generate a flow table
without obscured rules and floating rules.

Through a simple topological scanning, RuleTris can elimi⁃
nate all the redundant rules generated during modular composi⁃
tion, including the rules obscured by higher priority rules (or
obscured rules) and the rule having the same actions with low⁃
er priority but more general rules (or floating rules).

Claim 2: With DAG, the back ⁃ end can generate the mini⁃
mum number of entry moves that correctly implements a specif⁃
ic rule update in a TCAM.

This is because the dependency constraint is the only con⁃
straint to observe during rule updates in TCAM, and the DAG
precisely provides the minimum set of dependency constraints
regarding a rule update. The proof is provided in the Appendix.

4 Front⁃End Compiler
The RuleTris front⁃end is an incremental composition com⁃

piler that compiles forwarding policy updates from SDN appli⁃
cations into rule updates and DAG updates for data⁃plane flow
tables. State⁃of⁃ the⁃art incremental compilation technique al⁃
lows us to compile rule updates with integer priority in a few
milliseconds [6]. However, the brute⁃force way to extract DAG
from prioritized flow tables has the high time complexity [7],
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[13]. In practice, it can consume minutes in processing a flow
table with a few thousand rules.

Alternatively, we choose to maintain the DAG along with the
compilation process. The idea was first introduced in our previ⁃
ous short paper [7]. In this section, we extend the NetKAT⁃spe⁃
cific DAG preservation algorithm into an incremental and com⁃
piler ⁃ generic front ⁃ end by exploiting efficient data structures
and algorithms. We first give some background on the modular
composition (Section 4.1). Then, we show how we build the
DAG along with the composition with linear time complexity
(Section 4.2). We present the incremental techniques to further
accelerate the compilation of DAG updates (Section 4.3).
4.1 Modular Composition Basics

The ultimate goal of a composition compiler is to combine
multiple member policies (or flow tables) into a single result
policy. To do so, the existing compilers use the composition
configuration (e.g., (A >B) +C ) to guide the recursive composi⁃
tion compilation. Then, for each composition operator, the com⁃
piler combines the two member flow tables ( T1 and T2 ) intothe result flow table ( T3 ) according to the semantic of the oper⁃
ator. For parallel and sequential operator, the compiler explicit⁃
ly iterates over rule pair (r1, i,r2, j) ∈ T1 × T2 in a descending prio⁃
rity order, and calculates the result rule with an operator⁃spe⁃
cific function para(r1,r2)/seq(r1,r2):R ×R→R , where R is the
universe set of rules. For parallel operator, the function
para(r1, i,r2, j) produces a result rule with the match by taking
the intersection of r1, i.mat ch and r2, j.mat ch and with the a⁃
ctions by taking the union of r1, i.actions and r2, j.actions . For s⁃equential operator, the function seq(r1, i,r2, j) produces a result
rule with the match by first applying r1, i.actions onto
r1, i.match and then intersecting with r2, j.match , and with the a⁃
ctions by taking the union of r1, i.actions and r2, j.actions . Forpriority operator, the compiler simply stacks the rules in T1 on
top of T2 by configuring rules in T1 with higher priorities than
rules in T2 . The reader can refer to previous policy compilers
for detailed description of the composition process2 [15], [21].
4.2 Preserving DAG During Composition

To construct the DAG during the process of a composition
operator, the RuleTris compiler needs algorithms to infer the
precise dependency relations in the result flow table from the
operand DAGs. In addition, we also need efficient data struc⁃
tures to keep the DAGs and the DAG updates.
4.2.1 Parallel Composition

The parallel composition of T1 and T2 is calculated by tak⁃
ing cross⁃product of the operands. Similarly, the DAG of the re⁃
sult flow table is also calculated by taking the equivalent

graph cross ⁃ product. Denoting two operand graphs as G1 and
G2, the graph cross⁃product is defined intuitively as
1) The vertex set of G1× G2 is the set cross⁃product V(G1)× V(G2);
2) There is a directed edge r1, i,r2,m → r1, j,r2,n in G1×G2 if

and only if either i) r1, i = r1, j and r2,m → r2,n ; or ii)
r2,m = r2,n and r1, i → r1, j .
The correctness proof is intuitive. Consider rule r1 depends

on rule r2 , i.e., r1 overlaps with r2 and semantically r2 has a
higher priority than r1 . When we intersect both of them with a
third rule r , the two result rules (r1 ⋂ r) and (r2 ⋂ r) still
overlap with each other, unless either of them has an empty
match.

There are two cases that need special treatment. First, when
the parallel composition of any rule pair results in an empty
match, the corresponding vertex of this rule should not be add⁃
ed to the result DAG. For example, in Fig. 3, we have two flow
tables T1 and T2 taking the parallel composition. Specifically,
T1 contains four rules (A, B, C, D) and T2 contains two rules (M,
N). In the figure, the match space of the rules is visualized and
the actions are omitted. To obtain the result DAG, the compiler
first takes a cross ⁃ product of the operand DAGs. Then, the
compiler crosses out the vertices of all the rules with empty
match (DN and CN), and removes their adjacent edges from
the DAG as well. Finally, the minimum DAG is obtained as
shown on the right.

The second case is when two result vertices are adjacent but
the corresponding rules have the same match. In this case, the
higher priority rule entirely obscures the other one, so the lat⁃
ter becomes redundant. Although the redundant rules should
be maintained within the compiler for the correctness of the fu⁃
ture incremental rule removals, it is favorable to eliminate
such redundancy in the current output.

We design a two⁃ level nested graph structure to efficiently
handle such redundancy. On the higher level, the compiler us⁃
es the rule match as the key to index the vertices, which we
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b) Rule dependency inference
2We assume all flow tables have a default match⁃all rule with a pseudo“pass”
action, which passes the packet to the next flow table composed with the priority
operator or drop the packet if there is not the one.

▲Figure 3. Example 1 of dependency construction in parallel
composition: cross⁃product and empty rule removal.
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call key vertices. Therefore, multiple rules with the same
match will fall into the same key vertex. If more than one rule
is inserted into one key vertex, the dependency relations be⁃
tween those rules are recorded as a nested sub⁃graph. Within
any key vertex, there must exist one single highest priority
rule, because otherwise the composed flow table is ambiguous.
When the compiler populates the flow table from the DAG, the
highest priority rule is used to represent the key vertex, as it
obscures all other rules in this key vertex.
Fig. 4 shows an example of the parallel composition of T1and T2 . After the cross⁃product of the operand DAGs, we see

several sets of vertices have the same match (e.g., BN, DN and
DM). The compiler indexes these equivalent vertex sets with
the nested graph data structure, which populates the flow table
without redundant matches.
4.2.2 Sequential Composition

In Section 4.1, the existing compilers calculate sequential
composition of T1 and T2 in a two⁃level loop. The inner loop is
similar to parallel composition. Each rule r1, i in T1 produces
a partial flow table r1, i > T2 . For the outer loop, different pa⁃
rtial flow tables are stacked by the priorities in T1 . This is be⁃
cause if r1, i.priority > r1, j.priority , the partial flow table pr⁃
oduced by r1, i will always be matched prior to that by r1, j .

The DAG of the sequential composition can be also obtained
through a similar two⁃level loop. For each rule r1, i in T1 , the
DAG of the partial flow table r1, i > T2 is calculated by taking a
cross ⁃ product, similar to the parallel composition. Then, the
partial DAGs of the partial flow tables are stitched together ac⁃
cording to the dependencies in T1 , i.e., if r1, i → r1, j in T1 , the
partial DAG induced by r1, i is also dependent on the partial
DAG by r1, j .
Fig. 5 shows an example of the sequential composition be⁃

tween T1 and T2 . As shown in the middle of Figure 5b, the
partial DAGs in the three large circles are derived from the de⁃

pendencies of T2, e.g., X → W derives AX → AW, BX → BW
and CX → CW. Meanwhile, the dependencies between partial
DAGs are derived from the dependencies of T1 , e.g., C → A
derives (CW, CX, CY, CZ) → (AW, AX, AY, AZ). Finally, after
eliminating empty and redundant rules, we get the optimal flow
table and its DAG of T3 shown on the right of Fig. 5b.

In some cases, the dependency relations between partial
DAGs (or“mega”dependencies) need further refinement to
produce a minimum set of the dependency relations. More pre⁃
cisely, we can create a mega edge from rule set A to rule set B,
if for every rule pair <a, b> (a ∈ A, b ∈ B) we have either a → b
or a is independent with b. We defer the detailed discussion to
Section 4.2.3.
4.2.3 Priority Composition

The priority composition of T1 and T2 is derived by stack⁃
ing the flow tables by priority. Therefore, the priority composi⁃
tion of DAGs can be calculated by stitching the operand DAGs
with a mega dependency relation from T2 to T1 .The challenge comes from resolving the mega dependency
between T1 and T2 into dependencies between individual
rules. Theoretically, the dependency relation between T1 and
T2 does not necessarily derive the dependency between an arb⁃
itrary rule in T1 and an arbitrary rule in T2 , since they may
not overlap with each other. In order to obtain a minimum set
of the dependency relations, the compiler needs to efficiently
verify any possible rule dependency.

RuleTris compiler resolves the mega dependency relations
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b) Rule dependency inference.
▲Figure 4. Example 2 of dependency construction in parallel
composition: equivalent rule reduction.

a) Flow space of rules

▲Figure 5. Example of sequential composition.

b) Rule dependency inference
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with the following recursive procedure.
First, the mega dependency from T2 to T1 is resolved to a

set of tentative dependency relations from every sink vertex of
T2 to every source vertex of T1 , where source vertices (sink
vertices) are defined as the vertices that has no incoming (out⁃
going) edges. For example, in Fig. 6, the mega dependency re⁃
lation is resolved to tentative edges A → Z and B → Z.

Then, for each tentative dependency relation (or edge) r2 →
r1, the compiler explicitly checks whether the matches of the
two rules r1 and r2 overlap. If so, edge r2 → r1 is put into the re⁃
sult DAG. Otherwise, the compiler recursively generates tenta⁃
tive edges as follows.
•For every predecessor of r2, say r3, if edge r3→ r1 does not ex⁃

ist in the DAG already, the compiler adds it to the set of ten⁃
tative edges, as r3 has a more general match than r2 and may
overlap with r1. For example, in Fig. 6, assuming A and Z do
not overlap, the compiler will add C → Z and D → Z as ten⁃
tative edges (red dashed edges).

•For every successor of r1, say r4, if edge r2→ r4 does not exist
already, and meanwhile r1.match is not strictly more general
than r4.match (meaning r1.match − r4.match, ∅ in flow
space), the compiler also adds the edge r2 → r4 to the set of
tentative edges. This is because r2 may overlap with r4 on the
excessive flow space r1.match− r4.match. For example, in
Fig. 6, the compiler will also add A → X and A → Y as ten⁃
tative edges (blue dashed edges).
In this way, the compiler continues resolving tentative edges

until the set of tentative edges is empty.
Finally, Fig. 7 shows an example of the priority composition

between T1 and T2 . The compiler first adds a mega edge be⁃
tween the DAGs of T1 and T2 . Then, the mega edge is re⁃
solved to a tentative edge from W to C. Because W does not
overlap C, this tentative edge sprouts to tentative edges X → C
and Y → C. Note, W → A is not added as a tentative edge be⁃
cause A.match is strictly smaller than B.match. Finally, edge
X → C is added to the result DAG.
4.3 Incremental Compilation

Ideally, when processing a rule update, the composition com⁃
piler should only recompile the rules and the partial DAG that
change during the update. We observe that most part of a DAG
will not change during a rule update, which indicates the op⁃
portunity of dramatic performance improvement over recompi⁃
lation from scratch.

RuleTris’s incremental compilation technique is built on
top of existing incremental composition technique. Previous
study [6] proposes an efficient indexing structure for flow ta⁃
bles, which allows the compiler to efficiently find the rules that
overlap with a target rule. RuleTris employs this technique to
avoid redundant computation.

The key technique RuleTris introduces is the mechanism to
compile DAG update. Upon the arrival of a rule update with de⁃
pendency change in the member policy, the RuleTris compiler
calculates the delta DAG as follows.

1) Rule insert
Consider a composition of T1 and T2 . When the compiler

receives a rule insert r1 with the dependency change in T1 , thecompiler first computes all the additional rules to be added in
result similar to CoVisor. For parallel and sequential composi⁃
tion, it does so by looking up T2 ’s index for the rules that
overlap with r1, and apply composition function para(r1,r2)/seq(r1,
r2). For priority composition, r1 is simply inserted into the result
flow table. Then, the compiler calculates the changes in the
DAG of T3 . It adds vertices representing the rules inserted in⁃
to the DAG. Further, the compiler handles dependency chang⁃
es for the composition operators as follows:
•For parallel composition, the compiler takes a cross⁃product

of the additional partial DAG in T1 and the full DAG of T2 ,and the result partial DAG is added to T3.graph .
•For sequential composition, if r1 belongs to the left operand

(i.e., T1 > T2 ), the compiler composes r1 with T2 and adds
the result partial graph to T3.graph. The compiler also adds
the edges associated with r1 to T3.graph as mega dependen⁃
cy relations, and resolves them with the same procedure in
Section 4.2.2. If r1 belongs to the right operand (i.e.,
T2 > T1 ), the compiler composes every rule in T2 with r1,
and adds the result partial graph to T3.graph . The compiler
also resolves the mega dependencies in T3.graph , since r1
may change the actual edges the mega edges are resolved to.
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a) Rule tables

▲Figure 6. Resolving mega dependency relations. ▲Figure 7. Example of priority composition.
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•For priority composition, the compiler first adds the edges
associated with r1 to T3.graph , and then resolves the mega
dependency relation created by the priority operator.
RuleTris further accelerates the above graph compositions

with the rule indexing structure. When taking a partial cross⁃
product or sequential composition, the compiler only processes
the partial DAG of T2 whose rules overlap with r1, because
composing r1 with any rules not overlapping it will result in an
empty rule.

2) Rule delete
When a rule is deleted in a member flow table, all the rules

that are composed from the deleted rule are to delete in the re⁃
sult flow table. If a deleted rule has both predecessors and suc⁃
cessors in the DAG, the compiler will add tentative edges from
every rules in the predecessor set to every rules in the succes⁃
sor set. Then, the compiler verifies the tentative edges in the
same way as in Section 4.2.3.

3) Rule modification
RuleTris handles rule modification equivalently as one de⁃

lete plus one insert.

5 Assigning Priority Values
Another challenging step in RuleTris minimum update

framework is to assign discrete priority values to the rules in
the new flow table. The priority value assignment must observe
both the dependency constraint and the integer priority con⁃
straint. The objective of this step is to reuse as many rule prior⁃
ities as possible, so as to minimize the number of priority
changes on existing rules. We formulate the optimization prob⁃
lem as follows.
5.1 Problem Formulation

The prioritizer takes as input a directed dependency graph
with its vertices representing rules. There are two types of verti⁃
ces. Some vertices are annotated as retained and each of them
is associated with a priority value, which is an integer within a
given range. The other vertices are annotated as new and they
are not associated with any value. The output of prioritizer is a
mapping from the vertex set to the set of priority values that
preserves the dependency constraint, i.e., if there is an edge
from Vertex A to Vertex B, their priority values must satisfy pri
(A) < pri(B).

When we only consider one batch policy update consisting
of multiple rule updates, the quality of the output is measured
by the number of priority changes, i.e., the number of retained
vertices whose priority values are changed. We define batch
priority assignment problem as the problem to find the priority
assignment with the minimum number of priority changes.

When we consider a sequence of batch policy updates,
where upon each update the prioritizer does not know about
the future updates, the quality of the output sequence is then
measured by the total number of priority updates. We define it

as online priority assignment problem, which is an online ver⁃
sion of the previous optimization problem.
5.2 Batch Priority Assignment

We solve batch priority assignment problem optimally
through dynamic programming. The key idea is to iteratively
find the optimal priority assignment for a subset of the new
flow table. The algorithm is detailed in Algorithm 1.

The algorithm traverses the new flow table in the topological
order regarding the dependency graph, so that when it visits a
vertex, the optimal solution for all its parent vertices have been
calculated. PS[v] [k] records the minimum number of priority
changes of all v’s ancestor vertices when v is assigned with pri⁃
ority value k. As it proceeds, the algorithm incrementally ex⁃
plores all possible priority assignments based on previous opti⁃
mal solutions. Thus, this algorithm guarantees to output a glob⁃
al optimal priority assignment.
5.3 Online Priority Assignment

Assigning priority values entails a stochastic process requir⁃
ing an online strategy: the previous priority assignment deci⁃
sion will become an“existing state”and affect priority assign⁃
ment of the next policy update. A static optimization solution is
impossible due to the uncertainty of the future updates. In⁃
stead, we opt for a heuristic approach based on the intuition
that a more evenly scattered distribution of priority values re⁃
duces the chance of future priority changes.

We formulate the evenness of a priority distribution as the
minimum priority gap, i.e., the smallest priority value differ⁃
ence between two adjacent rules. By maximizing the minimum
priority gap, we achieve a more“balanced”priority value dis⁃
tribution.

We integrate the heuristic into the previous algorithm by us⁃
ing it to select the most balanced priority assignment among
the huge amount of optimal assignments discovered by the pre⁃
vious algorithm. The algorithm is detailed in Algorithm 2. Spe⁃
cifically, MG[v][k] records the evenness indicator of all optimal
priority assignments of all v’s ancestor vertices with v assigned
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to priority k.
5.4 Improve Algorithm Speed

Denoting the flow table size as m and the maximum priority
number as n, the time complexity of Algorithm 1 and Algo⁃
rithm 2 is the state table size O(mn) times the complexity of
state transition function O(n). Considering a typical m of thou⁃
sands and n of 65536, it can take days to calculate an optimal
assignment. Therefore, speeding up the algorithm is necessary.

The key idea to speed up the algorithm is to compress the
state table size. Intuitively, considering assigning priority for
the highest priority rule in a sub⁃flow table, the minimum num⁃
ber of priority change (PS[v] [k]) is always a step function of k,
because the function value only reflects the combination of re⁃
tained/changed state of the ancestor rules. Specifically, we can
prove the step function only has no more than 3d stages, where
d is the length of the longest path of the dependency graph.
Therefore, instead of recording n PS values for each vertex, we
only need to characterize the step function with less than 3d
step points of k and the corresponding function values.

As a result, the time complexity of Algorithms 1 and 2 can
be reduced to O(md2). In practice, the optimized algorithms typ⁃
ically calculate the optimal assignments within a few hundred
milliseconds for flow tables with thousands of rules.

6 Back⁃End Optimizer
The DAG and DAG updates generated by RuleTris front ⁃

end are exploited by RuleTris back⁃end to conduct optimiza⁃
tion to TCAM updates. RuleTris has three back⁃end optimiz⁃
ers: update scheduler, duplication eliminator and CacheFlow
manager. With them, RuleTris can provide guarantees to con⁃
duct rule updates with minimum number of TCAM moves, to
compile minimum⁃size flow tables with no redundant rules and
to provide support for efficient rule caching hierarchy.
6.1 Update Scheduler

The update scheduler exploits the DAG to optimize the rule

update process in TCAM. When there are entries conflicting
with each other on the match patterns, the entry located on the
highest physical address wins. As a result, the switch firmware
must maintain a correct ordering of rules during TCAM update.

Typically, the switch firmware works as follows. Upon the ar⁃
rival of a rule insert, the firmware first checks the dependency
relations (usually in the form of priority) with the layout of ex⁃
isting rules and looks for the range of locations that satisfy the
dependency requirements. Then, it checks if there are empty
slots within that range. If so, it picks a slot and writes the new
rule in it. Otherwise, the firmware has to move the existing
rules for an extra slot.

Integer priority value provides a poor clue of actual rule de⁃
pendencies, and leads to massive redundant TCAM moves. Ru⁃
leTris update scheduler exploits the DAG to optimize the
TCAM updates. The RuleTris update scheduler first checks if
there is an empty slot that satisfies the dependency constraints
of the new rule. If so, the new rule is written to the slot. Other⁃
wise, the update scheduler calls Algorithm 3 to search for an
entry moving chain, which starts with the new rule and ends
with an empty slot (e.g. J → D → A → Slottop in Fig. 8). Final⁃
ly, the new rule is inserted by moving every rule in the moving
chain one slot downstream. The optimality proof of Algorithm 3
is provided in the Appendix.

For example in Fig. 8, Rule J is to be inserted and its rela⁃
tive dependency is shown with the dotted arrows. The schedul⁃
er first finds the inserted location range between D and E,
which has no slot available. Next, the scheduler looks for the
nearest slots, which are located on the top and bottom of the
figure. Then, the scheduler searches for moving chains, which
are J → D → A → Slottop on the upper side and J → E → F →
Slotbottom on the lower side. Since the number of entry moves is
the same, a final update decision is picked on a random basis.
6.2 Redundancy Eliminator

The redundancy eliminator uses the DAG to remove redun⁃
dant rules. Specifically, we observe two types of redundancy in
flow tables:
1) Obscured rules. If a rule is entirely obscured by higher prior⁃

ity rules, no data plane packet will match this rule.
2) Floating rules. Consider two rules immediately adjacent in

DAG. If they share the same actions and the lower⁃priority
rule has a more general match than the higher⁃priority one,
the higher ⁃ priority rule is redundant because removing it
does not change the data plane behavior of the flow table.
RuleTris redundancy eliminator conducts one⁃time scan in a

topologically decreasing order to remove the above types of re⁃
dundant rules. Specifically, for each rule visited, the redundan⁃
cy eliminator accumulates the match with a flow space union.
If a visited rule is entirely obscured by the current accumulat⁃
ed match, it is an obscured rule and should be removed. If a
visited rule has the same actions with any of its predecessors
and its match is narrower than the predecessor, it is a floating
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rule and should be removed.
6.3 CacheFlow Manager

CacheFlow manager maintains a hierarchy of rule caches

and helps scale up the size of physical flow tables with larger
but slower flow table implementations, such as in SRAM. This
technique was proposed in previous work [13]. The key idea is
to maintain the correct dependency of the partial flow table in
high⁃speed cache by inserting“cover ⁃set”rules that redirect
data plane packets to low⁃speed matching hardware. We refer
the reader to the original paper for details.

7 Implementation
We implement RuleTris front ⁃ end composition compiler

with 5k lines of Java code. For comparison, we also implement
a baseline composition compiler, which recompiles from
scratch for each update, and the CoVisor composition compiler
[6], which does efficient incremental composition using the pri⁃
ority algebra.

We implement RuleTris back ⁃ end optimizers by extending
the ONetSwitch firmware with 3k lines of C code [16]. ONet ⁃
Switch is hardware based all programmable SDN switch which
allows us to fully amend the firmware for RuleTris. We extend
OpenFlow v1.3 protocol with DAG support using experimenter
messages. The extension can carry both full DAGs and incre⁃
mental DAG updates from the front⁃end to the firmware back⁃
end. In the experiments, RuleTris composition compiler uses
the extended OpenFlow to talk to RuleTris back⁃end firmware,
while the baseline compiler and the CoVisor compiler use the
original ONetSwitch firmware with full OpenFlow v1.3 support.

8 Evaluation

8.1 Methodology
a) Experiment Setup
We evaluate RuleTris under three scenarios. The first two

evaluate the rule update efficiency of RuleTris with parallel
and sequential compositions. The third one evaluates the rule
swapping efficiency with the CacheFlow back⁃end. In each sce⁃
nario, we conduct hardware experiments using aforementioned
ONetSwitch with a 256 entry TCAM flow table, and stress Ru⁃
leTris with larger flow table updates through firmware emula⁃
tion. Except as otherwise noted, we maintain a reasonably high
TCAM load factor of 0.90 in the emulation experiments.

We run all composition compilers on top of Ryu controller
[22]. The front ⁃ end compilation and the back ⁃ end emulation
are done on a Linux workstation with 4 cores at 2.8 GHz and 8
GB memory.

In the experiments, we compare RuleTris with the following
composition compilers.
•Baseline. The baseline compiler recompiles the new flow ta⁃

ble from scratch for every rule update and assigns sequen⁃
tial priority values to the new flow table.

•CoVisor. The CoVisor compiler conducts incremental compi⁃
lation to rule updates with the efficient rule indexing struc⁃
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▲Figure 8. Example of TCAM move optimization.
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ture. It assigns priority to new rules using a convenient alge⁃
bra that prevents reprioritizing.
b) Dataset

•L3⁃L4 monitoring + L3 router. In this scenario, the L3⁃L4
monitoring app collects flow statistics in parallel with a L3
router conducting IP⁃based forwarding. We generate moni⁃
toring rules using network filter generation tool ClassBench
[23] with the firewall configuration. L3 router rules are also
generated using ClassBench, but with the IP chain configu⁃
ration.

•L3⁃L4 NAT > L3 router. L3 router rules are generated simi⁃
lar as above. L3 ⁃L4 network address translation (NAT) ta⁃
bles are randomly generated based on the IP addresses and
TCP/User Datagram Protocol (UDP) ports of the router rules.

• CacheFlow rule swapping. CacheFlow picks a subset of
rules from a full rule set to put in cache. In our experiment,
the full rule set is a forwarding rule database with 1000
rules generated similar as previous L3 router rules. A set of
rules is randomly selected to be installed in the TCAM, as
well as the necessary cover ⁃ set rules that ensure correct
matching semantics. Then, a sequence of swap ⁃ in/swapout
operations is randomly generated to mimic the cache swap⁃
ping behavior.
c) Metrics
In Figs. 9, 10, and 11 the bars show the median, and the er⁃

ror bars show the 10th and 90th percentiles.
•Compilation time. It is the computation time for compiling

the rule update in the front⁃end.
•Firmware time. It is the computation time for calculating the

update schedule from a priority⁃based or dependency graph⁃
based rule update in the switch firmware. In hardware exper⁃
iments, this time is measured on the 800 MHz ARM Cortex⁃
A9 CPU on ONetSwitch by switch firmware. In the emula⁃
tion experiments, the firmware time is measured on the
workstation emulating the physical switch.

•TCAM update time. It is the actual time to conduct rule up⁃
dates on the TCAM. Since TCAM moves are conducted se⁃
quentially and each TCAM move costs a fairly constant
amount of time, we use the total number of moves times the

average latency of a TCAM move (0.6 ms) to estimate the
TCAM update time in emulation experiments.

8.2 Experimental Results
Fig. 9 shows the results of L3⁃L4 monitoring + L3 router. In

this experiment, we initiate L3 ⁃L4 monitoring table with 100
rules and L3 router with 250 to 4k rules to show how the over⁃
head increases. We sequentially feed 1000 updates to compil⁃
ers, each update contains one rule delete and one rule insert to
the L3⁃L4 monitoring table. The size of L3 routers is set to 78
in the hardware experiment (first group) in order to fit the 256⁃
entry TCAM.

The TCAM update time, compilation time and firmware time
are shown in Figs. 9a, 9b and 9c respectively. The baseline
compiler is by far the slowest regarding all three metrics. This
is because it recompiles the flow table in every round with new
priority value assignments, and thus generates a large amount
of redundant rule updates that only modifies the rule priority.
In the hardware experiment, RuleTris exhibits 20x faster total
update time than CoVisor adding all three latency components
together. And emulations indicate even greater differences.
Among three latency components, TCAM update time contrib⁃
utes the most. RuleTris has the fastest and a fairly constant la⁃
tency in TCAM updates. This is because RuleTris maintains
the DAG that helps the firmware to calculate the optimal up⁃
date schedule. Since CoVisor does not keep DAG, it is the fast⁃
est in compilation and firmware time, but spends 1 to 3 orders
of magnitude more time on TCAM update. Note, the hardware
experiment shows a higher firmware time than emulations be⁃
cause of the different capacity of the processors.
Fig. 10 shows the result of L3⁃L4 NAT > L3 router. Same as

the previous experiment, we initiate L3⁃L4 NAT table with 100
rules and L3 router with 250 to 4k rules to show how the over⁃
head increases. We sequentially feed 1000 updates to compil⁃
ers, each update contains one rule removed from and one rule
inserted to the NAT table. The size of L3 routers is set to 126
in the hardware experiment. Again, we observe RuleTris exhib⁃
its about 20x faster total update time than CoVisor due to the
time saved in the TCAM updates.
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HW: hardware TCAM: ternary content⁃addressable memory

▲Figure 9. Rule update overhead of L3⁃L4 monitoring + L3 router. The first group (HW) is hardware experiment results and the rest are emulation results.
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Fig. 11 shows the result of CacheFlow rule swapping. In this
experiment, we create a two⁃level CacheFlow with the physical
switch as the first level. We vary the load factor of the first lev⁃
el from 0.8 to 1.0. We compare the rule swapping efficiency of
RuleTris with the priority ⁃based update firmware. We initiate
the CacheFlow manager with a thousand L3 forwarding rules.
We randomly select 205 to 256 rules (according to the load fac⁃
tor) to install into the first level. We sequentially feed 1000 up⁃
dates to the CacheFlow manager; each update contains one
rule delete and one rule insert to the TCAM table.

The TCAM update time and firmware time are shown in
Figs. 11a and 11b respectively. As expected, RuleTris’s DAG
based updates show a dominant advantage over the priority ⁃
based updates. The median of RuleTris TCAM update time
ranges from 0.6 to 1.2 milliseconds, whose bars can be barely
seen in the figure. In contrast, priority⁃based updates costs 40
to 100 milliseconds per rule swapping, and the per ⁃operation
cost increases significantly with the TCAM load factor. The
long tail of the RuleTris update time is due to some of the swap⁃
in rules that have dense dependency with the rules in cache,
which leads to multiple entry moves in TCAM.

9 Discussion
1) Multiple Tables

RuleTris currently optimizes updates to a single flow table.
Switches typically have multiple tables. Depending on the or⁃
der of execution of the tables, we can further minimize the rule
updates. For example, if we have two TCAM tables in a pipe⁃
line, the dependencies between the two modules in a sequen⁃
tial composition can be decoupled by placing the first one in
the first TCAM and the second module in the second TCAM.
Similarly, if we have two TCAM tables that operate in parallel
and the actions are both applied, we can decouple the depen⁃
dencies of the two modules in a parallel composition. However,
the number of tables in a hardware switch is limited. RuleTris
can support more module compositions than the number of
physical flow tables. We leave the effective distribution of
rules to multiple flow tables to our future work.

2) Hardware Specific Optimizations
Tango [24] and Mazu [18] have shown that different switches

can have very different latency behavior depending on the or⁃
der of rule updates. For example, given two ordering of a batch
of rules, one is in increasing priority and the other in decreas⁃
ing priority. One switch has a much lower latency for the first
order. Techniques [18], [24] proposed to exploit hardware be⁃
havior can be usefully combined with RuleTris.

3) Minimal Network Update
RuleTris considers per switch flow table updates indepen⁃

dently. Coordination among flow tables of several switches can
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▲Figure 11. Rule update overhead of single rule swaps with CacheFlow. Results are from hardware experiments.

▲Figure 10. Rule update overhead of L3⁃L4 network address translation (NAT) > L3 router.
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be combined with RuleTris to further reduce the number of up⁃
dates [5], [25]-[28].

For future work, we would like to release the source code of
RuleTris and build RuleTris into controller platforms such as
OpenDaylight and Open Network Operating System (ONOS),
and hypervisors such as OpenVritex. We would also like to ex⁃
ploit the benefits of multiple flow tables and the gains across
switches.

10 Conclusions
To enable effective modular programming in software de⁃

fined networks, it is crucial that modular composition be opti⁃
mized end⁃to⁃end for both compilation time and switch update
time and flow table size. We present the first end⁃to⁃end opti⁃
mization framework, RuleTris that incrementally keeps DAG
during policy compilation and exploits DAG for optimal TCAM
updates. We fully implement RuleTris and demonstrate its op⁃
timality with both hardware experiments and emulations.
Appendix

We first introduce the definition of a valid entry moving
chain. We define an entry moving chain as valid if after insert⁃
ing the new rule by moving entries along the entry moving
chain, all the entries still satisfy the dependency constraints in⁃
dicated by the DAG.

Now we prove Algorithm 3 generates one of the shortest val⁃
id entry moving chains.
Theorem 1. Algorithm 3 generates a valid entry moving

chain.
Proof: There are two types of entry moves in the generated

entry moving chain.
First, the new rule rinsert is written into the location of an ex⁃

isting rule (the loop between Line 6 and Line 8). Considering
the range of the loop variable, the possible destination location
of rinsert is from the location of rinsert ’s highest predecessor rpre
and the location of rinsert ’s lowest successor rsucc . If the desti⁃
nation location is between rpre and rsucc exclusively, it is obvi⁃
ously that the destination location of rinsert is higher than all its
predecessors and lower than all its successors, thus the depen⁃
dency holds. If the destination location is at rpre ( rsucc ), the fol⁃
lowing moving chain searching code at Line 26 (Line 18) deter⁃
mines that rpre ( rsucc ) is moved to the a lower (higher) location.
Therefore the dependency holds.

Second, some existing rules are moved from the previous lo⁃
cation to a new location (the two loops between Line 9 to Line
23). Without loss of generality, we consider the downstream
search loop (Line 9 to Line 15), which searches for the shortest
downstream moving chain. Specifically, Line 15 determines
that the possible destination location of an existing rule rcurr is
between rcurr.addr + 1 and rcurr ’s lowest successor’s location.
Therefore, the new location of rcurr is still lower than all its
successors.

Theorem 2. Given the input rule DAG is minimum, no other
valid entry moving chain has fewer entries than the entry mov⁃
ing chain generated by Algorithm 3.
Proof: Without loss of generality, we still only consider the

downstream search. We prove the theorem by induction on the
loop variable i of the loop from Line 9 to Line 15.

Base case: When i = rpre.addr + 1 , the length of the moving
chain is one (set by at loop from Line 6 to Line 8), and it is the
minimum possible length of a valid entry moving chain.

Induction: Assuming for all i = rpre.addr + 1 to icurr - 1 , the
shortest entry moving chains are known, i.e., fr(i).move and
fr(i).prev store the correct length of its shortest entry moving
chain.

Consider i = icurr . Assuming the previous entry on the short⁃
est entry moving chain is ilast, the index of the lowest successor
of fr(ilast) must be larger or equal to icurr , because otherwise
moving fr(ilast) to icurr would introduce a DAG edge inversion
between fr(ilast) and its lowest successor. Since the DAG is
minimum, a DAG edge inversion is necessarily a dependency
violation.

The loop between Line 15 to Line 18 guarantees that if
fr(ilast) is larger or equal to icurr , fr(ilast) must have been con⁃
sidered to move to icurr , therefore we have

fr(icurr).move≤ fr(ilast).move + 1. (1)
On the other hand, for all i′last that has

fr(i′last).move = fr(ilast).move - 1 , the index of the lowest successor
of fr(i′last) must be smaller than icurr, because otherwise moving
fr(i′last) to icurr would be valid and fr(ilast) would not be the previ⁃
ous entry of fr(ilast) on the shortest entry moving chain, which
contradicts with the assumption. The loop between Line 15 to
Line 18 guarantees fr(i′last) will not be considered to move to
icurr, therefore we have

fr(icurr).move > fr(i′last).move + 1 = fr(ilast). (2)
Since all the values are integers, we can combine 1 with 3

and have
fr(icurr).move = fr(ilast).move + 1, (3)

which is the correct length of fr(icurr)’s shortest moving chain.
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1 Introduction
etwork function virtualization (NFV) is a new net⁃
work architecture based on standard virtualiza⁃
tion technology. It can realize the network entities
such as servers, switches and storages on industri⁃

al standard hardware platforms, achieving various network
functions by running different software on the virtualized plat⁃
form. Network entities loaded onto the virtualized platform can
achieve dynamic resource allocation, and network flexibility
and scalability enhancement. Moreover, replacing the existing
special hardware devices with industrial standardized servers
could decrease the operators’network cost. Low cost and high
flexibility are the great features of NFV technology [1].

Since NFV technology is being widely used in the foreseen
future, the security issues in NFV system need resolving. In an
NFV system, the virtualized network function (VNF) is the key
model of achieving network functionality and it possibly be⁃
comes the first target to be attacked. Furthermore, compared to
other modules in NFV, VNF needs to interact with outside en⁃
vironments (e.g. another VNF) frequently, which makes it to be

another breakthrough for the malicious counterpart. Therefore,
the VNF security is the most important part for the entire NFV
system. To guarantee the security of interaction among differ⁃
ent VNF modules, a two⁃way authentication protocol for mutu⁃
al authentication is necessary. At the same time, a security
channel needs to be established for this authentication proto⁃
col, which prevents the conversation between VNF parties
from eavesdropping. Based on direct anonymous attestation
(DAA), we propose a new NFV⁃DAA scheme that is applied to
the authentication between VNF modules. The proposed
scheme also provides VNF with identification and mutual au⁃
thentication, and establishes secure communication channel
between the VNF parties.

The DAA scheme was first developed by Brickell, Cameni⁃
sch, and Chen [2] for remote authentication of a trusted com⁃
puting platform while preserving the privacy of the platform. It
has been adopted by trusted computing group (TCG) in the
trusted platform module (TPM) specification version 1.2 [3].
DAA is a new group signature scheme without the capability to
open signature but with a mechanism to detect rogue members.
It draws on the techniques that have been developed for group
signatures, identity escrow and credential systems. In the DAA
scheme, a suitable signature scheme is employed to issue cer⁃
tificate on a membership public key generated by a TPM. This
certificate can help one platform to be authenticated as a group
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member. A valid TPM proves to the verifier that it possesses a
certificate. Each TPM has a secret key, which is used to sign a
credential and detect rogue TPMs by the verifier. Many re⁃
searchers have proposed different DAA schemes to meet the re⁃
quirements in different applications and environments [4]-[6].

Generally, the DAA schemes have the characteristics of effi⁃
ciency, anonymity, and privacy.

The Join protocol, by which the issuer receives the TPM’s
application for joining and sends back the credential to TPM,
runs once a new platform with TPM begins to join this trusted
system. When this platform receives the DAA credential from
the issuer, it can use this credential to conduct the following
sign/verify processes many times. Compared to the privacy cer⁃
tificate authority (CA) scheme, the issuer in DAA has no need
to conduct in each of the following sign/verify processes [2].
Therefore, DAA is more efficient than the Privacy CA scheme
that have a bottleneck because the Privacy CA server has to be
included in every processing section.

Since the DAA scheme uses zero⁃knowledge proof theory to
prove the trust of a new platform which possesses legitimate
credential, it prevents any adversary from seeking the identity
of the real communicating TPM. Meanwhile, many DAA
schemes use the credential randomization technique to mask
the real transmitted credential [7], [8]. It is difficult for the ad⁃
versary to track the identity of the target TPM even when the
verifier can collude with the credential issuer.

The trusted credential issuer has endorsement key (EK) lists
to check the legitimation of the applying TPM, and the verifier
employs the Camenisch⁃Lysyanskaya (C⁃L) signature scheme
[9] and the discrete logarithms based proofs to prove the pos⁃
session of a certificate, while the unforgeability, privacy and
anonymity are guaranteed under the decisional Diffie⁃Hellman
(DDH) assumption.

The DAA scheme in [2] is based on the strong RSA assump⁃
tion and is named as RSA⁃DAA. Theory analysis results have
shown that the protocols and algorithms in RSA⁃DAA are com⁃
plicated and inefficient. In recent years, researchers have
worked on how to create new DAA schemes with elliptic
curves cryptography (ECC) and bilinear pairings [10], [11]. We
call these DAA schemes as ECC ⁃ DAA for short. Generally
speaking, ECC⁃DAA is more efficient in both computation and
communication than RSA⁃DAA. The operation of TPM is much
simpler and the key and signature length is shorter in ECC ⁃
DAA than that in RSA⁃DAA.

However, there are no existing DAA schemes proposed to
meet the requirements of NFV system by now. According to
the security requirements of mutual authentication between the
signer and verifier, bundling rogue check of TPM and host in
NFV system, an enhanced DAA scheme (hereinafter as NFV⁃
DAA scheme) with mutual authentication which can meet all
the above requirements is proposed. A remote anonymous au⁃
thentication architecture for NFV system is constructed. The
proposed NFV⁃DAA scheme has the following advantages with

efficiency and security.
1) We put off J, K variables and those computations in the sign/

verify stage in [10], and use a new variable c2 = H2 ( f 
bsn) instead. In order to realize rogue list checking and user⁃
controlled ⁃ linkability, the verifier can check the received
c2 with the RogueList to find out those rogue TPMs. Mean⁃
while, with the same bsn (base name) value, we can control
the verifier to find out what messages are coming from the
same TPM by getting out the same c2 value. This scheme
can reduce one scalar multiplication induced by the J, K
pair computation.

2) Considering the low computing ability of the TPM, the com⁃
putation of variable D is transferred from the TPM to issuer.

3) An efficient batch proof and verification scheme is used to
reduce the computation of both the TPM and Host. In our
NFV⁃DAA scheme, the TPM needs only to perform one ex⁃
ponentiation in the sign stage. However, this operation re⁃
quires at least three exponentiations in the existing DAA
schemes that provide the same functionality.

4) Elliptic curve is used in the Join, Sign and Verify protocols.
It is shown in theoretical analysis that the protocols and al⁃
gorithms used in RSA ⁃ DAA are complex and inefficient
compared to those in ECC⁃DAA. Generally, TPM has lower
computation load and higher communication efficiency in
ECC ⁃ DAA, while the length of key and signature is also
shorter.

5) The identity of TPM and Host is tied up and checked by the
issuer and verifier. This technology prevents the attack of
plugging a valid TPM into a malicious host. This security
problem has not been considered in the existing other DAA
schemes.

6) Traditional DAA schemes do not take mutual authentication
into account. Despite that the issuer has a thorough mecha⁃
nism to check the identity of TPM, TPM does not have any
method to check the authenticity of the issuer and host.
Therefore, the TPM and host would receive a forged certifi⁃
cate from a fake issuer, or the TPM be deceived by a fake
host. In NFV⁃DAA scheme, a thorough mutual authentica⁃
tion is proposed, which ensures the legitimacy of the identi⁃
ty of all the protocol parties.
The rest of the paper is organized as following. Section 2

presents the NFV ⁃ DAA scheme for trusted NFV system. In
Section 3, the security and performance analysis of the pro⁃
posed scheme is presented. Finally, we conclude the paper in
Section 4.

2 NFV⁃DAA Scheme for Trusted NFV
System

2.1 Preliminary knowledge
1) Bilinear mapping
G1 , G2 and GT are cyclic groups with order of prime q ,
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G1 = P1 , and G2 = P2 , where P1 , P2 is a generator of G1 ,
G2 respectively. And calculating discrete logarithm on groups
G1 , G2 , and GT is difficult. Here, we also use the G1 , G2 and
GT to represent the computation costs of the group G1 , G2and GT .If the mapping t̂:G1 ×G2 →GT satisfies the following condi⁃
tions:
• P1 ∈G1 , P2 ∈G2 , 1 ∈GT , and t̂(P1,P2)≠ 1
• x ∈G1 , y ∈G2 , then t̂(x,y) can be computed in polynomial

time
•for x ∈G1 , y ∈G2 , and a,b ∈ZP , t̂(x,y)ab = t̂(xa,yb)

Then t̂:G1 ×G2 →GT can be called as bilinear mapping.
2) The CDH problem
The computational Diffie-Hellman (CDH assumption) is the

assumption that a certain computational problem within a cy⁃
clic group is hard. Consider a cyclic group G1 = P1 . The
CDH assumption states that, given aP1 , bP1 , and a,b ∈Zq it
is computationally difficult to get the value of abP1 .Moreover, each party in the NFV⁃DAA scheme is presented
as follows.
•Trusted Center (TC) and Issuer: They are the entity who is⁃

sues the certificate. In this paper, we make no distinction
between these two terms.

•TPM: It is the trusted platform module.
•Host: the host for the TPM. It is also the physical platform in

trusted NFV system which providing resources for different
VNF.

•Verifier: It verifies the signature. In this paper, the verifying
operation is carried out by the counterpart VNF’s Host,
therefore, the counterpart Host plays the role of Verifier in
the NFV ⁃DAA scheme. However, in the following discus⁃
sion, we still put Host and Verifier as different logical entity.
The overall NFV⁃DAA scheme similarly includes Setup pro⁃

tocol which establishes system parameters, Join protocol which
obtain certificate and the Sign/Verify protocol which do the
Sign and authentication process. Specific description of each
protocol is shown as follows.
2.1.1 Setup Protocol

Assuming that the bilinear pairs are t̂:G1 ×G2 →GT and
H1:{0,1}* →Zq , we define the common parameter set
parc =(G1,G2,GT , t̂,P1,P2,q,H1) . Given that the public key and
private key parameters of the issuer are ipk and isk respec⁃
tively. Here, isk is x,y←Zq ， ipk is (X,Y) , while
X = xP2 ∈G2 , Y = yP2 ∈G2 . In addition, the issuer will gene⁃
rate a pair of key (PKI ,SKI) for mutual authentication. Final⁃
ly, the issuer will provide a unique value H2 to generate se⁃
cret value f . Then we get the issuer parameter set
parI =(ipk,KI ,PKI) .Suppose that the parameter parR of TPM is H2 ,
H2:{0,1}* ←Zq . The public key of TPM is parT , and the pu⁃
blic and private EK key is (PKT ,SKT) , parT =PKT . The pub⁃

lic and private key pair of the host is (PKH ,SKH) ,
parH =PKH . The parameters of sign/verify are pars :
H3:{0,1}* →Zq , H4:{0,1}* →Zq . After the protocol setup, the
system public parameter set par is defined as(parC,parI ,parT ,parH ,parS) .
2.1.2 Join Protocol

The Join protocol is realized based on the request/response
interaction between the issuer and TPM/host. We can divide
the Join protocol into four parts in chronological order: the issu⁃
er request, TPM response, issuer response, and host verifica⁃
tion. The overall process of the Join protocol is shown in Fig. 1.

The operation process of issuer request is shown in Fig. 2.
The issuer needs to confirm firstly that it is a legitimate

trusted platform who has issued the DAA certificate, while the
TPM also needs to check the legitimacy of the issuer. That is to
say, an authentication channel should be established between
the issuer and TPM in advance. The establishment is complet⁃
ed with the random numbers nI1 and nI2 chosen by the issuer,
while nI2 is encrypted with SKI and then nI1

nI2
ESKI

( )nI2 is e⁃
ncrypted with PKT to the host. Similar to the issuer, the host al⁃
so generates a random number RAND , encrypts RAND with
pre ⁃ shared private key SKH , and sends
CnRANDESKH

( )RAND to TPM.
The TPM decrypts ESKH

( )RAND with the pre⁃shared public
key PKH to get RAND′ . The result of comparison between
RAND′ and RAND indicates whether the host is legitimate. O⁃
nly when RAND′ is equal to RAND will the TPM continue
the protocol. Next, if the TPM can successfully decrypt Cn

with SKT , obtain the value of n′
I1 and return the hash value of

TPM: trusted platform module

▲Figure 2. Flowchart of the issuer request.

▲Figure 1. Overall process of the Join protocol.
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n′
I1 to the issuer, it indicates that the TPM owns its legitimate

EK private key. Besides, the TPM decrypts ESKI
( )nI2 with the

legitimate EK public key of the issuer and compares the de⁃
crypted result n′

I2 with nI2 . If they are equal, it indicates the l⁃
egitimacy of the issuer. In this way, mutual authentication be⁃
tween the issuer and TPM is completed. Fig. 3 shows the oper⁃
ating process of TPM response.

The TPM generates secret value f with KI and TREid (a
stable security parameter stored in TPM) and
f =H ( )1TREidKI . It also generates the comm value from f ,
and delivers it to the certificate issuer. Fig. 4 shows the pro⁃
cess of the issuer response.

The issuer will authenticate the comm value, that is to say, it
will judge the zero ⁃ knowledge proof process the TPM per⁃
formed to discrete logarithm f , and check whether the TPM
owns the legitimate f or not. If the authentication is success⁃
ful, the issuer will generate DAA certificate with F in comm.
It is important to note that, the computation of D in certificate
cre uses D = [ ]yr F , which uses F provided by TPM rather
than f to compute D = [ ]f B [12]. This is mainly due to the
fact that F itself is generated from value f . For the genera⁃
tion of DAA certification ( )A,B,C,D , according to the B⁃bL⁃
RSW principle of blind ⁃bilinear assumption, the computation
amount of TPM Join in NFV ⁃ DAA is reduced from 3G1 to2G1 . This computation amount is the lowest among the existing
DAA schemes which are based on the LRSW or DDH difficul⁃
ty assumption.

Furthermore, the process of host authentication is shown in
Fig. 5. After receiving the certification cre, the host verifies
correctness of cre. Based on the batch authentication technolo⁃
gy, the host finds out whether the certificate is correct or not by
using a P4 computation. The P4 computation will
cost less than four independent bilinear pair compu⁃
tations (4P) [13]. The platform here does not have to
perform very strict authentication of certificate and
simple authentication is enough. The reason is that
it does not affect the security of the entire DAA
even if we cannot completely guarantee the depend⁃
ability of certificate at this time. In subsequent Sign/
Verify, there are other operations to verify the certificate.
2.1.3 Sign/Verify Protocol

The Sign/Verify protocol refers to the process in which the
TPM, together with the host, performs the knowledge sign of
message msg and generates DAA signature σ , and then
sends σ to the verifier. The operations in chronological order
in the Sign/Verify protocol can be divided into three parts: host
sign, TPM sign, and verify. The total framework of the Sign/
Verify protocol is shown in Fig. 6.

The operation of host sign is shown in Fig. 7. The host per⁃

forms blind computation of DAA certification value
( )A,B,C,D after receiving nV and base name b sn . Then the
host generates blind certificate ( )R,S,T,E . Meanwhile, the
host generates a random number RAND and encrypts it with
the pre⁃shared private key SKH , which is similar to the proce⁃
dure in the Join protocol. Next, the host sends
Sbsnmsgc1RANDESKH

( )RAND to TPM.
The operation of TPM sign is shown in Fig. 8. After receiv⁃

ing from the host, the TPM verifies the legitimacy of the verifi⁃
er and host using the same method as the Join protocol. The
TPM computes RAND′ in the way of decrypting the
ESKH

( )RAND with the pre ⁃ shared key PKH , and compares

▲Figure 4. Flowchart of the issuer response.

▲Figure 3. Response flowchart of the trusted platform module.

▲Figure 5. Flowchart of host verify.
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RAND′ with RAND . Only when the values are equal is the
host proved to be legitimate.

The TPM continues to finish the rest computation of the sig⁃
nature value after checking the legitimacy of the host. It gener⁃
ates independent value c2 for relevance detection as
c2 =H2( )f bsn . Then it considers the c2 as the public sign⁃
ature member value, and performs the zero⁃knowledge proof of
possessing a legitimate DAA certification. It also generates c
and s values, while c2 is add into the Hash computation of
c . The TPM sends c , s and the random number nT all toget⁃
her to the host, the final signature σ generated by the host is
constructed as ( )R,S,T,E,c,s,n2,nT ,nV . Then, the operation of
Verify is shown in Fig. 9.

The verifier performs the verify operation after receiving the
signature σ . It firstly substitutes the blind certificate value

E = [ ]f S for the counterfeit f on RogueList to
check if the f value used in the signature has
been disclosed, then verifies whether the blind
signature value ( )R,S,T,E is correct or not, and
judges whether the zero ⁃ knowledge proof of the
legitimate DAA certification in signature is cor⁃
rect. If all these are correct, it indicates that the
signer owns a legitimate secret value f and the
legitimate DAA certificate based on the same
f . If the verifier has been provided with a speci⁃
fic bsn in advance, the relevance detection of sig⁃
nature is also needed. Relevance detection can
be performed by using the signature member val⁃
ue c2 generated from the secret value f and
the base name bsn of the verifier. The entire veri⁃
fy process is completed only if all these verifica⁃
tion steps are completed.
2.2 VNF Mutual Authentication and Secure

Channel Establishment
In trusted NFV architecture, the VNF modules are able to

mutually authenticate in a security and effective way as well as
to establish secure a communication channel by the support of
the NFV⁃DAA scheme. Mutual authentication refers to two par⁃
ties authenticating each other. Under trusted NFV architec⁃
ture, any two VNF should authenticating each other before
communication in order to verify the identity and establish a
security channel, i.e. exchanging the session key. The mutual
authentication and security channel establishment is shown in
Fig. 10.

As stated in Section 2.1, DAA’s Sign protocol can generate
signatures for any msg (message) accordingly. Therefore, dur⁃
ing the mutual authentication, VNF sends 3 parameters (identi⁃
fication ID, trusted information TRU and secure channel estab⁃
lishment information PKEY) as the msg to NFV⁃DAA for the
signature. The generated signature will be
σ

IDTRUPKEY = Sign( )IDTRUPKEY . It will be sent to the cou⁃
nterpart VNF module in the other side. Then the recipient side
will send the received signature to its own NFV⁃DAA scheme

▲Figure 6. Overall framework of the Sign/Verify protocol.

TPM: trusted platform modules

▲Figure 7. Flowchart of the host sign operation.

▲Figure 8. The sign operation of the trusted platform module.

▲Figure 9. Flowchart of the verify operation.
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to verify its legality. After the verification, TRU is verified by
the credibility verification service provided by NFV infrastruc⁃
ture. It finishes the entire process by establishing a secure
communication channel under the exchange of keys through
PKEY. ID and TRU are all security parameters coming from
the two parties of mutual authentication, i.e. two VNFs.

3 Security and Performance Analysis of
NFV⁃DAA Scheme

3.1 Security
The correctness and security of overall NFV⁃DAA protocol

are analyzed in this section.
The CDH problem can be solved if the NFV⁃DAA scheme

can be a breakthrough when the security parameters saved in
TPM are not leaked.

At the time of verifying, (1) guarantees the correctness of
NFV⁃DAA process.
t̂( )[ ]e1 R,Y ∙t̂( )[ ]-e1 S,P2 ∙t̂( )[ ]e2 ( )R +E ,X ∙t̂( )[ ]-e2 T,P2 = 1. (1)

To prove (1) true, t̂( )R,Y = t̂( )R,yP2 = t̂( )yR,P2 = t̂( )S,P2
and t̂( )R + fS,X = t̂( )R + fS,xP2 = t̂( )x( )R + fS ,P2 = t̂( )T,P2 are
needed to be true. It indicates that the DAA certificate of the
signature is generated in a correct way. The security of NFV⁃
DAA is mainly reflected as follows: as long as the secret value
of TPM f and DAA certification have not been disclosed, an at⁃
tacker is unable to carry out any attacks, which ensure the se⁃
curity of NFV⁃DAA scheme.

The proof is as follows: in the context where no the TPM se⁃
cret value or DAA certification is disclosed, without the verifi⁃
er, an attacker should provide ( )R,S,T,E alone to make (1)
true, which expects S = [ ]y R and T = [ ]x ( )R +E to be true. A⁃
ssume that attacker A selects R = [ ]α P1 , S = [ ]β P1 ,

T = [ ]γ P1 and E = [ ]δ P1 , and the public key of the i⁃
ssuer is known as X = [ ]x P2 , Y = [ ]y P1 and
S = [ ]y∙α P1 which is needed to make S = [ ]y R true.
It means that given [ ]α P1 and [ ]y P1 , the attacker
must be able to calculate [ ]y∙α P1 , so as to solve the
CDH problem in group G1 . However, it is obviously
impossible for the attacker to solve the CDH prob⁃
lem. The non ⁃ symmetric bilinear pair is generally
considered to be difficult.

In addition, different from the existing DAA
schemes, NFV ⁃DAA has the feature of mutual au⁃
thentication. We assume that prior to any system set⁃
up, each issuer has its private endorsement private
key SKI and each TPM has the corresponding pub⁃
lic key PKI . The issuer generates a random number
nI2 and encrypts it with SKI . The TPM admits the l⁃

egitimacy of the issuer if the decrypting result is equal to the
received nI2 . In other words, the issuer sends its signature to
the TPM for checking. Considering the issuer has checked the
TPM by the endorsement key pair SKT /PKT in the Join proto⁃
col, mutual authentication is realized.

In order to prevent a corrupted host from taking advantages
of an honest TPM to sign on an illegal message, it is necessary
to bind the TPM and host when manufacturing the devices. A
pair of pre ⁃shared public/private key PKH /SKH is embedded
into the TPM and host respectively. For the Join protocol and
Sign protocol, the host needs to generate a random number
RAND and sends RANDESKH

( )RAND to the TPM. The TPM
checks the consistency of the decrypting result RAND′ and
RAND to verify the legitimacy of the host. Here, we assume
that the embedded key cannot be extracted from the TPM and
host due to hardware protection.

The existing DAA schemes prevent the change of bsn by the
host to make signatures linkable, but they cannot prevent that
a malicious message is delivered to TPM by the host to gener⁃
ate a legal signature. Since a valid TPM may be used in an ille⁃
gal way in existing DAA schemes, verifying the identity of the
host is necessary. In the NFV⁃DAA scheme, mutual authentica⁃
tion ensures the legitimacy of the host, hence the host will not
deliver illegal messages to the TPM or disclose the identity of
the TPM directly.

Based on all of the above results, it is easy to find out that
the proposed NFV⁃DAA scheme is secure enough on the prem⁃
ise that the TPM is secure and credible. Compared with those
DAA schemes based on LRSW and DDH assumptions, NFV⁃
DAA has no security weakness and can improve overall proto⁃
col efficiency. It has the highest running efficiency among all
the existing DAA schemes based on LRSW and DDH assump⁃
tion at present. Both the Join and Sign protocols of the NFV⁃
DAA scheme have been improved, the computation amount of
TPM Join is reduced to 2G1 , and that of TPM Sign is as low as1G1 . The detailed analysis of NFV⁃DAA efficiency will be pr⁃

DAA: direct anonymous attestation
ID: identification

PKEY: secure channel establishment information
TC: trusted computing

TRU: trusted information
VNF: virtualized network function

▲Figure 10. NFV⁃DAA scheme application in trusted NFV system.
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esented in next section. The benefits of secured security, low
cost, high efficiency, and being easy to implement help the
NFV ⁃ DAA scheme meet the dual requirements for security
and economic benefits of the trusted NFV system.
3.2 Performance

In this paper, we compare the performance of the scheme in
[12] with that of the NFV ⁃DAA scheme. In other words, we
compare the time overhead of the Join protocol and Sign/verify
protocol in both schemes. Here, the alternative simulation is
used to make the experiments. It means that without consider⁃
ing the communication time between the TPM and the remote
issuer, and between the TPM and the remote verifier, we just
focus on the time overhead on the protocol operations of each
protocol entity.

Based on the above consideration, we set the host, issuer
and verifier to the same PC host. The software simulation
scheme [14] is used to internally install the TPM to the same
PC host, which communicates with the TPM via the hardware
interface. Statistics on the time overhead of each protocol are
provided in the stand ⁃ stone simulation environment. Besides,
the protocol parameters are chosen the same as those in [15].
3.2.1 Join

In accordance with the NFV ⁃ DAA Join protocol process,
with the cryptographic algorithm library package in OpenSSL
software, we used C++ to write the client program edaa_join.c
in ubuntu 9.10. Main parts of the edaa_join.c include the issu⁃
er requirement, issuer response and host verification. The TPM
response is fulfilled by the TPM software. The program comput⁃
ed the time overhead of each protocol in microseconds and ran
by calling the timing function gettimeofday( ) of the system.
The experimental results after running edaa_join.c are shown
in Fig. 11.

Furthermore, we did experiments to verify the scheme [12]
and the experimental results are shown in Fig. 12.

According to the results in Figs. 11 and 12, it is
easy to compute the time overhead in the two
schemes (Table 1).

In Table 1, the main differences between NFV⁃
DAA and the scheme in [12] lie in two aspects. On
one hand, the NFV⁃DAA scheme does not have the
TPM Open process. On the other hand, the time
overhead of the issuer response in the NFV ⁃DAA
scheme is 996 us larger than that in the scheme in
[12]. The reason is that in NFV ⁃ DAA, the TPM
does not have TPM Open operation, while the issu⁃
er makes the operation on behalf of the TPM. In
this way, the issuer fulfills a group G1 exponential
operation originally conducted by the TPM. With
the usage of Batch technology, the issuer response
costs just 996 us more than the scheme in [12],
which is much smaller than the TPM Open cost of

1,125,081 us. It is also found that the Join’s total time of NFV⁃
DAA is 2,770,411 us. Compared with the time overhead 3,896,
101us in the scheme [12], the performance of NFV⁃DAA Join
is improved up to about 29%.
3.2.2 Sign/Verify

Two more software programs edaa_sign.c and edaa_verify.c
are written to test the performance of Sign/Verify protocol. Ta⁃
ble 2 provides the final statistics of comparing Sign/Verify
time overhead in NFV⁃DAA and the scheme in [12].

From Table 2, the time of the scheme in [12] is different for
the signature with correlation ( bsn =⊥ ) and without correlation

▲Figure 11. Time overhead of the Join protocol in NFV⁃DAA scheme.

▲Figure 12. Time overhead of the Join protocol in the scheme in [12].

▼Table 1. Comparison of NFV⁃DAA and the scheme in [12] on the time overhead of Join

DAA: direct anonymous attestation NFV: network function virtualization TPM: trusted platform module

Scheme

NFV⁃DAA
The scheme in [12]

Join protocol
Issuer

request (us)
1129
1133

TPM
response (us)
2,720,128
2,719,732

Issuer
response (us)

5158
4162

TPM
open (us)

⁃
1,125,081

Host
verifies (us)

45,994
45,993

Total
time (us)
2,770,411
3,896,101

▼Table 2. Comparison of NFV⁃DAA and the scheme in [12] on the time of Sign/Verify

DAA: direct anonymous attestation NFV: network function virtualization TPM: trusted platform module

Scheme

NFV⁃DAA

The scheme in [12] bsn = ⊥
bsn≠⊥

Sign/Verify procedure
Host Sign (us)

4088
4146
6312

TPM Sign (us)
1,149,213
1,148,901
2,292,876

Verify (us)
47,301
47,232
48,310

Total time (us)
1,200,602
1,200,279
2,347,498
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( bsn≠⊥ ). The improvement of the NFV⁃DAA scheme is that
no matter whether the signature has correlation, the computa⁃
tion time of each entity is the same as that of the scheme with⁃
out correlation in the scheme in [12]. It is found that the NFV⁃
DAA scheme costs 1,200,602 us that is similar to the time
overhead in the scheme in [12] when bsn =⊥ . However, com⁃
pared to the time in the scheme in [12] when bsn≠⊥ , it is ob⁃
vious that the performance of the NFV⁃DAA scheme’s Sign/
Verify is improved up to 49% . The reason is that the NFV ⁃
DAA scheme uses c2 =H2( )f bsn instead of J and K in [12]
for signature correlation detection so that TPM Sign gets less
group G1 exponential operation than in [12].

4 Conclusions
A secure and high efficient NFV⁃DAA scheme is proposed

in this paper. The scheme is designed based on the architec⁃
ture of trusted NFV system, taking advantages of existing secu⁃
rity TPM in the architecture. Therefore, the scheme can be in⁃
tegrated into the architecture seamlessly. With a mutual au⁃
thentication mechanism that the existing DAA schemes do not
have and an efficient batch proof and verification scheme, the
trusted NFV system has optimized performance. From the ex⁃
periment results, we can find out that the proposed NFV⁃DAA
scheme has higher security level and efficiency than those ex⁃
isting DAA schemes. The computation load in Join protocol is
reduced from 3G1 to 2G1 exponential operation, while the
time of NFV⁃DAA scheme’s Sign/Verify protocol is improved
up to 49%.
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Antenna mechanical pose measurement has always been a
crucial issue for radio frequency (RF) engineers, owning to
the need for mechanical pose adjustment to satisfy the chang⁃
ing surroundings. Traditionally, the pose is estimated in the
contact way with the help of many kinds of measuring equip⁃
ment, but the measurement accuracy cannot be well assured
in this way. We propose a non ⁃ contact measuring system
based on Structure from Motion (SfM) in the field of photo⁃
grammetry. The accurate pose would be estimated by only tak⁃
ing several images of the antenna and after some easy interac⁃
tion on the smartphone. Extensive experiments show that the
error ranges of antenna’s downtilt and heading are within 2
degrees and 5 degrees respectively, with the shooting distance
in 25 m. The GPS error is also under 5 meters with this
shooting distance. We develop the measuring applications
both in PC and android smartphones and the results can be
computed within 3 minutes on both platforms. The proposed
system is quite safe, convenient and efficient for engineers to
use in their daily work. To the best of our knowledge, this is
the first pipeline that solves the antenna pose measuring prob⁃
lem by the photogrammetry method on the mobile platform.

antenna mechanical pose measurement; SfM; photogrammetry;
smartphone
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1 Introduction
ue to the increase of mobile phone users, more
and more GSM antennas need to be set up in pop⁃
ulous regions. At the same time, the maintenance
of a large number of antennas has been a difficult

issue for radio frequency (RF) engineers.

Mechanical pose measurement is crucial for antenna man⁃
agement because any minor mechanical pose adjustment may
cause big changes of antenna radiation patterns. Specifically,
the mechanical pose of an antenna includes the heading, down⁃
tilt, Global Position System (GPS) location, and altitude. The
heading is the horizontal angle of the antenna relative to true
north and the downtilt is antenna’s downward angle skews
from the radial which is vertical to the ground in 3D space. RF
engineers need to adjust these two angles according to sur⁃
rounding changes, therefore, the two angles are the most vital
parameters of the pose measurement. Fig. 1 shows the mechan⁃
ical parameters of an ordinary GSM sector antenna.

In traditional ways, RF engineers usually need to climb up
towers to measure antenna poses, helped with many kinds of
measuring tools like [1]. There are several drawbacks of this
contact ⁃ type measuring way, which requires that engineers
must contact antennas closely enough to get the parameters.
The biggest risk is the security of engineers. Although wearing
safety equipment, it is still dangerous for engineers to climb up
tall towers with various structures. The measuring error is an⁃
other problem, because the installation of measuring tools is
easily affected by the human factor. Minor mounting displace⁃
ment of the tools may lead to different measuring results. More⁃
over, equipment expenses, tools and personnel placement also
make the measurement a costly procedure. Owing to all the dis⁃
advantages, it is not so plausible for engineers to measure an⁃
tenna poses in a contact⁃type measuring way.

We want to solve the measuring problem in photogrammetry
way. That is, engineers only need to use mobile phones to take
several images of the antenna and well estimate the antenna
pose well by easy interaction with the related applications. It is
quite different from the traditional ways because engineers do
not need to get close to the antenna anymore and remote mea⁃
surement is available in this photogrammetry way.

We propose a measuring system based on Structure from Mo⁃
tion (SfM). SfM could estimate 3D structures from 2D image se⁃
quences. At the same time, the intrinsic and extrinsic parame⁃
ters of each camera corresponding to each photo is calculated
and we can reconstruct the object we want to obtain the anten⁃
na pose.

By the proposed way, engineers first take 5 to 10 images of
an antenna and store the pose of the smart phone at the mo⁃
ment each image is taken. This pose is relative to the geodetic
coordinate system. The quality of images should be guaran⁃
teed, which means there is not too much noise or motion blur
in the images. Second, SfM is performed by these images. We
can get the necessary information of every camera by this pro⁃
cedure. Third, we calculate the rotation, scale, translation
transformation parameters from the SfM outputs and poses of
the smart phone. These transformation parameters intend to
transform the structures from SfM coordinate to geocentric co⁃
ordinate. Fourth, engineers are guided to draw the bounding
box of the antenna in each image and line extraction algorithm
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will be performed to show the ID of each line in the small se⁃
lected image. Finally, by choosing the corresponding lines of
the antenna in each image as inputs, the triangulation of the
corresponding lines and points will provide the final pose of
the antenna.

In Section 2, we give an overview of SfM and characteristics
of various SfM algorithms. In Section 3, the whole photogram⁃
metry⁃based measuring system is illustrated in detail. Section
4 validates our algorithms in indoor and outdoor datasets. We
perform comprehensive experiments in different environments
and analyze the experiment results. We conclude the paper in
Section 5.

2 Structure from Motion

2.1 Motivation
In multi ⁃ view geometry, if we want to reconstruct the 3D

shape of any object from 2D images, we have to know the in⁃
trinsic and extrinsic parameters of each camera. The phone
that we use to capture the images provides some intrinsic pa⁃
rameters like focal length and pixel coordinates of principal
points (could be computed from the image size). The extrinsic
parameters, including 3D position and rotation matrix around
the geodetic coordinate frame, can also be obtained by built⁃in
sensors of the phone. However, the accuracy of these parame⁃
ters cannot satisfy the need for reconstruction of the target. For
example, the highest accuracy of GPS location of a smartphone
is no better than 3 meters, even though corrected by over ten
GPS satellites.

SfM can solve this problem because only images are re⁃
quired for the calculation of the parameters of each camera.
We can use these parameters to triangulate the object we want
and then transform the pose of the object from SfM coordinate
system to geodetic coordinate system.
2.2 Pipeline of SfM

SfM for computer vision has received tremendous attention
in the last decade. The proposed methods can be divided into
two classes: sequential methods and global methods.

Sequential methods start from recon⁃
struction of two or three views, then incre⁃
mentally add new views into a merged rep⁃
resentation. Bundler [2] is one of the most
widely used sequential pipelines. Howev⁃
er, there are several drawbacks of sequen⁃
tial methods. The quality of reconstruction
is heavily affected by the choice of the ini⁃
tial images and the order of the subse⁃
quent image additions. Another disadvan⁃
tage is that sequential methods are tend to
suffer from the drift due to the accumula⁃
tion of errors and cycle closures of the

camera trajectory is hard to handle. The running speed of se⁃
quential methods is also a slow procedure, especially dealing
with large image datasets.

Global methods have better performance than sequential
ones. The classical pipeline of global methods can be summa⁃
rized as following procedures.

1) Feature detection and matching
To find the correspondences between images, local corner

features are detected and described. Scale ⁃ Invariant Feature
Transform (SIFT) [3] is one of the most widely used feature de⁃
tectors. These features are usually described as high ⁃ dimen⁃
sion vectors and can be matched by their differences. Howev⁃
er, some of the matched features are incorrectly matched.
These mismatches are called outliers and needed to be fil⁃
tered. For example, Random Sample Consensus (RANSAC) [4]
is often used to efficiently remove these outliers and keep the
inliers in a certain probability.

2) Relative pose estimation
Given 2D ⁃ 2D point correspondences between two images,

we could recover the relative positions and orientation of the
camera as well as the positions of the points (up to an unknown
global scale factor) by the two⁃view geometry theory. Specifical⁃
ly, the essential matrix relating a pair of calibrated views can
be estimated from eight or more point correspondences by solv⁃
ing a linear equation and the essential matrix could be decom⁃
posed to relative camera orientation and position. This issue is
well illustrated by Hartley et al [5].

3) Absolute pose estimation
This procedure aims to robustly recover the absolute global

pose of each camera from relative camera motions. Because of
the fact that the relative rotation can be estimated much more
precisely than relative translation even for small baselines, the
global rotation averaging can be performed beforehand and
then the translation averaging can compute the absolute trans⁃
lation with the orientations fixed. Essential matrices only deter⁃
mine camera positions in a parallel rigid graph, so essential
matrix based methods [6], [7] are usually ill⁃posed at collinear
camera motion. In another way, trifocal tensor based methods
[8], [9] are robust to collinear motion because relative scales of
translations are encoded in a trifocal tensor.
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▲Figure 1. The downtilt, heading, location and height of an antenna.
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4) Bundle adjustment
SfM gives an initial estimation of each camera’s projection

matrices and also the 3D points from images features. Howev⁃
er, it is still necessary to refine this estimation using iterative
non⁃linear optimization method. Bundle adjustment is defined
as the problem of refining the 3D points of the scene and the
intrinsic and extrinsic parameters of each camera, according to
the optimal criterion involving the corresponding image projec⁃
tions of all points. The Levenberg⁃Marquardt (LM) based algo⁃
rithm [10] is the most popular method for solving non ⁃ linear
least squares problems and the choice for bundle adjustment.

3 Measurement System
Our photography based measurement system can be imple⁃

mented by the following steps: 1) taking 5 to 10 sequential im⁃
ages of an antenna and storing the poses of the phone relative
to the geodetic coordinate system; 2) performing SfM on the im⁃
ages taken from the antenna; 3) estimating the rotation, scale
and translation transformation parameters which convert the
structures from SfM space to geodetic space; 4) selecting the
small image of the antenna from each image, performing line
extraction and choosing the corresponding lines of the antenna;
5) triangulating the line correspondences and estimating down⁃
tilt and heading; 6) triangulating the point correspondences
and calculating the GPS and height. Fig. 2 shows the whole
pipeline of the measurment system.
3.1 Structure from Motion

Users need to take sequential images that include n differ⁃
ent views of the antenna by the smartphone. Meanwhile the cor⁃
responding text file of each image is created, which stores cam⁃
era poses, including rotation matrices, GPS, and height. We
can get the intrinsic and extrinsic parameters of each camera
by SfM. Fig. 3 shows the output of SfM procedure. The points

in white show the outline of the scene and the points in green
are the cameras’positions.
3.2 Coordinate Transformation

3.2.1 SfM and Geodetic Coordinate System
Because cameras’parameters are estimated in the so⁃called

SfM space, all the extrinsic parameters are relative to the SfM
coordinate system. On the other hand, at the moment we take
the images of the target, we can store the camera’s parameters,
including rotation matrices, GPS and height, which are relative
to the geodetic coordinate system. Fig. 4a shows the geodetic
coordinate system and Fig. 4b shows the device coordinate sys⁃
tem. Android Application Program Interfaces (APIs) provide

the access to get the camera pose of the
device relative to the geodetic coordinate
system.

In order to transform the structures
from SfM coordinate system to geodetic
coordinate system as precisely as possi⁃
ble, we estimate the rotation transforma⁃
tion, scale transformation and tranlation
transformation seperately.
3.2.2 Rotation, Scale and Translation

Transformation
For each pair of cameras in SfM space

and geodetic space, we can directly esti⁃
mate the rotation transformation:

Rtrans =Rgeo*R-1
SfM, ⑴

where Rgeo and RsfM are the rotation matri⁃
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▲Figure 2. The pipeline of the photography measurement system.
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ces relative to the SfM coordinate system and geodetic coordi⁃
nate system respectively. Because we take several images of
the target, we can calculate several Rtrans as the same number of
images. We decompose each Rtrans into three angles in the way
Rtrans =Rz*Ry*Rx (each rotation matrix can be decomposed into
three angles in any combination of Rx , Ry and Rz ). Then all
the Rx , Ry and Rz will be averaged respectively and the finalRtrans is reconstructed.

GPS is a global navigation satellite system that provides geo⁃
location in the form of degrees. Because both the scale and
translation transformation should be calculated in Euclidean
space, we need to convent each camera’s GPS location into
Xi , Yi in the 2⁃D Cartesian coordinate system in the form of
meters. Compared to latitude and longitude, Xi and Yi is a
horizontal position representation measured in meter. We
leave alone the Z coordinate, thus the transformation equation
is given by:
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where xi and yi are the values of the X and Y coordinates of
each camera in SfM space, which have been rotated by the rota⁃
tion transformation matrices and n is the number of images.
S stands for the scale coefficient. Tx and Ty are the transl⁃
ation parameters. QR decomposition (a decomposition of a ma⁃
trix A into a product A =QR of an orthogonal matrix Q and
an upper triangular matrix R ) or Singular Value Decomposi⁃
tion (SVD) can easily solve this linear system to get the scale

and translation parameters.
3.3 Line Extraction

In order to get the correspondences of
the lines which stand for the same con⁃
tour line in each image, we have to ex⁃
tract the lines from antenna images.
There are too many lines of the whole im⁃
age, but what we only need is several con⁃
tour lines’parameters of the antenna.
Therefore, it is reasonable for the users to
select the bounding box of the antenna
and perform line extraction on these
small pictures.

Line segment detection in images has
been extensively studied in computer vi⁃
sion. Traditional methods like Hough

transform [11] or its variants [12], [13] cannot satisfy the ro⁃
bustness requirement under different circumstances. We use a
latest algorithm named Line Segment Detector (LSD) [14],
[15], which is a linear ⁃ time segment detector giving subpixel
results without parameter tuning.

The LSD algorithm extracts line segments in three steps: 1)
partitioning the images into line ⁃ support regions by grouping
connected pixels that share the same gradient angle up to a cer⁃
tain tolerance; 2) finding the line segment that best approxi⁃
mates each line⁃support region; 3) validating or not each line
segment based on the information in the line ⁃ support region.
We exact and show the longest ten lines of each bounding box
and manually input the ID of the corresponding contour line in
the image. Finally the corresponding line data set is denoted as
{ l0, l1, ... ln - 1 }.
3.4 Line Triangulation and Angle Output

We suppose a set of n corresponding lines are all visible in
n perspective images. Our goal is to recover the 3D pose of the
antenna with known cameras’parameters and these line corre⁃
spondences. We take three views of the images for explanation.
As shown in Fig. 5, the planes back⁃projected from the lines in
each view must all meet in a single line L in space and con⁃
versely the 3D line projects to corresponding lines l0 , l1 and
l2 in these three images. This geometric property can be tran⁃
slated to an algebraic constraint, namely the trifocal tensor
[16].

We use the method in [17] to perform line triangulation. The
trifocal tensor matrix W is given by:

W =
é

ë

ê
êê
ê

ù

û

ú
úú
ú

l0*P0
l1*P1
l2*P2

, ⑶

where P0 , P1 and P2 are the projection matrices of these
three images. Let Xa = v(:,3) and Xb = v(:,4) , where
[ ]u, s, v = SVD(W) . Xa and Xb can be regarded as two 3D
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▲Figure 4. Transformation between two coordinate systems.
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points. After transforming the two points by rotation transforma⁃
tion matrices, the downtilt and heading can be calculated.
What’s more, there are C3

n angles if we choose three arbitrary
views of all the images. The final output could be averaged by
these angles.
3.5 Point Triangulation and GPS Computation

Line triangulation cannot give the 3D coordinate of the an⁃
tenna, so we try to triangulate the point correspondences to es⁃
timate the GPS and height. As shown in Fig. 6, the triangula⁃
tion of points requires computing the intersection of two known
rays in space and the point correspondence x↔ x' defines
the rays. Fig. 6a shows the theory of epipolar constraint. If the
projection point x is known, then the epipolar line l' is known
and the point X projects into the right image on a point x'
which must lie on this particular epipolar line. It can be formu⁃
lated by the equation x'TFx = 0 , where F is the fundamental
matrix given by the two cameras’parameters.

To get point correspondence, we randomly choose two imag⁃
es to get the known matching line segments l↔ l' and the pro⁃
jection matrices of the two views. For the segment l ’s end
point a in Fig. 7a, we can calculate the corresponding epipo⁃

lar line in Fig. 7b. This epipolar line intersects with l' on the
point a' . In this way, we can get two point correspondences
a↔ a' and b↔ b' , as shown in Fig. 7.

Fig. 6b tells the basic principle of point triangulation. There
are many algorithms we can adopt for triangulation. We devel⁃
op the iterative linear method in [18], which is efficient and ac⁃
curate enough. The 3D coordinate of the antenna is defined as
the middle point of the points A and B triangulated in 3D
space. We use the scale and translation transformation parame⁃
ters to transform the 3D coordinate and the GPS location can
be calculated by re⁃projecting the values of meters to degrees.
As for height, we assume all the pictures are taken on the same
altitude and the height of the antenna can be directly given by
the translation transformation.

4 Experiments
We implement the system on a PC and a smartphone. The

PC has an Intel(R) Core(TM) i5⁃4590 3.30 GHz CPU with dual⁃
core processors and 8 GB memory. The smartphone is ZTE
A2017 which has a Qualcomm snapdragon 820 2.2 GHz CPU
with quad⁃core processors and the 3GB RAM.

Two representative data sets are used
to perform the experiments: an indoor an⁃
tenna dataset and an outdoor antenna da⁃
taset. For each dataset we take 6 images
of the antenna target. All the images
have the resolution of 4160 × 3120 ppi.
We develop multi ⁃ thread programs to
speed up the feature extraction proce⁃
dures, which makes the running time on
the PC and smartphone can be within 2
minutes and 3 minutes respectively, in⁃
cluding the time used for interaction.
4.1 Indoor Antenna Dataset

We set up an antenna for the experi⁃
ments and put it in an indoor environ⁃
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▲Figure 5. The line L in 3D space is triangulated as the corresponding
triplet l0 ↔ l1 ↔ l2 in three views indicated by their camera centers
{ C0,C1,C2 } and image planes.

▲Figure 6. a) A ray in 3D space is defined by the first camera center C and x . This ray is imaged
as an epipolar line l' in the second view. The point X in 3D space which projects to x must lie on
this ray, so the corresponding point x' must lie on l' . b) Triangulation.

Epipolar line
for x

▲Figure 7. The method of computing point correspondence.
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ment. In order to test the antenna with different poses, we take
several images of the antenna with various downtilts from 3∘ to
12∘ , as shown in Fig. 8.

Only the downtilt and heading of the antenna could be esti⁃
mated because there is no GPS signal in the indoor environ⁃
ment. On the other hand, we use different photography meth⁃
ods to take images of the antenna by the distance of 4 m. The
poses of the smartphone relative to the geodetic coordinate sys⁃
tem can be decomposed to three angles. In the proposed pho⁃
tography method, 3d representatives that we fix these three an⁃
gles of each smartphone to (110∘,0∘,90∘) , with the help of a tr⁃
ipod standing; 2d means that only the latter two angles are
fixed; 0d means that all the three angles could be different. Ta⁃
bles 1 and 2 shows the experiment results based on the indoor
datasets, where T and H stand for downtilt and heading respec⁃
tively.

The experiment results based on the indoor antenna dataset
show that different photography methods do not have an evi⁃

dent influence on the estimation accuracy. Downtilt errors are
within 1∘ in different results, which are fairly accurate. Howev⁃
er, heading errors are larger than the downtilt ones and the ab⁃
solute error is within 5∘ . Fig. 9 shows how the antenna’s
downtil affects the average measuring results, especially for
the heading errors. We can clearly find that as the downtilt of
the antenna increases, the accuracy of the heading also increas⁃
es. It is because that the estimation error of the heading is inev⁃
itable; when the target is almost vertical to the ground, a minor
displacement of the estimated pose will lead to a big error of
the heading. In extreme cases, when the target is vertical to the
ground, its heading is an almost random value.
4.2 Outdoor Antenna Dataset

We also perform the experiments in an outdoor environment
to testify the valid photographic distances and the stability in
different environments. We take one of the environments as an
example. The spot for photography is the rooftop of one of ZTE

buildings (Fig. 10). The red box in the fig⁃
ure is the target antenna.

In this dataset, the photographic dis⁃
tance ranges from 4 m to 30 m. Because it
is an outdoor environment, the GPS loca⁃
tion and height of the smartphone can be
stored and we can analyze the accuracy of
these parameters. The antenna’s downtilt
and heading is 11° and 180° respective⁃
ly. The true value of the longitude is
108.827717 and the latitude value is
34.098142. The altitude is 415 m. Table
3 shows the measuring results.

According to the results of Table 3 and
Fig. 11, the system always gives an accu⁃
rate downtilt at any distance within 30 m.
Within this shooting distance, the head⁃
ing error is below 5∘ . However, when the
distance becomes farther, the accuracy of
heading gets lower and more unstable too.
This is because when the shooting dis⁃
tance is too far, the contour line of the an⁃
tenna becomes smaller and the error of
the line’s parameters is bigger. The GPS
is also within 5 m in this photography dis⁃
tance range. However, the accuracy of the
height is rather low because of the inaccu⁃
racy of the built ⁃ in sensors of the smart⁃
phone. For example, when we take 5 imag⁃
es for the antenna target on the platform
at the same altitude, we find that the 5 al⁃
titude values stored by the phone vary a
lot and are not consistent with the ground
truth. This inaccuracy of the raw data
leads to the error of the final altitude of
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▲Figure 8. Indoor antenna images.

▼Table 1. Experiment results based on the indoor antenna dataset: the values of downtilt

True value (°)
T
36
9
12
15

H
316
317
318
318
320

0d
Result (°)
2.824
5.982
8.550
11.975
14.872

Error (°)
0.176
0.018
0.450
0.025
0.129

2d
Result (°)
2.643
5.574
8.489
12.188
14.663

Error (°)
0.357
0.426
0.511
0.188
0.337

3d
Result (°)
2.689
5.774
8.484
12.507
14.157

Error (°)
0.311
0.226
0.516
0.507
0.844

Error average
(°)

0.281
0.223
0.492
0.240
0.436

▼Table 2. Experiment results based on the indoor antenna dataset: the values of heading

True value (°)
T
36
9
12
15

H
316
317
318
318
320

0d
Result (°)
314.513
314.542
314.060
316.468
319.239

Error (°)
1.487
2.458
3.940
1.532
0.761

2d
Result (°)
311.253
314.007
316.146
318.755
319.947

Error (°)
4.747
2.993
1.854
0.755
0.053

3d
Result (°)
311.090
314.907
316.404
322.213
316.660

Error (°)
4.910
2.093
1.596
4.213
3.340

Average error
(°)

3.715
2.514
2.463
2.167
1.385



the antenna.
We suggest that the photography distance is in the range of

3 m to 25 m and the number of the images should be more than
5 and less than 10 considering both the accuracy and efficien⁃
cy. The image quality should be good. In particular, the con⁃
tour lines of the antenna should be distinct and easy for extrac⁃
tion. The moving distance between two shooting spots should
be from 0.3 m to 1 m, because too small or too big moving dis⁃
tances will increase the failure risk of Structure from Motion.

5 Conclusions
We propose a photogrammetry⁃based antenna pose measur⁃

ing system, which only requires antenna engineers to take sev⁃
eral images of the antenna and some easy interaction with the

application on the smart phone. The ex⁃
periment results show that within the dis⁃
tance of less than 30 m, the downtilt error
is in the range of 2∘ . Owing to the physi⁃
cal property of the heading, within the
distance of 25 m, its error is in the range
of 5∘ , bigger than the downtilt error. The
GPS error is within 5 m when the GPS in⁃
formation is well corrected by satellites
after several minutes. The altitude results
can just be regarded as a reference be⁃
cause the altitudes captured by the
phone are too noisy.

The proposed system presents many
advantages. With it, engineers do not
have to wear the equipment, climb up the
stairs and contact the antenna to measure
the pose. What they only need is taking
photos, touching the screen and waiting
for about 3 minutes, and then the fairly
accurate results will be estimated. It is
safe, easy, economic and efficient. We be⁃
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▲Figure 9. The relationship between the downtilt of antenna and
average measuring error.

▲Figure 10. The rooftop of one ZTE building.

▼Table 3. Results of the outdoor antenna dataset

Short⁃distance

Distance (m)

4
6
8
10
12
14
16
18
20
22
24
26
28
30

Downtilt
Result (°)
11.317
11.623
11.389
11.910
11.101
11.159
11.239
11.388
11.606
11.332
11.534
11.631
11.517
11.673

Error (°)
0.317
0.623
0.389
0.910
0.101
0.159
0.239
0.388
0.606
0.332
0.534
0.631
0.517
0.673

Heading
Result (°)
178.509
178.993
178.774
181.284
179.571
181.577
183.794
184.699
182.926
178.411
176.466
177.724
175.148
183.964

Error (°)
1.491
1.007
1.226
1.284
0.429
1.577
3.794
4.699
2.926
1.589
3.534
2.276
4.852
3.964

Longitude
result

108.827724
108.827728
108.827733
108.827735
108.827734
108.827746
108.827755
108.827742
108.827710
108.827735
108.827697
108.827716
108.827734
108.827747

Latitude
result

34.098129
34.098129
34.098131
34.098137
34.098138
34.098133
34.098147
34.098126
34.098130
34.098135
34.098118
34.098181
34.098174
34.098168

GPS
error
0.805
3.173
2.423
2.587
1.957
4.506
2.587
5.106
4.717
3.958
3.518
4.120
4.356
5.170

Altitude

416.767
414.408
418.637
410.937
406.251
406.005
406.087
407.377
411.204
415.548
407.194
416.653
407.903
416.767

▲Figure 11. The relationship between photographic distance and angle
measuring error.
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lieve that the proposed system can work in many measuring cir⁃
cumstances and help save many resources for the industry.
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Narrowband Internet of Things (NB⁃IoT) has been proposed to
support deep coverage (in building) and extended geographic
coverage of IoT. In this paper, a power control scheme for
maximizing energy efficiency (EE) of narrowband physical
uplink shared channel (NPUSCH) with the guard band is
proposed. First, we form the optimization problem based on
the signal model with the interferences of narrowband
physical random access channel (NPRACH) which are caused
by the non⁃orthogonality of NPUSCH and NPRACH. Then, a
method of reserving guard bands is proposed to reduce these
interferences. Based on it, an efficient iterative power control
algorithm is derived to solve the optimization problem, which
adopts fractional programming. Numerical simulation results
show that NPUSCH with the guard band has better
performance in EE than that without the guard band.
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1 Introduction
o support some specific scenarios of Internet of
Things (IoTs), e.g. deep coverage (in building) and
extended geographic coverage, the Narrowband In⁃
ternet of Things (NB⁃ IoT) was standardized at the

Third ⁃Generation Partnership Projects (3GPPs) Radio Access
Network Plenary Meeting 69 [1]. This new technology can im⁃

prove network coverage, support massive number of low
throughput devices, and provide low delay sensitivity and high
energy efficiency (EE). This technology includes three mode
operations: 1) stand ⁃ alone as a dedicated carrier, 2) in ⁃ band
within a normal Long Term Evolution (LTE) carrier, and 3)
guard bands within a LTE carrier [1].

The uplink of NB ⁃ IoT mainly includes two physical chan⁃
nels: narrowband physical uplink shared channel (NPUSCH)
and narrowband physical random access channel (NPRACH).
They support different subcarriers, i.e., 15 kHz and 3.75 kHz
subcarriers for NPUSCH and only single ⁃ tone with 3.75 kHz
subcarrier for NPRACH. Once the 15 kHz subcarrier for
NPUSCH is deployed close to NPRACH, there will be interfer⁃
ence between them due to the non⁃orthogonal signal. If there is
no filters in the receivers of NPUSCH, the symbol of NPRACH
will interfere with the subcarriers of NPUSCH after discrete
Fourier transform (DFT). Such phenomenon can be regarded as
narrow ⁃ band interference (NBI) [2], which will increase the
transmission power cost of NPUSCH and reduce the EE of
NPUSCH [3]. We can also adopt the method of reserving guard
bands in LTE to ease the interference from NPRACH and im⁃
prove EE of NPUSCH. Reserving guard bands is an efficient
method to avoid the interference from the non⁃orthogonal sub⁃
carriers, which means reserving an idle subcarrier between
NPUSCH and NPRACH. At the same time reserving guard
bands also means the loss of frequency spectrum of the NB⁃IoT
system. Therefore, researching on the relationship between the
guard band and interference is an important issue for adopting
this method.

In the last decade, due to economic, operational, and envi⁃
ronmental concerns [4], EE has emerged as a new prominent
figure of merit for communication networks design. As a result,
the research on EE (bit/Joule) has drawn much attention. In
[5], the authors studied the energy⁃efficient resource schedul⁃
ing with quality of service (QoS) guarantees in multi ⁃user or⁃
thogonal frequency division multiple access network. In [6], an
energy ⁃ efficient resource control problem which is subject to
constraints in service quality requirements, total power, and
probabilistic interference was modeled as a chance ⁃ con⁃
strained programming for multicast cognitive orthogonal fre⁃
quency division multiplexing (OFDM) network. An energy⁃effi⁃
cient resource control problem for device ⁃ to ⁃ device (D2D)
links was studied in [7], which aims to maximize the minimum
weighed EE of D2D links while guaranteeing minimum data
rates for cellular links. Using a two⁃level dynamic scheme, en⁃
ergy⁃efficient resource control and inter⁃cell interference man⁃
agement were both considered in heterogeneous networks [8].
The authors in [9] investigated the fundamental tradeoff be⁃
tween EE and spectral efficiency for interference⁃limited wire⁃
less networks. All of the works mentioned above focus on EE
with considering the constraints of QoS, power, interference,
etc. However, to the best of our knowledge, the guard band as a
factor that influences EE in some certain scenes has not been

T
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studied yet.
Motivated by the aforementioned observation, we have pro⁃

posed a power control algorithm optimized for maximizing EE
of NPUSCH in NB⁃IoT with the guard band. The main contri⁃
butions of this study are as follows: 1) A signal model with
NPRACH interference is introduced; 2) A method of reserving
guard bands is designed to reduce the interference from
NPRACH; 3) Based on the above two points, an energy effi⁃
cient power control using iterative algorithm with the guard
band is proposed.

The rest of the paper is organized as follows. Section 2 de⁃
scribes the system model and focuses on problem formulation.
Section 3 introduces a method of reserving guard bands for eas⁃
ing the interference from NPRACH and elaborates the power
control algorithm for EE maximization. The simulation results
are presented in Section 4, while a conclusion is drawn in Sec⁃
tion 5.

2 System Model and Problem Formulation
In this paper, we discuss the situation where the 15 kHz sub⁃

carrier for NPUSCH is deployed adjacently to NPRACH. Fig.
1 is an example for this deployment in the mode of in⁃band op⁃
eration which utilizes one resource block as its bandwidth. In
the figure, the black long rectangle is the interference from
NPRACH to NPUSCH; the rectangles of different colors are
used to describe the mapping of the NPUSCH to resource ele⁃
ments, which is called resource unit (Ru) including consecu⁃
tive Single ⁃Carrier Frequency Division Multiple Access (SC ⁃
FDMA) symbols in the time domain and consecutive orthogo⁃
nal subcarriers in the frequency domain. Different from the
PRACH in LTE, NPRACH transmits preambles based on sin⁃

gle ⁃ subcarrier frequency ⁃hopping symbol groups and the fre⁃
quency location of its transmission is constrained within 12
subcarriers, i.e., frequency hopping shall be used within the 12
subcarriers [10].
2.1 Signal Model

Suppose that a NPUSCH contains M consecutive orthogo⁃
nal subcarriers, while a NPRACH only contains one subcarrier
n . Let pm denote the transmitted power of subcarrier
m ∈{ }1,⋯M . The received symbol Rm at the Fast Fourier
Transform Algorithm (FFT) output can be described by

Rm =XmHm pm +Nm + Im, (1)
where Xm and Hm are the transmitted symbol and transfer
factor of subcarrier m , respectively. Nm is additive while
Gaussian noise at m - th subcarrier and Im is the interfer⁃
ence from NPRACH on the subcarrier m .

The interference from NPRACH can be regarded as a nar⁃
row band interference (NBI) [2], [11]. NPRACH with single
tone can be described by

x(k) = a∙e j(2πfck +ϕ), (2)
where a , fc and ϕ are the corresponding amplitudes, fre⁃
quencies and a random phase, respectively. At the receiver,
the interferer goes through the N point DFT and appears on
the OFDM spectrum when fc ∈{ }m < f <m + 1,m = 1,...M .
The result of this operation on the subcarrier m is described
by

Im =∑
k = 0

N - 1
x( )k e

-j2πkm N,k = 0,...,N - 1. (3)
Then, the amplitude spectrum of the interference on each

subcarrier m applying a rectangular window is given by
Im = a.e jϕ

e
j(N - 1)(πfc - πm N) sinN(πfc - πm N)

sin(πfc - πm N) . (4)
The derivation of the equation can be found in Appendix A.

The received Signal to Interference plus Noise Ratio (SINR) of
the subcarrier m is γm :

γm = pm ||Hm

2

|| Im
2 +σ2

m

, (5)

where || Im = |

|
||

|

|
||a∙sinN(πfc - πm N)

sin(πfc - πm N) and σ2
m =E ||Wm

2 .

2.2 Problem Formulation
Using (5), the data rate of the subcarrier m can be written as

follow:
Rm = log2(1 + γm). (6)

Correspondingly, the sum rate is

NPRACH: narrowband physical random access channel
NPUSCH: narrowband physical uplink shared channel

PRB: physical resource block
▲Figure 1. Example for NB⁃IoT design of uplink (in⁃band).
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R =∑
m = 1

M

Rm, (7)

and the total power consumption of NPUSCH is
P = ε∙∑

m = 1

M

pm +P0, (8)
where the coefficient ε is a constant power ⁃ amplifier ineffi⁃
ciency factor of NPUSCH, and P0 is the circuit power con⁃
sumption [4].

We formulate the optimization problem as maximizing the
EE of one NPUSCH, in which“bit per Joule”is defined as the
metric subject to the constraints of the target rate and total
transmit power. The problem can be written as:

maxηEE = R
P
, (9a)

s.t. Rm > rm, (9b)

∑
m = 1

M

pm ≤Pmax, (9c)

pm ≥0, (9d)
where rm and Pmax are the minimum rate requirements for the
subcarrier m and the total transmit power of the NPUSCH, re⁃
spectively. Here we assume r1 = r2... = rM = r0. The constraint
(9d) guarantees the feasible sets of pm .

3 Design for Guard Band and Power Control
In this section, we will elaborate the method of reserving

guard bands, based on which a power control algorithm is also
proposed to solve the optimization problem.
3.1 Guard Band

In LTE, the physical random access channel (PRACH) trans⁃
mits preambles generated from Zadoff⁃Chu sequences using a
certain amount of subcarriers. By designing the number of sub⁃
carriers, one physical uplink shared channel (PUSCH) is set re⁃
spectively at the two edges of PRACH as guard bands to avoid
the interference between PUSCH and PRACH [10]. We can
adopt the method of reserving guard bands to reduce the infer⁃
ence from NPRACH, like the method for LTE.

In this paper, the size of a guard band is depend on the inter⁃
ference from NPRACH. From (3), we know that the signal
transmitted on NPRACH appears on the OFDM spectrum of
the subcarrier m of NPUSCH due to their overlapped frequen⁃
cy band. Fig. 2 is an example of the guard band between
NPRACH and NPUSCH. In the figure, the three blue ones are
the subcarriers of NPUSCH, i.e., M = 3 ; the red waveform rep⁃
resents the subcarrier of NPRACH, i.e., n = 1 ; the green one

denotes the subcarrier n when the guard band Δf is de⁃
ployed between the NPUSCH and NPRACH. As we can see,
before reserving the guard band, the crest of red waveform
overlaps the blue ones, i.e., there is interference between
NPUSCH and NPRACH due to the non ⁃ orthogonal signal.
Compared with the primary NPRACH, reserving Δf means
the center frequency of the subcarrier n is varied from the red
one to the green one with Δf . As we mentioned above,
NPRACH only supports single tone and (2) can be rewritten
with Δf as follow

x(k) = a∙e j(2π( fc + Δf fs)k +ϕ). (10)

When ( )fc + Δf fs ∈{ }f |m < f <m + 1,m = 1,...,M , the inte⁃
rference on each subcarrier m can be written by

I′m = a∙e jϕ
e
j(N - 1)(πm N) sinN(πf ′ - πm N)

sin(πf ′ - πm N) , (11)

where f ′ = fc + Δf fs and fs is the sample rate. Then, SINR
with guard band is

γ′
m = pm ||Hm

2

|| I′m
2 +σ2

m

. (12)

As defined in (6), we will get a new data rate of the subcarri⁃
er m and sum rate R′ with guard band, i.e., we can also form
the EE problem with η′

EE as defined in (9), which can be
solved by power control.
3.2 Power Control for EE

Fractional programming [12] and Convex (CVX) will be
used for problem transformation and obtaining optimal power,
respectively.

We first change the fractional formula (9) with η′
EE and

▲ Figure 2. Guard band for the narrowband physical random access
channel (NPRACH) and narrowband physical uplink shared channel
(NPUSCH).

15 kHz guard band 3.75 kHz

3.75 kHz

15kHz Δf
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R′(P) into a compact form
max
P ∈Ω η′

EE = R′(P)
P(P) ,

s.t. R′
m > r0, (9c), (9d),

(13)

where P is a 1 ×M matrices with elements pm , R′(P) and
P(P) are the numerator and denominator in (9a) with η′

EE ,
respectively. While Ω is the feasible domain defined by the
constraints in (13).

Moreover, (13) can be written in the following form:
max
P ∈Ω { }R′(P) -η′

EE∙P(P) ,
s.t. R′

m > r0, (9c), (9d).
(14)

Many previous works [8], [11] have proven the following
equivalence

max
P ∈Ω { }R′(P) -η′

EE*∙P(P) =
R′( )P* -η′

EE*∙P(P*) = 0, (15)

where η′
EE* and P* are the optimal value and the optimal sol⁃

ution of (14), respectively. That means if and only if (15) is sat⁃
isfied, the maximum EE η′

EE* can be achieved.
T(η′

EE) = max{ }R′(P) -η′
EE∙P(P) is strictly monotonic decrea⁃

sing and continuously proved in [11]. Besides, R′(P) and P(P)
are concave function and convex function, which are judged by
their second⁃order conditions. With all these properties, an it⁃
erative algorithm can be designed to get η′

EE* , which is d⁃
escribed in Algorithm 1. In the algorithm, P(t) and η′

EE

(t) are
the t⁃th iteration value of P and η′

EE* , respectively. The optim⁃
ization problem is concluded in the following
T(η′

EE

(t)) = max
P ∈Ω { }R′(P) -η′

EE

(t)∙P(P) . (16)

Algorithm 1: Energy ⁃ efficient power scheduling with guard
band (EP⁃GD)
Initialization:

Set any feasible P
(0) with R′(P(0)) P(P(0)) , maximum iter⁃

ation Tmax and maximum tolerance τ > 0 .
1: η′(t)

EE = R′(P(0)) P(P(0)) proceed to 2 with t = 1 .
2: CVX to obtain P

(t) by solving equation (16).
3: if T(η′(t)

EE′) ≤ τ then
4: η′

EE* =η′(t)
EE′ Break.

5: else if T(η′(t)
EE′) > τ then

6: Evaluate η′(t)
EE = R′(P(0)) P(P(0)) and go to 3 replacing η′(t)

EE

by η′(t + 1)
EE , t = t + 1 .

7: end if

The convergence of EP⁃GD has been proven in Appendix B.

4 Numerical Simulation
This section presents several numerical results to evaluate

EE of NPUSCH using power control with the guard band. The
total number of subcarriers for NPUSCH and points for DFT
are set 3 and 4, respectively. The amplitude value and phases
for NPRACH are set 1 and 0, respectively. Without loss of gen⁃
erality, we assume the value of sample rate is 1 (15 kHz × 4) .
The channel gains for subcarriers of NPUSCH are assumed to
be rayleigh fading and noise power σ2

m = 0.1 μW .
Fig. 3 verifies the correctness of EP⁃GD without guard band

by exhaustive method, which is denoted by black line. It was
also compared with the general algorithm procedure (GAP) [9]
which is denoted by blue line. In this comparison,
Pmax = 0.5 mW , r0 = 0.5 bit/s/Hz , P(0) =[0.3 0.2 0.3]×Pmax , and
P0 = 0.1 mW . From Fig. 3, we can see EP⁃GD converges to the
exhaustive method which can be regarded as the theoretical op⁃
timality after a few iterations, so does GAP which adopts a bi⁃
section method. The overlap line also demonstrates the conver⁃
gence of EP ⁃ GD. Moreover, approaching to the exhaustive
method after a few iterations, EP ⁃GD has better performance
than GAP.
Fig. 4 gives the relationship between EE and Δf with an it⁃

eration number. Since NB ⁃ IoT supports the single ⁃ tone with
3.75 kHz subcarrier and we can reserve 3.75 kHz subcarrier to
avoid the interference, we define Δf = α∙3.75 kHz . We then
choose different values of α to show the variation of EE. As
the blue bar in Fig. 4 shows, EE increases greatly at the begin⁃
ning, but then it holds steady. The reason is that more Δf will
result in less interference, but when Δf is large enough, the
frequency bands of NPRACH and NPUSCH will not overlap,

Energy Efficiency for NPUSCH in NB⁃IoT with Guard Band
ZHANG Shuang, ZHANG Ningbo, and KANG Guixia

EP⁃GD: energy⁃efficient power scheduling with guard band
GAP: general algorithm procedure

▲Figure 3. Comparison of energy efficiency of EP⁃GD, the exhaustive
method, and GAP.
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i.e., the interference is inexistence. The black line in Fig. 4
represents the iteration number which still holds a lower level
when Δf increases.

Limited by space, we choose three values of Δf that is de⁃
fined as Δf = α∙3.75 kHz and illustrate their variations under
different r0 in Fig. 5. For comparison, we bring our interfer⁃
ence expression into the power chunk allocation in [12] which
obtained the optimal sum throughput. We then calculate the
EE with the same simulation parameters. As Fig. 5 shows, the
EE of our EP⁃GD decreases monotonically as r0 increases on
the whole trend. The reason is that the larger r0 is, the more
power subcarrier m needs, which results in EE performance
degradation. Particularly, when α = 0 , EE decreases more
quickly than the other two cases. The reason is that no guard
band means more interference and more power is allocated to
subcarriers to satisfy their QoS requirements. This implies that
if we need higher data rate communications, we can choose
more guard bands to reduce the interference from NPRACH.
Compared with the power chunk allocation, EP⁃GD has a bet⁃
ter performance at the beginning, but it descends obviously af⁃
ter r0 = 0.4 bit/s Hz , when α = 0 . However, this situation will
be improved when α = 1 , and the descended point will be
pushed to r0 = 0.8 bit/s Hz . EE of EP⁃GD will greatly increase
and outperform the power chunk allocation for any minimum
data rate when α = 0 . In summary, EP⁃GD has a higher EE at
lower data rate communications, which is suitable for NB⁃IoT.
Moreover, higher data rate communications will be realized at
the cost of bandwidth.
Fig. 6 shows the effect of Pmax on EE, and we also choose

three values of Δf to see the variations of EE. It can be seen
EE increases greatly with more guard bands in the same Pmax .The beginning of EE with different Δf is also worth observing,
which can be explained that the more guard bands are chosen,
the less interference will be suffered and the least Pmax can be
obtained. Besides, when Pmax is large enough, EE approaches

a constant value since the algorithm will not consume more
power. The power chunk allocation outperforms the proposed
EP⁃GD at the beginning when α = 1 and α = 2 . Then, EE of
the power chunk allocation has a sharp descent with the in⁃
creasing of Pmax , while EP⁃GD holds a higher steady level af⁃
ter a modest rise. At last, EP⁃GD outperforms the power chunk
allocation after two intersections.

5 Conclusions
In this paper, based on the signal model with NPRACH in⁃

terference, we formulate the EE of NPUSCH in NB⁃IoT as an
optimization problem, in which the circuit power consumption

Energy Efficiency for NPUSCH in NB⁃IoT with Guard Band
ZHANG Shuang, ZHANG Ningbo, and KANG Guixia

▲Figure 4. Energy efficiency of different Δf with the iteration number.

EP⁃GD: energy⁃efficient power scheduling with guard band
▲Figure 6. Energy efficiency of different Δf under different Pmax .

EP⁃GD: energy⁃efficient power scheduling with guard band
▲Figure 5. Energy efficiency vs. minimum rate requirement r0 under
different Δf .
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and minimum data rate requirement were taken into consider⁃
ation. A method of reserving guard bands is proposed to reduce
the interference from NPRACH, based on which an efficient it⁃
erative power control algorithm is derived for maximization of
the optimization issue. The simulation results show that the as⁃
ymptotically optimal power solutions could be obtained after a
few iterations by using the proposed algorithm. Moreover, we
find EP⁃GD has a higher EE for lower data rate communica⁃
tions, which is suitable for NB⁃IoT. Higher data rate communi⁃
cations will be realized at the cost of bandwidth. Since reserv⁃
ing the guard band means losing the frequency spectrum, and
the relation between EE and spectral efficiency (SE) of the
whole NB⁃IoT is our further study.
Appendix A

From (3),
Im =∑

k = 0

N - 1
x(k)e- j2πkm N =

a∙e jϕ∑
k = 0

N - 1
e
2πjk( fc -m N) =

a∙e jϕ 1 - e2πjk( fc -m N )

1 - e j(2πfc - 2πm N) =

a∙e jϕ1 - cos(2πN( fc -m N) - sin(2πN( fc -m N))
1 - cos(2π( fc -m N)) - sin(2π( fc -m N)) =

a∙e jϕ
e
j(N - 1)(πfc - πm N) sinN(πfc - πm N)

sin(πfc - πm N) .

Appendix B
We follow a similar approach with [11] for proving the con⁃

vergence of the proposed algorithm. The proof is divided into
two steps:

Step 1: Prove η′(t + 1)
EE >η′(t)

EE for all t with T(η′(t)
EE) > τ .

Let P
(t) be an arbitrary feasible solution and η′(t)

EE =
R′(P(t)) P(P(t)) , and then T(η′(t + 1)

EE ) = max{ }R′(P) -η′(t)
EEP(P) ≥

R′(P) -η′(t)
EEP(P) = 0 . By the definition in the algorithm, we

have η′(t + 1)
EE = R′(P(t)) P(P(t)) , hence T(η′(t)

EE) =R′(P(t)) -
η′(t + 1)

EE P(P(t)) -η′(t)
EEP(P(t)) , since P(P(t)) > 0,T(η′(t)

EE) > 0 , and
η′(t + 1)

EE >η′(t)
EE .

Step 2: lim
x→∞η

′(t)
EE =η′

EE*

As we mentioned above, T(η′
EE) = max

P ∈Ω { }R′(P) -η′
EE∙P(P) is

strictly monotonic decreasing and max
P ∈Ω { }R′(P) -η′

EE*∙P(P) =
R′(P*) -η′

EE*∙P(P*) = 0 , i.e., if T(η′(t + 1)
EE ) < T(η′(t)

EE) , combined
with Step 1, we have T(η′(t)

EE) < T(η′
EE*) . The elementary func⁃

tion and their four operations are continuous on the domain of
η′(t)

EE , and we then have lim
x→∞η

′(t)
EE =η′

EE* .
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We demonstrate an atmospheric transfer of microwave signal
over a 120 m outdoor free⁃space link using a compact diode
laser with a timing fluctuation suppression technique. Timing
fluctuation and Allan Deviation are both measured to charac⁃
terize the instability of transferred frequency incurred during
the transfer process. By transferring a 100 MHz microwave
signal within 4500 s, the total root⁃mean⁃square (RMS) timing
fluctuation was measured to be about 6 ps, with a fractional
frequency instability on the order of 1 × 10−12 at 1 s, and
order of 7 × 10−15 at 1000 s. This portable atmospheric fre⁃
quency transfer scheme with timing fluctuation suppression
can be used to distribute an atomic clock ⁃ based frequency
over a free⁃space link.

atmospheric communication; frequency transfer; diode laser;
timing fluctuation suppression
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1 Introduction
iming and frequency transfer is important to preci⁃
sion scientific and engineering applications, such
as frequency standards, optical communication, ra⁃
dar, and navigation [1]-[4]. Over the past decades,

many studies of highly stable frequency distribution were fo⁃

cused on the transfer technique via fiber link [5]-[10]. Recent⁃
ly, timing and frequency transfer based on free⁃space links has
begun to attract a remarkable attention as it can provide higher
flexibility than fiber links [11]. This free ⁃ space frequency
transfer can benefit the application for high ⁃ fidelity optical
links in the future space⁃terrestrial networks [12] and alterna⁃
tive navigating schemes independent of the global positioning
system [13]. In the last few years, there have been several im⁃
portant works in free ⁃space transfer of optical and microwave
frequency information. Sprenger et al. studied the frequency
transmission of both optical ⁃ frequency and radio ⁃ frequency
(RF) clock signals over 100 m atmospheric link using a contin⁃
uous wave (CW) laser [14]. Gollapalli and Duan used a pulsed
laser to achieve an atmospheric transfer of both RF and optical
clock signals over 60 m free ⁃ space link [15], [16]. With two
cavity stabilized optical frequency combs (OFC), Giorgetta et
al. demonstrated an optical time⁃frequency transfer over 2 km
free⁃space link via two⁃way exchange between the coherent OF⁃
Cs with the femtosecond⁃level resolution of [17]. Furthermore,
they improved their experimental setup and achieved a highly
precision timing ⁃ frequency transfer over a 10 km free ⁃ space
link in a city environment [18]. Recently, Kang et al. reported
a technique of timing jitter suppression for indoor atmospheric
frequency comb transfer, which achieved a few femtoseconds
timing fluctuation [19].

Although these experiments have demonstrated that the cur⁃
rent atmospheric frequency transfers achieved synchroniza⁃
tions between two sites over free⁃space links, some of them did
not suppress the timing fluctuations affected by air turbulence
[14]- [16]. In this case, the extra timing fluctuation limits the
applications of laser ⁃ based atmospheric frequency transfer in
areas where sub ⁃ picosecond synchronization systems should
be constructed. However, the experimental systems for sup⁃
pressing the timing fluctuations were not concise and robust.
For example, the two⁃way time and frequency transfer (TWT⁃
FT) technique used two cavity⁃stabilized frequency comb to bi⁃
directionally transfer timing signals, which increased the diffi⁃
culty of some portable applications [17], [18]. The balanced op⁃
tical cross ⁃ correlators (BOC) technique [19] used a crystal to
generate optical harmonics, which could result in the difficulty
of collimation and focus in the outdoor use. Therefore, it is a
big challenge to build a simple and portable sub ⁃ picosecond
frequency transfer system in outdoor environment.

In this paper, we demonstrate an outdoor atmospheric trans⁃
fer of microwave signals over free⁃space link using a compact
diode laser with a timing fluctuation suppression technique.

2 Schematic of Timing Fluctuation
Suppression in Frequency Transfer
In order to transfer a microwave signal from a transmitter to

a receiver via an optical carrier, the most convenient scheme
has three steps: directly loading the microwave signal onto the

T



Portable Atmospheric Transfer of Microwave Signal Using Diode Laser with Timing Fluctuation Suppression
CHEN Shijun, BAI Qingsong, CHEN Dawei, SUN Fuyu, and HOU Dong

Research Paper

ZTE COMMUNICATIONSZTE COMMUNICATIONS 53December 2018 Vol. 16 No. 4

optical carrier; transferring the light to remote receiver via an
optical link; recovering this microwave signal with a photo⁃de⁃
tection scheme [20]- [22]. However, in an actual frequency
transfer system, the three steps introduce excess phase noise
or timing jitter into the signal, and result in the degradation of
stability of the original microwave signal. On the transmitter,
the intense noise of the optical light, primarily introduced by
the instability of the laser’s current driver, determines the
quality of the local modulated optical carrier. Over the trans⁃
mission link, the air turbulence and temperature drift may in⁃
troduce excess strong timing jitter and drift into the transmit⁃
ted optical light in the atmosphere. On the receiver, the photo⁃
detection electronics, including photodiode, amplifier, and fil⁃
ter, may also introduce electronic excess noise in the recov⁃
ered signal. Altogether, these noise sources contribute to the to⁃
tal timing fluctuations in the microwave transmission system.
For an atmospheric microwave transfer over a long distance
transmission link, the timing fluctuations and frequency insta⁃
bility are mainly caused by the air turbulence and temperature
drift. Literatures reveal that the air turbulence induces fluctua⁃
tions of the refractive index [23], [24], which could directly
lead to excess phase noise in the transmitted frequency signal.
Therefore, in order to improve the stability of the frequency
transfer significantly, the timing fluctuation should be sup⁃
pressed by a phase compensation technique. Here, based on
the three ⁃ step scheme mentioned above, we use an upgraded
atmospheric frequency transfer with phase compensation.
Fig. 1 shows the schematic of the frequency transfer with a

timing fluctuation suppression technique. At the local site, an
optical carrier is provided by a commercial distributed feed⁃
back laser (DFB) diode which has a center wavelength of 1550
nm. A 100 MHz microwave signal generated from a tempera⁃
ture compensate X’tal oscillator (TCXO) is phase shifted first,
and is then loaded onto the optical carrier via a direct current
amplitude modulation (AM) scheme. The
modulated laser beam is coupled to a tele⁃
scope via an optical collimator, and is then
launched into the free ⁃ space transmission
link. At the remote site, the beam is sent
back to the receiver by a golden⁃coated re⁃
flector. At the receiver, half of the transmit⁃
ted beam is reflected to the transmitter
along the same optical path by a 50:50
beam splitter. The reflected beam is collect⁃
ed by another telescope and is tightly fo⁃
cused onto a high⁃speed photodiode at the
transmitter. The detected microwave signal
with twice timing fluctuations is amplified
and then mixed with the phase⁃shifted mi⁃
crowave signal to generate a phase error sig⁃
nal. This error signal is filtered to eliminate
the harmonic components and fed back to a
digital field ⁃ programmable gate array (FP⁃

GA) processor, to calculate out the one⁃way timing fluctuation.
Based on the calculation, the FPGA processor produces a con⁃
trolling signal to adjust the phase shifter, to compensate the
timing fluctuation (Fig. 1). At the receiver, with another high⁃
speed photodiode, the remaining beam is also converted to a
microwave signal which is used to compare with the RF refer⁃
ence source, to estimating the performance of the frequency
transmission.

The mechanism of the timing suppression is explained be⁃
low. As shown in Fig. 1, we assume that the microwave signal
has an initial phase. At the transmitter, this signal is phase ⁃
shifted with Φc, and then delivered to the receiver over a free⁃
space transmission link. Assuming the air turbulence introduc⁃
es a phase fluctuation Φp to the transmitted signal over the one⁃
trip free⁃space link, the total phase delay of the recovered mi⁃
crowave signal at the receiver is given by Φtotal=Φ0 +Φc +Φp.
With a 50:50 beam splitter, half of beam is reflected to the
transmitter along the almost same optical path, which will intro⁃
duce a same turbulence⁃affected phase fluctuation Φp. In this
case, the round⁃trip returned microwave signal detected by the
photodiode has a phase delay Φ0+Φc+2Φp due to the twice tur⁃
bulence effect. After eliminating the fixed phase Φ0 + Φc by
comparing to the phase⁃shifted reference signal, we get an er⁃
ror signal with the phase error information 2Φp. Here, this er⁃
ror signal is fed back to the FPGA processor to calculate out
the one⁃way timing fluctuations Φp, and the processor also pro⁃
duces a controlling signal to adjust the phase shifter as the fol⁃
lowing equation Φc=-Φp, to compensate the turbulence⁃affect⁃
ed phase fluctuation. When the FPGA is active, the phase er⁃
ror Φp will be compensated, and consequently, the timing fluc⁃
tuation affected by air turbulence for the recovered microwave
signal on the receiver will be corrected. Based on the schemat⁃
ic and analysis of the timing fluctuation suppression above, we
built up an actual atmospheric frequency transfer experiment,

AMP: amplifier
BS: beam splitter
CW: continuous wave

FPGA: field⁃programmable gate array
LPF: low⁃pass filter
PD: photodiode

TCXO: temperature compensate X’tal (crystal) oscillator

▲Figure 1. Schematic of atmospheric frequency transfer with timing fluctuation suppression.
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which is shown in Fig. 2.

3 Experimental Setup of Frequency Transfer
The atmospheric frequency transmission link was located

on a long avenue in the campus of the University of Electronic
Science and Technology of China (UESTC) (Fig. 2a). The local
site included a transmitter and a receiver, and the remote site
included a mirror as beam reflector. The distance between lo⁃
cal and remote sites was 60 m. On the local site, a modulated
laser beam generated from a diode laser with 1550 nm center
wavelength, 3 MHz linewidth, and 18 mW output power, was
launched from the transmitter via a 1550 nm AR⁃coated tele⁃
scope, and the beam size over free⁃space was about 20 mm. On
the remote site, a golden⁃coated 2 inch mirror was mounted on
a sturdy mount which was anchored on a platform along the av⁃
enue. The beam was sent back to the receiver’s telescope on
the local site, and collected by a fast photodetector to recovery
a microwave signal. Here, the telescopes on local site were an⁃
chored on another platform along the same avenue (Fig. 2c).
The forward and backward transfer formed a total 120 m
roundtrip transmission link. Note that, our experimental setup
was in an open ⁃ air environment and far from the laboratory
rooms. This was attributed to a UPS⁃based battery which sup⁃
ported all electronic components in our system.

Our experiment was conducted in our campus at a normal
night. In this experiment, we measured the timing fluctuations
and frequency instability of the transferred microwave signal
caused by air turbulence. In this case, a 100 MHz microwave
signal with a power of 20 mW generated from the TCXO was
loaded onto the DFB laser. In our experiment, we launched the
laser beam with 18 mW output power, and detected 2 mW
round ⁃ trip returned beam on the transmitter’s photodetector.
The great optical power loss is mainly due to the bad air quali⁃

ty in our city. Here, the photo⁃detection of the retro⁃reflected
signal can introduce additional phase⁃error due to limited opti⁃
cal power as well as photo⁃detection nonlinearity. To minimize
the residual timing error, the beam must be focused on the cen⁃
ter of the photodiode (PD)’s detection area to obtain the best
signal to noise ratio (SNR). In addition, the collected 2 mW op⁃
tical beam is enough to produce the electronic signal for the
next stage. In this case, the residual timing error can be ig⁃
nored since it is far less than the timing fluctuation affected by
air turbulence. We extracted and amplified the round⁃ trip re⁃
turned microwave signal by a band⁃pass filter and RF amplifi⁃
er, to obtain a 7 dBm microwave signal. This signal was com⁃
pared to the local reference signal to produce an error signal.
By sending the error signal into the FPGA processor, a control⁃
ling signal was produced to drive the phase shifter, so that the
timing fluctuation caused by the air turbulence could be com⁃
pensated. In this servo loop, the compensation bandwidth of
the FPGA processor is about 10 kHz. Therefore, we believe the
most of fluctuations affected by air turbulence can be sup⁃
pressed in this bandwidth. To evaluate the quality of the trans⁃
mitted signal with the proposed timing fluctuation suppression
technique, we collected the transmitted beam on the receiver,
converted it to a 100 MHz microwave signal on the photodiode,
and amplified it with a high⁃gain low⁃noise RF amplifier. The
amplified 7 dBm microwave signal was mixed with the refer⁃
ence signal to produce a DC output. After low pass filtering,
the DC signal was recorded by a high⁃resolution voltage meter.
Our transfer experiment started at 1 a.m. and ended at 5:30 a.
m. roughly. Since the wind was not very strong during the mea⁃
suring time, the beam sway caused by the amplitude noise was
not very significant in this case.

4 Experimental Results and Discussion
In this experiment, the two telescopes

were put as close as possible at the trans⁃
mitter side, to get the identical turbulence
effect over the bidirectional transmission
links. Since the phase compensation can
suppress the extra timing fluctuations af⁃
fected by turbulence, we believe the quali⁃
ty of the frequency transfer could be im⁃
proved distinctly, compared to the direct
link. Here, we measured the timing fluctua⁃
tions and frequency instabilities of the
transferred microwave signals with and
without the timing suppression, respective⁃
ly. The timing fluctuation results are shown
in Fig. 3. Curve (i) shows the timing fluctu⁃
ation of the transmitted 100 MHz micro⁃
wave signal without timing fluctuation sup⁃
pression, and its calculated RMS timing
fluctuation is about 22 ps within 4500 s.

▲Figure 2. a) The actual experimental setup for portable atmospheric frequency transfer with
the timing fluctuation suppression. The local and remote sites are located on a long avenue in
UESTC. The distance between them is 60 m and the total free⁃space transmission distance is 120
m; b) the diode laser with a low⁃power current driver; c) the telescopes for launching and receiv⁃
ing beams.

UESTC: University of Electronic Science and Technology of China
a) c)

b)
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Curve (ii) shows the timing fluctuation of transmitted micro⁃
wave signal with timing fluctuation suppression, and the RMS
timing fluctuation is reduced to about 6 ps within 4500 s.
Here, we also measured the timing fluctuations of frequency
transfer with a short link as the measurement floor (Fig. 1),
which is just attributed by the electronic noise of our photonic
system. For this short link, its timing fluctuation is shown as
Curve (iii) and the RMS timing fluctuation is calculated about
1.3 ps within 4500 s. By comparing the transmission links with
and without timing fluctuation suppression, we believe that the
phase compensation technique could suppress the timing fluc⁃
tuation effectively.
Fig. 4 demonstrates the instability results of the transferred

microwave signal. Curve (i) is the relative Allan Deviation re⁃
sult of the transferred signal without phase compensation,
which is calculated from the sampled data in Fig. 3. It shows
the 120 m free ⁃ space frequency transmission without timing
fluctuation suppression has a instability of 3 × 10⁃12 for 1 s and
2 × 10⁃14 for 1000 s. Curve (ii) is the relative Allan Deviation re⁃
sult for the transferred signal with timing fluctuation suppres⁃
sion, and it shows the 120 m free ⁃ space frequency transmis⁃
sion with timing fluctuation suppression has a instability of 1 ×
10⁃12 for 1 s and 7 × 10⁃15 for 1000 s. Curve (iii) shows the mea⁃
surement floor, which was obtained via a short link (Fig. 1).
With the comparison of these curves, we can find that the insta⁃
bility of the free ⁃ space transmission link with timing fluctua⁃
tion suppression is improved distinctly. Note that, curve (iii) is
merely the lower bound of the instability incurred during atmo⁃
spheric transfer of microwave signals. This is because it was

measured only with the short link, and most of the turbulence
effect was cancelled. This Allan Deviation measurement floor
in our case is limited by the stability of the frequency source
and the electronic noise on local site. The accuracy achieved
by our atmospheric frequency transfer system with phase com⁃
pensation may be quite adequate with some short distance free⁃
space applications. With comparison with instability of our
transfer results and a commercial Cs clock (5071A) [25], we
can find that the instability of our transmission link is lower.
Therefore, we believe that disseminating a Cs or Rb clock sig⁃
nal over free⁃space link by using the proposed portable atmo⁃
spheric frequency transfer scheme in this paper is feasible.
The compensation bandwidth of our loop is about 10 kHz, and
most of the timing fluctuation with the frequency below 10 kHz
can be suppressed. However, this also limits the distance of
the transmission link, because the short compensation time
(100 μs, corresponding to 10 kHz) limits the round⁃trip travel
time of optical beam. In this case, the distance will be limited
to tens km (by multiplying compensation time and light veloci⁃
ty). Therefore, our technique for atmosphere transfer of micro⁃
wave can be used in the application of short distance synchro⁃
nization between two or more stations.

5 Conclusions
We demonstrate an outdoor atmospheric frequency transfer

technique using a compact diode laser with a timing fluctua⁃
tion suppression. The RMS timing fluctuation for 120 m trans⁃
mission of a 100 MHz clock frequency was measured to be ap⁃
proximately 6 ps within 4500 s, with fractional frequency insta⁃
bility on the order of 1 × 10⁃12 at 1 s and the order of 7 × 10⁃15 at
1000 s. Comparing the instability of transfer results of the pro⁃
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▲Figure 3. Timing fluctuation results for the atmospheric microwave
transfer. Curve (i) is the result for 120 m free ⁃ space transmission link
without timing fluctuation suppression; Curve (ii) is the result for 120 m
free⁃space transmission link with timing fluctuation suppression; Curve
(iii) is the result for a short link at local site as a measurement floor.

▲Figure 4. Instability results for the atmospheric microwave transfer:
(i) relative Allan Deviation between the transferred microwave and ref⁃
erence signal without timing fluctuation suppression; (ii) relative Allan
Deviation with timing fluctuation suppression; (iii) Allan Deviation for a
short link as the measurement floor.
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posed system and a commercial Cs clock (5071A), we find that
the instability of our transmission link is lower than the Cs
clock. We believe that disseminating a Cs or Rb clock signal
over free ⁃ space link by using the proposed atmospheric fre⁃
quency transfer scheme is feasible. We will challenge in build⁃
ing a femtosecond portable atmospheric frequency transmis⁃
sion link with longer distance. There will be some improve⁃
ment to achieve this. For example, we will use higher frequen⁃
cy microwave to increase the resolution of phase discrimina⁃
tion and higher power laser to increase the SNR on the photo⁃
detection. In addition, a fast steering mirror will be used to can⁃
cel the beam vibration.
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hicle ⁃ mounted multimedia, with such advantages as high
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1 Introduction
ith the development of the Industrial Internet
of Things (IIoT), widely distributed network in⁃
formation needs to be shared and transmitted
in time [1], [2]. At present, the industrial sys⁃

tem is being extended from small closed networks to the IIoT,
which requires reliable, integrated, remote and secure access
to all network components. Existing Ethernet will no longer ap⁃
ply to customers who want to integrate Internet of Things (IoT)
concepts into their industrial systems to improve productivity,
increase normal running time or reduce maintenance.

In addition, Ethernet for Control Automation Technology
(EtherCAT), Process Field Net (PROFINET) and other industri⁃
al Ethernet protocols are typically developed for specific tasks
or domains, and are formed by modifying or adding specific
functions based on standard Ethernet protocols. These proto⁃
cols meet the real ⁃ time and deterministic requirements of in⁃
dustrial control systems that can perform their specific tasks
well in specific areas, but they are limited when combined with
standard Ethernet networks and devices. Lack of bandwidth,
lack of interoperability and high cost make it difficult to meet
data transmission requirements of Industrial 4.0 presently. As
a result, NI, Broadcom, Cisco, Harman, Intel, Xilinx and other
well ⁃ known companies have jointly founded the Avnu Alli⁃
ance. It aims at the promotion of the new Ethernet standard for
time sensitive networking (TSN) applied to the IIoT [3]. The
core technology of TSN includes network bandwidth reserva⁃
tion, precise clock synchronization, and traffic shaping, which
ensures low latency, high reliability and other needs.

As it is a new field of study, there are few contributions in

the domain of TSN. Related to the TSN research topics, [4]
presents a model, called audio video bridging (AVB) sched⁃
uled traffic (AVB ST). The main difference between TSN and
AVB ST lies in the way protected windows are created for time⁃
sensitive traffic. Paper [5] presents a delay analysis of AVB
frames under hierarchical scheduling of credit ⁃based shaping
and time⁃aware shaping on TSN switches. Considering TSN’s
time ⁃ aware and peristaltic shapers and evaluating whether
these shapers are able to fulfill these strict timing require⁃
ments, a formal timing analysis is presented in [6], which is a
key requirement for the adoption of Ethernet in safety⁃critical
real⁃time systems, to derive worst⁃case latency bounds for each
shaper. In [7], the equations are derived to perform worst⁃case
response time analysis on Ethernet AVB switches by consider⁃
ing its credit ⁃based shaping algorithm. Moreover, [8], [9] and
[10] analyze the transmission delay of TSN network. Recently,
an analysis is proposed to compute fully deterministic sched⁃
ules (i.e. time aware shaper (TAS) scheduling tables) for TSN
multi ⁃hop switched networks, while identifying functional pa⁃
rameters that affect communication behavior [11].

Our work is based on the IEEE 802.1Qbv TSN standard,
which enhances Ethernet networks to support time sensitive ap⁃
plications in the automotive and industrial control domains. A
key feature of TSN is the new traffic shaping mechanism TAS,
which is capable of accommodating hard real ⁃ time streams
with deterministic end⁃to⁃end delays. This paper describes the
TSN protocol stack and summarizes the key technologies used
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in the process of network operation. A specific example is giv⁃
en to analyze how frame priority works and the impact of
IEEE802.1Qbv time aware shaping and IEEE802.1Qbu frame
preemption on network and time sensitive data. The current re⁃
search status and future trend of TSN are also analyzed.

2 AVB and TSN
TSN is an extension of IEEE 802.1 Ethernet, which is a set

of new standards developed by the Time Sensitive Networking
Task Group of the IEEE 802.1 Working Group on the basis of
existing standards. The TSN task force was established in No⁃
vember 2012, renaming the existing AVB task set, extending
the scope of the AVB’s work and supporting all standard AVB
devices. In other words, TSN is actually an enhancement and
improvement of AVB [12], [13].
2.1 Overview of AVB/TSN

AVB is a set of protocol sets for real ⁃ time audio and video
transmission, which was developed in 2005 by the IEEE 802.1
Task Group [13], [14]. It can effectively solve the problem of
timing, low latency and traffic shaping in network transmis⁃
sion. At the same time, it guarantees 100% backward compati⁃
bility with traditional Ethernet. AVB is the potential next⁃gen⁃
eration audio/video transmission technology, including:
•802.1AS：Precision Time Protocol (PTP)
•802.1Qat：Stream Reservation Protocol (SRP)
•802.1Qav：Queuing and Forwarding Protocol (Qav)
•802.1BA：Audio Video Bridging Systems
•1722：Audio/Video Bridging Transport Protocol (AVBTP)
•1733：Real⁃Time Transport Protocol (RTP)
• 1722.1：Device Discovery, Enumeration, Connection Man⁃
agement and Control Protocol for 1722⁃Based Devices.

As shown in Fig. 1, TSN is primarily aimed at the data link
layer of ISO model, and it is a new standard that seeks to make
Ethernet real ⁃ time (low latency) and deterministic (high reli⁃
ability) [7], [15], [16]. It mainly includes:
•802.1AS (REV)：Time Synchronization (Update timing and

synchronization based on 802.1AS⁃2011)
•802.1Qbv：Time Aware Shaper (Traffic scheduling was en⁃

hanced based on 802.1Qav)
•802.1Qbu：Preemption (Update frame preemption based on

802.1Qav)
•802.1Qci：Ingress Policing
•802.1CB：Seamless Redundancy
• 802.1Qcc：Centralized Configuration (Enhancements and

performance improvements for Stream Reservation Protocol).
The protocols for TSN, such as OLE for Process Control

(OPC) Unified Architecture (UA), Object Management Group
(OMG) Data Distribution Service for Real ⁃ Time Systems
(DDS), IEEE1722, PROFINET, IEC61850 and Ethernet/IP,
and other industrial Ethernet protocols provide a common lay⁃
er 2 (data link layer) [17], which makes Ethernet transmission

more reliable, jitter lower and delay shorter and meets all the
requirements of real⁃time Ethernet. However, TSN will not and
cannot replace the existing real⁃time protocols, because TSN is
just a set of second level protocols, which provides all real ⁃
time features that are close to hardware, but does not provide a
whole stack of second layers. In the long run, it may replace all
second layers of extensions for PROFINET, EtherCAT, etc.,
but there will still be PROFINET or Ethernet/IP.
2.2 Basic Principles of AVB/TSN

In the case of insufficient bandwidth, the data from different
devices overlap with each other. As shown in Fig. 2, the con⁃
flicting parts of all the data flows in this case are forwarded by
the QoS priority mechanism. On the one hand, network devices
cannot tolerate too much delay forwarding. On the other hand,
the physical port cache of switches is very small, which cannot
effectively solve a large number of data packets arriving at the
same time, so some data packets will be discarded. Typically,
when a switch has a bandwidth occupancy rate of over 40%, it
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▲Figure 1. The audio video bridging/ time sensitive networking
(AVB/TSN) protocol set in the open systems interconnection
(OSI) model hierarchy.
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▲Figure 2. Traffic shaping schematic.
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has to be expanded. The goal is to avoid congestion by increas⁃
ing the bandwidth of the network.

In order to avoid the overlap of bandwidth, traffic shaping is
carried out for different data streams to achieve the purpose of
improving reliable delivery. As shown in Fig. 2, after traffic
shaping, the bandwidth occupied by each real ⁃ time stream is
at the same time node, and all non⁃real⁃time streams consume
other bandwidth, which will ensure reliable delivery of real ⁃
time data.

The AVB/TSN can make traffic shaping for the sender, such
as the network ports of different audio/video equipment, and al⁃
so make the reshaping of each forwarding node in the switch.
The basic principle of AVB/TSN is that each audio/video
stream only occupies its own bandwidth and does not affect the
transmission of other data streams [18], [19].
2.3 Main Features and Typical Application of TSN

TSN has a lot of characteristics compared to existing stan⁃
dards and proprietary industrial Ethernet protocols [20]:
1) Bandwidth: Advanced sensing applications generate large

amounts of data, resulting in network bandwidth resource
constraints. At present, the dedicated Ethernet protocol
commonly used in industrial control is generally limited to
100 MB bandwidth and half duplex communication. TSN in⁃
corporates a variety of standard Ethernet rates (including 1
GB, 10 GB and 400 GB currently in use) and support full⁃
duplex transmissions.

2) Security: TSN extends the security of infrastructure for un⁃
derlying control and integrates IT security rules.

3) Interoperability: By using standard Ethernet components,
TSN seamlessly integrates existing applications and stan⁃
dard IT networks to improve usability, such as HTTP inter⁃
faces and Web service, and realize the IIoT system for re⁃
mote diagnosis, visualization, repair, and other functions.

4) Low cost: TSN uses standard Ethernet chipsets as mass⁃pro⁃
duced commercial silicon chips. This reduces component
costs, which is particularly evident compared with the use
of a special Ethernet protocol based on ASIC chips.

5) Delay and synchronization: Fast response systems and
closed⁃loop control applications require low latency commu⁃
nications. TSN achieves deterministic transmission of tens
of microseconds and time synchronization at dozens of nano⁃
seconds between nodes, and provides automated configura⁃
tion for high ⁃ reliability data transmission paths to provide
lossless path redundancy by copying and merging packets.
TSN is a deterministic network with the following typical ap⁃

plications [1], [21]:
1) Professional audio and video (Pro AV): The main clock fre⁃

quency is emphasized in the field of professional audio and
video. In other words, all video network nodes must keep to
the time synchronization mechanism.

2) Automotive control: Most automobile control systems are
very complicated at present. In fact, all systems can be man⁃

aged with TSN that support low latency and real⁃time trans⁃
port mechanisms, reducing the cost and complexity of add⁃
ing network capabilities to automotive and professional au⁃
dio/video devices [22].

3) Industrial areas: TSN networks can be applied in the indus⁃
trial areas that require real ⁃ time monitoring or real ⁃ time
feedback, such as robotics industry, deepwater oil drilling,
and banking. In addition, TSN can also be used to support
large data transfer between servers. At present, the global in⁃
dustry has entered the IoT era. TSN is an effective way to
improve the efficiency of the IoT.

3 Key Technologies of TSN
In order to provide a complete real⁃time communication so⁃

lution, IEEE 802.1 has developed a TSN standard file, which
can be divided into the following three basic components: time
synchronization, scheduling and traffic shaping, and stream
management and fault tolerance.
3.1 Time Synchronization

Time plays an important role in the TSN network compared
with the IEEE 802.3 and IEEE 802.1Q standard Ethernet. By
clock synchronization, the network devices can run consistent⁃
ly and perform the required operations at the specified point in
time.

Time synchronization in TSN networks can be achieved with
different technologies. Time in a TSN network is typically dis⁃
tributed from a central time source through the network itself.
In most cases, this is done using the IEEE 1588 Precision
Time Protocol, which utilizes Ethernet frames to distribute
time synchronization information. In addition to the IEEE
1588 standard, the Time ⁃ Sensitive Task Group of the IEEE
802.1 Working Group has also developed a brief for IEEE
1588, called IEEE 802.1AS⁃2011, which is mainly applicable
to Internet environments such as home, automotive, and indus⁃
trial automation.
3.2 Scheduling and Traffic Shaping

The purpose of scheduling and traffic shaping is to allow dif⁃
ferent traffic classes to coexist in the same network. These traf⁃
fic classes have different priorities and have different require⁃
ments for available bandwidth and end ⁃ to ⁃ end delay. In the
field of industrial automation and cars, as a result of the exis⁃
tence of closed loop control and safety application, reliable
and timely information delivery plays an important role, so the
IEEE 802.1Q strict priority scheduling mechanism needs to be
strengthened.
3.2.1 TAS

TSN enhances standard Ethernet traffic by adding mecha⁃
nisms. In order to maintain backward compatibility, TSN still
maintains eight different virtual local area network (VLAN) pri⁃
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orities, which keeps the interoperability with existing infra⁃
structure well and allows seamless migration to new technolo⁃
gies. IEEE 802.1Qbv Time⁃Aware Shaper separates the com⁃
munication time on the Ethernet network into a fixed length
and a repetitive cycle. In the cycle, different time slices may
be configured, each of which is assigned with one or more of
eight priorities. It is a time division multiple access (TDMA)
scheme that separates time ⁃ critical traffic from non ⁃ critical
background services by establishing a virtual channel for a spe⁃
cific time period [22].
1) IEEE 802.1Qbv Guard Bands Mechanism

Since the transmission of frames cannot be interrupted, this
presents a challenge to the TDMA approach of IEEE 802.1Qbv
scheduling. As shown in Fig. 3, if a new frame is transmitted
before the end of the time slice 2 of cycle n, since the frame is
too large and the transmission process cannot be interrupted,
the frame invokes the subsequent time slice 1 of the next cycle
n+1. Through partial or complete blocking, real⁃time frames in
the subsequent time slices will be delayed, which cannot meet
the needs of applications. What it has to do for the actual buf⁃
fer effect is very similar with ordinary Ethernet switches [11].

As shown in Fig. 4, the guard band in TAS can prevent this
from happening. During this guard band, no new Ethernet
frame transmission may be started, only already ongoing trans⁃
missions may be finished and the duration of this guard band
has to be as long as it takes the maximum frame size to be safe⁃
ly transmitted. For an Ethernet frame, the
maximum length is: 1518 bytes (frames) +
4 bytes (VLAN tag) +12 bytes (frame spac⁃
ing) = 1534 bytes.

While the guard bands manage to pro⁃
tect the time slices with high priority and
critical traffic, they also have some signifi⁃
cant drawbacks: The guard band can cause
loss of bandwidth; the guard band affects
the minimum achievable time slice length
and cycle time. The standard IEEE
802.1Qbv contains a length⁃aware schedul⁃
ing mechanism in order to partially reduce
the bandwidth loss due to the presence of
the guard band. Therefore, length ⁃ aware
scheduling is an improvement, but cannot
mitigate all drawbacks that are introduced
by the guard band.
2) IEEE 802.1Qbu Frame Preemption for

Minimizing Guard Band
To further mitigate the negative effects

from the guard bands, the IEEE 802.1 and
802.3 Working Groups have specified the
frame preemption technology. IEEE
802.1Qbu is used for bridging manage⁃
ment components [24] and IEEE 802.3br
for Ethernet MAC components [25]. Fig. 4

uses a basic example to show how frame preemption works.
During the process of sending one best effort Ethernet frame,
the MAC interrupts the frame transmission before the guard
band. After the high priority traffic of time slice 1 passes, the
period is switched back to time slice 2, and the interrupted
frame transmission is resumed.

Frame preemption allows for a significant reduction of the
guard band. The length of the guard band is dependent on the
precision of the frame pre⁃emption mechanism. IEEE 802.3br
specifies the best accuracy of 64 bytes for this mechanism,
since this is the minimum size of a still valid Ethernet frame.
In this case, the guard band can be reduced to the total of 127
byte: 64 byte (the minimum frame) plus 63 byte (the minimum
length that cannot be preempted).
3.2.2 Credit⁃Based Shaper (CBS)

We can achieve low latency for data transfer by configuring
protected windows and prioritizing, but in some cases it is also
important to eliminate jitter. The reason is that a certain time
delay may be acceptable, but larger jitter will degrade the qual⁃
ity of communication service. For example, some delays do not
make a difference when watching a video, but they may lead to
frame skipping if the jitter is too high. Credit ⁃ based shaping
can be used to transmit data more evenly in order to provide a
continuous stream. Fig. 5 shows the basic idea [26], [27].

The transmission of Audio/Video traffic (AVB) is analyzed
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▲Figure 3. The frame that is sent too late in the best effort time slice infringes the high⁃priority
time slice.
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▲Figure 4. Example of frame preemption.
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as an example: the queue starts to transmit when the credit is
positive or zero and the credit decreases with a fixed slope dur⁃
ing the transmission; when there is a frame waiting, the credit
will accumulate with another fixed slope; the slope of the de⁃
crease or accumulation of credit can be configured according
to the actual situation or experience. In addition, the credit
will be set to zero when the credit is positive but the queue is
emptied. It can be seen that the shaping mechanism of CBS
can make the transmission of AVB data flow more uniform,
thus reducing the jitter. It also makes the lower priority data
streams have the opportunity to be transmitted.
3.2.3 TAS+CBS Scheduling Mechanism

There are many types of data streams in a communication
system, such as control data traffic (CDT), audio/video traffic
(AVB), and other background services traffic (best effort (BE)
traffic). They have different characterization requirements: the
real ⁃ time requirement of CDT transmission is higher; AVB

transmission requires less jitter; BE traffic has lower priority.
In view of the situation, we adopt TAS + CBS scheduling mech⁃
anism [28], [29].

The following example illustrates the scheduling mechanism
of TAS + CBS. The IEEE TSN standard states that the credit
will no longer increase for the duration of a class of data flows
that is forbidden to be transmitted. To make it easier to under⁃
stand, we only analyze the traffic transmission in a time period
T = 500 μs. As shown in Fig. 6, there are two AVB_A streams,
one AVB_B stream and one BE stream for transmission in the
TSN switch. The credits for AVB_A data streams are shown in
blue, while the credits for AVB_B data streams are shown in
red. The frames of AVB_A begin transmission at t = [0 μs, 125
μs, 250 μs], the frames of AVB_B and BE begin transmission
at t = [0 μs, 200 μs, 400 μs], the guard band is activated at t =
60 μs, and the CDT slot is activated at t = 85 μs. We assume
that all frames have the same size of 25 μs, so the guard band
is also defined to be 25 μs and the size of the CDT slot is spec⁃
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◀Figure 5.
Credit⁃based shaper.
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ified as 100 μs.
It can be seen that at t = 50 μs, stream AVB_A2 starts trans⁃

mitting a frame, and it continues transmitting until t = 75 μs.
Between t = 60 μs and t = 75 μs, the number of credits of the
AVB_A class flow continues to decline because the frame be⁃
gins to transmit before the guard band. As opposed to class
AVB_A, class AVB_B has a negative credit at t = 50 μs,
hence its credits are incremented according to its idle slope un⁃
til t = 60 μs, at which moment its gate is closed due to the acti⁃
vation of the guard band. The number of credits of class
AVB_B stays constant during the guard band and the CDT ⁃
slot, even though it has a negative value. It is worth noting that
at t = 310 μs, the number of credits of AVB_A drops from posi⁃
tive to zero because there is no AVB_A frame waiting for send⁃
ing at this time. From the example analysis, the TAS + CBS
scheduling mechanism can effectively reduce the jitter of the
audio/video traffic while ensuring the reliable and real ⁃ time
transmission of the control data traffic.
3.3 Stream Management and Fault Tolerance

The core of TSN is its meeting the requirements of individu⁃
al applications regarding timing behavior and reliability. In or⁃
der to achieve the TSN characteristics, applications must regis⁃
ter the corresponding data flows before their transmission. The
identification, registration, and management of suitable paths
can be a challenge, especially in larger networks and in con⁃
junction with fixed transmission windows for different streams.
To support the identification, registration, and management of
suitable paths, TSN defines a set of mechanisms and interfaces
in IEEE P802.1Qcc.

The reliability of data flows, especially in the event of er⁃
rors, is also of great importance for many TSN application sce⁃
narios. For example, safety⁃related control loops or vehicle au⁃
tonomous driving networks must be protected against failure in
hardware or network media. Therefore, the TSN Task Group is
currently providing the fault tolerance protocol IEEE 802.1CB
for this purpose [30], and the mechanisms defined in IEEE
P802.1CB and IEEE P802.1Qca allow replication and redun⁃
dant transmission of data over several disjunctive paths. In ad⁃
dition to this agreement, existing high reliability protocols,
such as Hierarchical State Routing (HSR) and Probabilistic
Routing Protocol (PRP), as specified in IEC 62439⁃3, may also
be used.

4 Modeling and Performance Analysis of
Time Sensitive Networking

4.1 Modeling
The establishment of a simple network model is shown in

Fig. 7 [31], [32]. A dataflow path dpi is an ordered sequence
of links connecting one sender ESi ∈ES to one receiver
ESj ∈ES . In Fig. 7, we have:

dp1 =(ES1 →NS1,NS1 →NS2,NS2 →ES4), (1)
dp2 =(ES2 →NS1,NS1 →NS2,NS2 →NS4,NS4 →ES5). (2)

4.2 Network Performance Analysis
The TSN performance is analyzed by a specific example.

We define a time unit as a step. The characteristics of the ex⁃
ample frame are shown in Table 1, which explains why the
time criticality problem may still occur in the case of defining
a priority. Moreover, for easy understanding, we do not consid⁃
er the existence of the guard band in the following analysis.
4.2.1 IEEE 802.1Q Strict Priority Scheduling Mechanism

Based on the network topology model in Fig. 7, we using the
IEEE 802.1Q priority scheduling mode is used and the results
are shown in Fig. 8. It is not difficult to see that even if these
frames have different priorities, the frame delay time with high
priority is not necessarily more stable. Frame 1 with the lowest
priority has a stable delay of 9 steps, Frame 2 has a delay of 14
or 13 steps, and Frames 3 and 4 have 8 steps of delay. The to⁃
tal delay time in the example is 77.
4.2.2 IEEE 802.1Qbv Time⁃Aware Shaper

If Frame 2 is considered to be a time⁃critical key frame, oth⁃
er features remain the same. In order to guarantee the low de⁃
lay of Frame 2, the IEEE 802.1Qbv time⁃aware shaper mecha⁃
nism is adopted and the results are shown in Fig. 9.

By comparison, it can be found that the total time of trans⁃
mission of all frames increases from 77 to 82 steps. However,
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ES: end system NS: network switch

▲Figure 7. A TSN topology model.

▼Table 1. Example frame features

Frame
Frame 1
Frame 2
Frame 3
Frame 4

Priority
1
3
5
7

First arrival
0
2
4
4

Interval
10
11
9
12

Transmission time/length
3
2
2
2

ES1 ES2

ES6 ES7

ES3 ES5ES4

NS3 NS2 NS4

NS1

dp1 dp2

Physical connection

Route

Dataflow path



for the time⁃sensitive Frame 2, the delay is stable to 8 steps,
which is ES2 to ES5 transmission of the best time.
4.2.3 IEEE 802.1Qbu Frame Preemption Scheduling

Mechanism
Frame 2 is a critical frame for time requirement. The IEEE

802.1Qbu frame preemption mechanism is adopted here and
Fig. 10 shows the results. It can be found that this scheduling
mechanism can guarantee the timely transmission of Frame 2
and overcome the shortcomings of IEEE 802.1Qbv Time ⁃
Aware Scheduling. It reduces the total time of transmission
frame from 82 steps to 78 steps.

5 Conclusions
In this paper, the time sensitive networking is introduced.

The key technologies of TSN are summarized. A concrete ex⁃

ample is given to illustrate the unique performance of the time
sensitive networking. We obtain the following results:
1) IEEE802.1Q strict priority scheduling is very easy to gener⁃

ate data conflict in the case of insufficient bandwidth, and
cannot guarantee the timely transmission of data frames.

2) IEEE802.1Qbv Time ⁃Aware Shaper can ensure the timely
transmission of key frames, but the protected window and
guard band mechanism will cause a certain degree of band⁃
width waste at the downside.

3) IEEE802.1Qbu guarantees the timely transmission of data,
and at the same time, uses the frame preemption mecha⁃
nism to minimize the guard band to solve the problem of
bandwidth waste in IEEE802.1Qbv Time⁃Aware Shaper.
Some TSN standards have not been formally released, and

the related applications in automotive electronics and indus⁃
tries have not been widely promoted. Basically, TSN is still in
the testing platform stage. The development of chips and prod⁃
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ES: end system NS: network switch

Figure 9.▶
IEEE 802.1Qbv

time⁃aware scheduling
and results.

◀Figure 8.
IEEE 802.1Q priority
scheduling and results.

Figure 10.▶
IEEE802.1Qbu frame
preemption scheduling

and results. ES: end system NS: network switch

ES: end system NS: network switch
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ucts for TSN will be the next focus of major manufacturers and
related research institutes.
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