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Guest Editorial SN

5G Wireless: Technology, Standard and Practice
Fa-Long Luo and Alexander S. Korotkov

5G Wireless: Technology, Standard

and Practice

» Fa-Long Luo

Dr. Fa-Long Luo is chief scientist
at two leading international com-
panies, headquartered in Silicon
Valley, dealing with software-de-
fined radio and wireless multime-
dia. From 2007 to 2011, he was
the founding editor-in-chief of In-
ternational Journal of Digital Mul-
timedia Broadcasting. From 2011
to 2012, he was the chairman of
IEEE Industry DSP Standing Committee and technical
board member of IEEE Signal Processing Society. He is
now associate editor of IEEE Access and IEEE Internet of

Things Journal. He has 31 years of research and industry
experience in multimedia, communication and broadcast-
ing with real -time implementation, applications and stan-
dardization and has gained international recognition. He
has authored or edited four books, more than 100 technical
papers, and 18 patents in these and closely related fields.

» Alexander S. Korotkov

Alexander S. Korotkov is a profes-
sor and head of the Integrated
Electronics Department, St. Pe-
tersburg Polytechnic University,
Russia. Professor Korotkov is a
dedicated university lecturer, of-
fering courses such as Circuits of
Wireless Communications.  On
several occasions, he has been

ranked one of the best profession-
als in evaluations carried out by St. Petersburg State Poly-
technic University. He is a supervisor of the international
master’s degree program in microelectronics of telecommu-
nications systems. His research interests include areas of
circuits and systems for wireless communications, integrat-
ed circuit theory and design, and integrated circuit comput-
er simulation. From 2003 to 2005, Professor Korotkov was
an associate editor of IEEE Transactions on Circuits and
Systems, Pt II. Currently, he is an associate editor of Radio
Electronics and Communications Systems (Ukraine) and
St. Petersburg State Polytechnic University Journal, Jour-
nal of Computer Science, and Telecommunication and Con-
trol Systems (Russia). Professor Korotkov has authored two
books and published about 170 papers and reports.

G wireless technology is developing at an explosive rate and is one of the

biggest areas of research within academia and industry. With 2G, 3G and

4G, the peak service rate is the dominant metric that distinguishes these

three generations. 5G will significantly increase the peak service rate but
will also dramatically increase energy efficiency, frequency efficiency, spectral effi-
ciency, and efficiency of other resources. It will dramatically increase flexibility, ca-
pacity, coverage, compatibility and convergence. In this way, it will satisfy the in-
creasing demands of emerging big-data, cloud, machine-to-machine, and other ap-
plications. The successful development and deployment of 5G technologies will be
challenging and will require huge effort from industry, academia, standardization or-
ganizations, and regulatory authorities.

This special issue deals with the application, technology, and standardization of
5G and aims to stimulate research and development of 5G by providing a unique fo-
rum for scientists, engineers, broadcasters, manufacturers, software developers, and
other related professionals. The topics addressed in this special issue include sys-
tem architecture, protocols, physical layer (downlink and uplink), air interface, cell
acquisition, scheduling and rate adaption, access procedures, relaying, and spec-
trum allocation. The call-for-papers for this special issue attracted a number of ex-
cellent submissions. After two-round reviews, six papers were selected for publica-
tion. These papers are organized in two groups. The first group comprises three over-
view papers that outline technical aspects of 5G. The second group comprises three
papers that provide new algorithms and theoretical analyses that can be used in the
development of 5G wireless systems.

The first paper, “5G: Vision, Scenarios and Enabling Technologies,” presents an
excellent vision for 5G wireless communications systems, which are expected to be
standardized around 2020. The paper states that service ubiquity is the key require-
ment of 5G from the end-user’s prospective and is necessary to support a vast mesh
of connections for human-to-human, human-to-machine, and machine-to-machine
communications in an energy-efficient way. This paper discusses various technolo-
gies designed to improve radio link efficiency, expand operating bandwidth, and in-
crease cell density. With these technologies, 5G systems can accommodate a mas-
sive volume of traffic, and this is fundamental for service ubiquity and supporting a
massive number of connections, as outlined in the 5G vision of this paper. This pa-
per also discusses the transition to intelligent cloud, in particular, cloud coordina-
tion of network access, which enables a flatter architecture.

The second paper, “Towards 5th Generation Wireless Communication Systems,”
discusses the targeted 5G system, including its driver, requirements, and candidate
technologies that might help achieve its intended goals. Drawing on recent results
obtained by the author’ s research team, the author discusses detection of and ac-
cess to free spectrum over bands of a heterogeneous nature, extreme densification of
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networks (mass base station deployments), extreme increase in
the number of antennas in transmitter arrays and their interac-
tion with a novel waveform, integration of both wireless and op-
tical sides of telecom networks, and design of wireless net-
works from the perspective of complex systems science.

The third paper, “Signal Processing Techniques for 5G: An
Overview,” gives an overview of the main signal - processing
techniques being developed for 5G wireless communications.
At the beginning of this paper, the author reviews six orthogo-
nal and non -orthogonal waveform - generation and modulation
schemes: generalized frequency - division multiplexing
(GFDM), filter bank multi-carrier (FBMC) transmission, univer-
sal filtered multicarrier (UFMC) transmission, bi - orthogonal
frequency division multiplexing (BFDM), sparse code multiple
access (SCMA) and non-orthogonal multiple access (NOMA).
Then, the author discusses spatial signal processing algorithms
and implementations of massive multiple - input multiple - out-
put (massive MIMO), 3D beamforming and diversity, and multi-
plexing based on orbital angular momentum (OAM). The au-
thor also briefly reviews aspects of signal processing for other
emerging techniques in 5G, such as millimeter wave, cloud ra-
dio access networks, full duplex mode, and digital RF process-
ing.

The fourth paper, “Energy - Efficient Large - Scale Antenna
Systems with Hybrid Digital - Analog Beamforming Structure,”
provides both theoretical analysis and simulations on the de-
sign of a large-scale antenna system (LSAS) with beamforming
(BF), which is believed to significantly increase energy effi-
ciency (EE) and spectral efficiency (EE) in a 5G wireless sys-
tem. The paper investigates the optimal antenna configuration
in an N X M hybrid BF structure, where N is the number of
transceivers, and M is the number of antennas per transceiver.
In such a structure, analog BF is introduced for each transceiv-
er, and digital BF is introduced across N transceivers. The em-
phasis of this paper is EE-SE optimization when NM is fixed
and when N and M are independent. The EE-SE relationship
at “green” points is first investigated, then the effect of M on
EE at a given SE is analyzed. In both cases, the authors show
that there is an optimal M that provides the best EE for a given

02 | ZTE COMMUNICATIONS = March 2015 Vol.13 No.1

SE. The authors also discuss the optimal M when there is se-
vere inter-user interference. These proposed analyses and re-
sults will be very useful in designing and deploying such LSAS
for 5G.

The fifth paper, “An Optimal Lifetime Utility Routing for
5G and Energy-Harvesting Wireless Networks,” looks at wire-
less sensor networking as a representative of all the different
kinds of links involved in 5G. This paper also addresses ener-
gy efficiency. The authors propose an energy - harvest - aware
route - selection method that incorporates harvest availability
and energy storage capacity into routing decisions. In other
words, the harvest-aware routing problem is formulated as a lin-
ear programming problem with a utility-based objective func-
tion that balances two conflicting routing objectives so that the
proposed algorithm extends network lifetime. In addition, the
authors investigate the effects of various network factors, such
as topology, energy consumption rates, and prediction error, on
energy savings.

The sixth paper, “Interference-Cancellation Scheme for Mul-
tilayer Cellular Systems,” discusses interference cancellation,
which is a challenging problem in a heterogeneous network
that has coexisting multilayer cells, multiple standards and
multiple application systems. First, an interference signal mod-
el that takes into account channel effect as well as time and fre-
quency error is presented. An interference - cancellation
scheme based on this model is then investigated. Following
that, a method for compensating the timing and carrier frequen-
cy offset of an interference signal is presented. In the last step
of processing, interference is mitigated by subtracting the esti-
mation of interference signal. Computer simulation shows that
the proposed interference - cancellation algorithm significantly
improves performance in different channel conditions.

As we conclude the introduction of this special issue, we
would like to thank all authors for their valuable contributions,
and we express our sincere gratitude to all the reviewers for
their timely and insightful comments submitted papers. It is
hoped that the contents in this special issue are informative
and useful from the aspects of technology, standardization, and
implementation.
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5G: Vision, Scenarios and Enabling Technologies

Yifei Yuan and Xiaowu Zhao
(ZTE Corporation, Shenzhen 518057, China)

' Abstract

This paper presents the authors’ vision for 5G wireless systems, which are expected to be standardized around 2020 (IMT-2020).

In the future, ubiquitous service will be the key requirement from an end-user’s prospective, and 5G networks will need to sup-

port a vast mesh of human-to-human, human-to-machine, and machine-to-machine connections. Moreover, 5G will need to support

these connections in an energy-efficient manner. Various 5G enabling technologies have been extensively discussed. These tech-

nologies aim to increase radio link efficiency, expand operating bandwidths, and increase cell density. With these technologies,

5G systems can accommodate a massive volume of traffic and a massive number of connections, which is fundamental to providing

ubiquitous services. Another aspect of 5G technology is the transition to an intelligent cloud that coordinates network access and

enables flatter architecture.

'A Keywords

5G; IMT-2020; ultra-dense networks; massive MIMO; service ubiquity

1 Introduction

ellular communications have gone through four de-

cades of development, from 1G analog systems to

2G GSM and IS-95; 3G CDMA2000, UMTS and

HSPA; and finally, 4G LTE. Worldwide, penetra-
tion of mobile phones is now more than 60%, even when count-
ing under - developed countries where basic living conditions
are still not guaranteed. The deployment of 3G and 4G has fa-
cilitated the proliferation of smart devices, which enable much
easier access to electronic information and encourage interac-
tion with remote computing systems, regardless of whether the
user is stationary or on the move. This trend will continue with
future 5G systems [1]. Human beings will rely more and more
on cellular networks to acquire, disseminate, exchange, and
manage information. 5G cellular services will be oriented to-
wards user experience and satisfaction and will be supported
by high-performance systems with capacity three orders of mag-
nitude greater than 4G. This rich, vivid content will be instant-
ly available anytime and anywhere.

User experience and satisfaction is the driving force of 5G.
Wireless researchers and operators will come up with more in-
novative ways of converging devices, networks and services.
As well as individuals, businesses, organizations and govern-
ments will also benefit greatly from 5G networks, which will be
versatile, intelligent, and able to support a myriad of applica-
tions. 5G networks combine the advantages of cellular systems
and wireless LANs. These two families of wireless technology

have evolved along quite different paths since 3G, each being
used for particular scenarios and unable to replace the other.
With converged technologies, 5G networks will be comprehen-
sive and able to penetrate more aspects of human life.

The so-called “mobile ICT era” implies ubiquitous mobility.
Innovations in 5G will significantly increase efficiency in
fields as diverse as education, healthcare, manufacturing, gov-
ernment, transportation, and finance. The boundary between
the physical and digital worlds will be further blurred with 5G.

The rest of this paper is organized as follows. In section 2,
we discuss 5G in terms of service ubiquity, vast interconnect-
edness, and energy efficiency. In section 3, we discuss some
technical issues related to 5G, emphasizing the massive vol-
ume of data traffic and transition to intelligent cloud. In sec-
tion 4, we draw some conclusions.

2 5G Vision

The story of high-end smart phones reveals that the need to
provide better user experience is the main impetus for increas-
ing network capacity. In 2007, there were no “killer applica-
tions” in the US. As a result, 3G cellular systems in the US
were loaded to less than 20% of capacity, and operators began
to question why they had outlaid such huge amounts of capital
for 3G. However, in June 2007, Apple debuted its high-end
phones, and this completely changed the situation [2]. The re-
sulting jump in demand for wireless data throttled networks
and forced operators to deploy more 3G equipment. Operators
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were also pressed to accelerate 4G standardization. Increased
system capacity fulfills the needs of users; the resultant appe-
tite for fast data pushes the development of technology; and
this further increases capacity. This cycle will continue with
5G, which will support a wide range of services and applica-
tions that will be vastly more interconnected and have greater
effect on business and social life.

2.1 Service Ubiquity

The previous four generations of wireless systems were all
designed to improve the peak rate and average throughput of a
cell. The peak rate is the maximum data rate that can be
achieved for a single user in the best propagation environment.
Key performance indicators (KPIs) related to a technology give
a good indication of the full potential of the technology but are
often only significant for marketing. In reality, the user rarely
fully experiences what the technology is touted to provide,
even if the user is close to base stations in a lightly loaded net-
work. In addition, the peak rate is usually only obtainable us-
ing the highest category of mobile terminal for the particular
technology. Terminals that are not top-of-the-range will not be
capable of delivering data at the peak rate advertised. Average
cell throughput more accurately reflects what a user can typi-
cally expect from their services (Fig. 1). However, this is also
not guaranteed for the majority of users. In many cases, a user
at the cell edge experiences low data rate and a high rate of
call dropping. This is a cause of customer complaints or even
lawsuits.

5G can significantly increase network capacity, peak data
rate, number of connections, and traffic density within an area.
It can also significantly reduce latency and provide highly ac-
curate indoor positioning. Service ubiquity is a high priority for
a system designed to be user-centric and tailored to different
applications (Table 1). Ubiquity can be better measured by
taking into account the resource usage patterns and traffic
characteristics of wireless services to be provided. 5G will pro-
vide diverse services in areas such as office, social networking,
and e-commerce, and online financial services. Peak data rate
and average cell throughput are certainly not sufficient indica-

VTable 1. User experience in different scenarios

Applicati Very Gl .o Around Suggren
pplications fast . Service Ubiquitous oul real-time and
in a crowd ¥ reliable
Virtual reality office
Dense urban info. society X X
Shopping mall X
Stadium X
Open air festival X X
Real-time remote computing X X
for mobile terminal
Tele-protection in smart grid X X
Traffic efficiency and safety X X
Massive deployment of X X X

sensors and actuators

tors of service ubiquity—KPIs such as data rate of worst 5% of
users are more revealing in this respect. User experience de-
pends on deployment scenario. In an office or dense residen-
tial area, the user is usually in a hotspot and can expect a
much better experience than if they were in a wide - coverage
scenario. The rate desired by someone participating in a big
outdoor event in a regional area may not be possible in that ar-
ea. 5G systems need to create an equally good experience re-
gardless of location or scenario. This is what truly ubiquitous
service implies.

2.2 A Mesh of Connections

Cell phone penetration in developed countries is already
100%. As more and more people are expected to replace their
old phones with powerful new terminals, such as tablets, the
sheer number of cell phones is not expected to increase signifi-
cantly. Nowadays, a smartphone is so omnipotent that you can
talk, message, watch videos, listen to music, play games, chat,
and surf the web all from one terminal. Many phones now sup-
port multiple standards for a single radio access, which make
roaming much easier in many parts of the world. If we consider
that cellphones are only used for human-to-human communica-
tion, cell phone penetration will remain flat or increase only

slightly. However, 5G goes beyond traditional cellu-
lar services for personal use. A large chunk of traffic
will derive from human-to-machine and machine-to-
machine communication. The total number of devic-
es that will need to be wirelessly connected in a few
industries, e.g., retail, healthcare, manufacturing,

e e
- 1 10s Gbps? /'
®
@ I'. i 0«\’@%\ 100s Mbps @ .f
ﬁ : aed 10s Mbps 46
Co\\‘«' i @ LTE. LTE-A ® Very high data rate
100s kbps ® Very low latency
108 Kbps @ HSPA, EV-DO ® Very dense crowds of users
@ WCDMA. CDMA2000 ® very low energy, cost and
massive number of devices
GSM, CDMA

transportation and agriculture, will be much higher
than the human population. The total number of ma-
chine-to-machine connections will easily be counted
in the hundreds of billions [3]. The requirements for
the machine-to-machine communication in each in-
dustry will be drastically different: some industries

AFigure 1. Increase in data rate, generation by generation.
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will require a very high data rate; some require very
short latency; some will require extremely high reli-



ability. This creates great challenges for 5G networks. How can
we serve vast meshes of human-to-human, human-to-machine,
and machine-to-machine connections that far exceed those of
4G networks? Researchers need to come up with intelligent de-
signs the ensure networks are robust and operate smoothly with
massive numbers of connections.

Vast meshes of connections calls for 5G to be a conceptual
change. In addition to interactive services such as conversa-
tion, gaming, video-conferencing and web surfing, 5G will have
to provide many more automated services for machine-to-ma-
chine communication. Network design principles need to be re-
thought for 5G so that M2M communication is efficient and cost
- effective. Compared with other wireless techniques and sys-
tems that used to be vertically integrated in each industry, 5G
is better in terms of required performance and total cost of de-
velopment and deployment. This would unleash the potential
of economy-of-scale, which is often observed in the cellular in-
dustry, and would increase efficiency in many parts of society.

2.3 More Energy - Efficient Future

With the thousand-fold increase in capacity engendered by
5G networks, energy efficiency becomes a top priority. Capaci-
ty should not just be increased on average; throughput also
needs to be significantly increased at the cell edge so that a us-
er is guaranteed a superior wireless experience wherever they
are. For service ubiquity and to support a massive number of
connections, a 5G network infrastructure has to be very dense-
ly deployed. If efficiency remains at current levels, energy con-
sumption will shoot up.

The idea of “going green” has taken root in many industries
worldwide. The cellular industry is a major contributor of glob-
al CO, emission [4]. In the future, it will not be socially accept-
able to chase ultra-fast network speed and excellent user expe-
rience at the expense of the environment. Therefore, research-
ers need to devise smarter ways to present energy information
to users, reduce harmful interference caused by aimless trans-
mission, and conform to Moore” s Law by further shrinking cir-
cuits and reducing power consumption. Increasing energy effi-
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standout technology that represents the most important ad-
vancement in that generation. Traditionally, each cellular gen-
eration is distinguished by its unique multi-access method. For
example, the distinguishing feature of 1G was frequency-divi-
sion multiple access (FDMA) and the reliance on analog-do-
main signal processing and communication. The distinguishing
feature of 2G was time-division multiple access (TDMA), and
GSM is a good example of where digital signal processing and
communications were first widely used in the cellular world.
The distinguishing feature of 3G is code-division multiple ac-
cess (CDMA), which enables radio resources to be shared be-
tween multiple users. The introduction of capacity - approach-
ing Turbo codes significantly increases spectral efficiency. The
distinguishing feature of 4G is orthogonal frequency - division
multiple access (OFDMA) which, when combined with spatial
multiplexing schemes such as MIMO, drastically increase sys-
tem capacity without unreasonably increasing complexity at re-
ceivers.

5G will have diverse requirements and applications and is
unlikely to be defined by a single radio-access scheme or domi-
nant technology. However, there are a few noticeable techno-
logical trends that could underscore 5G networks. These tech-
nological trends will intersect with each other to construct the
5G system as a whole and fulfill the vision outlined earlier.

As with the previous four generations of cellular networks,
capacity will continue to be very important technical goal of
5G. Capacity is a “hard” performance criteria and the basis of
service ubiquity. There are three issues related to traffic vol-
ume that need to be considered in order to achieve a thousand-
fold increase in capacity (Fig. 2). These aspects issues are: im-
proving radio link efficiency, expanding and managing spec-
trum, and making cell sites denser.

Another important trend in future wireless networking is the
transition to intelligent cloud. Cloud-like concepts are seen in
various branches of information technology, and 5G network ar-
chitecture is no exception. Many kinds of network intelligence
will be re-formulated and integrated into the cloud structure.
With the cloud, human-to-human, human-to-machine, and ma-

ciency involves more cost-effective site planning,
construction, and maintenance. These traditionally
account for a large proportion of energy consump-
tion within a cellular system.

5G terminals also need to be energy - efficient,

and this requires cooperation between system de- X Y Cotrequency co-time full duplex
. . s
signers and device manufacturers. Moore s Law al-
so applies to terminals as well as networks— the , More spectrum
. . L. . . . 5 300m-500m  Macro @ HetNet 3X-5X
size of circuits in a terminal will continue to re-
i ) ) - i S00M-900M__23G-26G 356 56-506
duce, and more complicated data processing will Small R
. . = cell = = e
occur with less power and smaller die area. = = 40X #0M-190M 186216
0m-50
e - Spectrum expansion: From 300-500 MHz to 1500 MHz
& More sites

Higher spectrum
efficiency

Massive MIMO, NCT B
Cloud coordination <] ™ i [ 1

Cognitive radio =

NCT: new carrier type

3 Enabling Technologies
From 1G to 4G, each generation is defined by a

A Figure 2. Three aspects of technology breakthrough for 5G.
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chine - to - machine communication will all be seamless. The
huge digital ecosystem created by 5G will allow any person or
machine to be a content generator or digital library that can po-
tentially accelerate the growth of data traffic in future networks.

3.1 Improved Efficiency of Radio Links

Since the advent of 3G, more technologies related to multi-
ple antennas have been adopted to increase system capacity.
In a 3G system, multiple transmitting antennas are primarily
used for beamforming, which can improve the signal -to-noise
ratio (SNR) of a link. Orthogonal-frequency-division multiplex
(OFDM) greatly reduces receiver complexity in a 4G MIMO
system, especially in a multipath propagation environment.
OFDM has given rise to a wave of spatial multiplexing
schemes that have now been standardized. With spatial multi-
plexing, a radio link can support multilayer transmission,
which helps double or even triple the peak data rate of a 4G
system compared to a 3G system. The advancement of MIMO
in LTE [5] allows more flexible multiuser MIMO, a technology
that increases the sum capacity of users who are simultaneous-
ly scheduled.

With 5G, there will be order of magnitude increase in the
number of antennas at the base station. Dozens or even hun-
dreds of antennas are possible and will form a so-called mas-
sive MIMO system [6]. The freedom offered by massive MIMO
in the spatial domain is so huge that the effect of thermal noise
will become negligible, and system performance will, in theory,
only be limited by the pilot pollution. This huge degree of free-
dom can support high-order multiuser communication, where a
large number of users share the same time and frequency re-
sources and do not significantly interfere with each other. Im-
proved SNR and high - order multiuser transmission can pro-
vide a several -fold increase in spectral efficiency in the sys-
tem, although the gain may not be exactly proportional to the
number of antennas.

With massive MIMO, radiated energy is directed more to-
wards intended users rather than being radiated in all direc-
tions. Link budget can also be dramatically improved. In other
words, a transmitter uses less power while providing higher sys-
tem throughput and wider coverage. In addition, transmit pow-
er can be distributed over many antennas in massive MIMO,
and the power amplifier of each antenna operates at linear re-
gion. This facilitates high-order modulation and coding without
using the need for expensive power amplifiers and pre-distor-
tion algorithms. Therefore, massive MIMO will be critical in re-
ducing energy consumption of 5G systems and achieving the
goal of green communication.

Turbo codes in 3G and 4G have already pushed the spectral
efficiency of a single-antenna channel very close to the Shan-
non limit; however, there is still some room for more research
on new coding and modulation schemes. Channel coding in 3G
and 4G is mainly aimed at approaching the Shannon limit for
traffic channels on the condition that code blocks are enough
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long and the channel is only affected by additive white Gauss-
ian noise (AWGN). In 5G, more flavors will be added to the de-
sign of the channel codes and modulation schemes. For vast
meshes of connections, the number of links that access to the
network is huge, yet each link carries only small amount of da-
ta. Because short blocks of data prevail, the channel - coding
community is searching for powerful codes that can approach
the channel capacity even when the code block is short, e.g.,
less than 100 bits [7]. Cellular communication is often corrupt-
ed by fast fading, either at frequency domain or time domain.
Link adaptation is effective for handling fast fading and helps
transmitters choose modulation/coding schemes to match the
current channel condition. The link adaptation schemes in 3G
and 4G can work but often fail to keep up with the channel
variation when users are moving fast. New link - adaptation
methods in 5G enable the transmission scheme to be quickly
adjusted to suit the channel characteristics. This reduces re-
source waste and improves link efficiency in fading environ-
ment.

Faster than Nyquist (FTN) is another link - level coding
scheme that has recently gained attention in 5G. Instead of us-
ing traditional QAM to map coded bits to complex symbols,
coded bits in FTN are shifted and overlapped in time. This su-
perimposition forms a real-valued convolutional encoder. Rely-
ing on the sequence detection at the receiver, coded bits can
be detected with low bit-error rate. The amplitude distribution
of FTN signals is closer to that of Gaussian signals than that of
QAM signals. In an environment with high signal-to-noise-ra-
tio (SNR), FTN more closely approaches the Shannon limit. An
FTN signal has lower peak-to-average power ratio (PAPR) than
a QAM signal, which allows power amplifiers to operate more
efficiently.

Multiuser communication has been around since 3G. Stan-
dards specifications define some physical control signaling and
reference signal structure (format) to better support multiuser
features; however, many multiuser schemes are implementation
-oriented. One example of this is linear superposition of sig-
nals of different users and then using receiver - side interfer-
ence cancellation to pick up each user’s signal (data). Interfer-
ence cancellation at receivers is usually implementation-specif-
ic. In 5G, more sophisticated superposition is expected for mul-
tiuser support. Such superposition includes code - domain su-
perposition, which more closely approaches the sum-rate of the
broadcast channel/multi - access channel or reduces the need
for resource scheduling and is less dependent on interference
cancellation at receivers. These superposition codes form new
family of new coding and modulation techniques that includes
bit-division multiplexing [9].

At the system level, network coding should increase the to-
tal throughput of a system when it has multihop transmissions.
Relay node deployment is an example of multi-hop systems, es-
pecially when the backhaul link (base station to relay node)
and access link (relay node to user terminal) share the same



frequency. So far, network coding has never gone beyond aca-
demia. This situation will change with 5G, and we may see the
widespread adoption of network coding in various standards.

With an increase in processing power at the receivers, inter-
ference cancellation can be brought to a higher level so that
transmission and reception can occur at the same time in the
same frequency [10] with little spatial isolation in - between.
With analog- and digital-domain interference cancellation, full
duplex communication is possible in 5G. In theory, link effi-
ciency will be doubled if all co-existence issues can be solved.

In applications such as machine-to-machine communication
for manufacturing or vehicle-to-vehicle communication for in-
telligent transport systems, short latency and high reliability
are critical requirements. 3G and 4G systems were designed
primarily for human-to-human communication, and their physi-
cal - layer structures and higher - layer protocols do not meet
these stringent latency and reliability requirements. Physical
structures with shorter transmission time interval (TTI) are
needed in 5G so that the number of residual errors is made ex-
tremely low within a very short timeframe. New coding and
modulation schemes will help achieve this goal as well.

OFDM, the widely used waveform in 4G, enables simple re-
ceiver implementation in MIMO systems. However, OFDM sig-
nals tend to have significant out-of-band emissions, and this re-
quires precise synchronization and orthogonal resources. Filter-
bank multi-carrier (FBMC) is a promising waveform technology
that reduces out-of-band emissions and lowers the requirement
for synchronization. The basic idea of FBMC is to replace the
rectangular window in OFDM with a bank of filters. In MIMO
systems, FBMC requires some extra signal processing in chan-
nel estimation and filter algorithms in MIMO systems, FBMC
is very suitable for dynamic spectrum allocation scenarios
where the low out-of-band emission makes the systems more
compatible with various band combinations.

Radio link efficiency can also be improved by using a soft-
ware-defined air interface so that the system can support multi-
ple radio access technologies (multi-RAT) in a multi-spectrum
deployment. Such operational flexibility can improve the utili-
zation of radio resources and result in better 5G performance.

3.2 Spectrum Expansion and Management

Data rate is the product of spectral efficiency and occupied
bandwidth. As cellular communication evolves from 1G to 4G,
system bandwidth continuously increases, as does the band-
width each user can occupy. Over the past few decades, link-
level spectral efficiency has increased significantly; however,
it is wideband operation that really provides order-of - magni-
tude gain in system capacity and peak rate. Each user now has
access to wide bandwidth because of the fast development of
radio frequency components and digital communication proces-
sors. Nowadays, terminal chipsets are so powerful that they
support bandwidth well beyond 20 MHz with 64 QAM and mul-

tilayer MIMO transmission. User experience is greatly im-
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proved by this.

Cellular bands are traditionally allocated below 3 GHz,
where scattering, reflection and diffraction help the electromag-
netic (EM) wave uniformly shine on the targeted terminals.
This can fill coverage holes when shadow fading is present. Be-
low 3 GHz, an EM wave also usually has less penetration loss
when passing through walls and windows. So EM signals can
penetrate deeper into buildings and reach indoor users. Such
superb link budget in this lower spectrum enables an operator
to deploy fewer base stations to cover an area and reduce ca-
pex and opex. This is why in many countries 700 MHz, which
was formerly used for TV broadcasting, is now being re-farmed
for cellular use. The propagation characteristics at 700 MHz
are very favorable for coverage.

Wireless spectrum is a scarce resource and is regulated for
satellite, military, scientific, and radio and TV uses, not just
for cellular communication. Over the past four generations of
cellular development, the spectrum below 3 GHz regulated for
cellular services has been used for terrestrial communication.
Unless 2G is phased out soon and its occupied bands are re-
farmed, there is little room for spectrum expansion below 3
GHz. This problem is compounded by the fact that spectrum al-
locations are very fragmented in lower bands. It is extremely
difficult to find a wide and contiguous band at low frequencies,
which means a high data rate is very unlikely. Propagation
characteristics between 3 GHz and 6 GHz are slightly different
from those below 3 GHz. Between 3 GHz and 6 GHz, there is
less scattering and path loss tends to be a little higher, al-
though the fundamental propagation mechanism remains the
same as that in the lower bands. A lot of un-licensed spectrum
is regulated in the 3—6 GHz range, e.g., Wi-Fi which provides
cost-effective solutions for local wireless access. 5G will not on-
ly operate in the licensed spectrum; it will also be compatible
with technologies that are tailored to unlicensed spectrum. In
this way, spectrum can be shared, and network potential can
be further unleashed. 3GPP [11] has started to look into this
opportunity in their recently proposed study item [11]. Fig. 3
shows more choices for spectrum sharing.

Spectrum shortage can be largely solved by using high
bands, e.g., above 6 GHz or even millimeter wavelength. Tradi-
tionally, high - frequency communication has been limited to
point - to - point communication, e.g., between macro base sta-
tions. There are several reasons for this. First, base station an-
tennas are usually well above the building s roofline, which en-
sures line of sight (LOS) and compensates for the heavier path

Auction of cleared spectrum Unlicensed approach

Complementary license ‘

model
® Exclusive use ® Shared exclusive use ® Share use
® Ensures quality of service ® Exclusive use on a shared ® Unpredictable quality of
basis while ensuring quality service

of service

A Figure 3. Choices for spectrum sharing.
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loss of free - space propagation at higher bands. Second, the
transmitter and receiver are all stationary so that antennas with
sharp directivity can be used to further improve the channel
SNR. Third, the cost of implementing high-frequency RF and
chipsets is not a major concern given the small number of wire-
less backhauls needed and the cost of devices compared to the
total cost of a macro base station.

There is a strong motivation to use high-frequency bands for
cellular access in 5G. The relatively abundant spectrum above
6 GHz makes it possible to allocate a contiguous band with
huge bandwidth, e.g., 500 MHz, so that wireless subscribers
have a super-fast experience. Indoor hotspots, where access
points are deployed indoors, are especially suitable for high -
frequency communication because short distance does not re-
quire high - powered transmission. Greater penetration loss
helps isolate each access point; therefore, less inter - access -
point interference is expected.

High-frequency bands might also be used for wide-area com-
munication. There are many challenges: heavy path loss needs
to be addressed so that users deep within the building or far
from the base station are guaranteed coverage. In a wide-area
scenario, the user is usually moving. Because of the short wave-
length, moderate traveling speed can result in very high Dop-
pler Effect. Mobility management therefore becomes more diffi-
cult.

One benefit of using a shorter wavelength is the increased ef-
fective aperture of both the transmitter and receiver antennas
when the antenna size is kept the same. Massive MIMO operat-
ing in high frequency bands can be very compact and highly in-
tegrated for lower cost. This significantly increases the opportu-
nities to deploy massive MIMO, which may be deployed for ac-
cess points.

For high-frequency communication, the most challenging is-
sue may be devices. Despite their low cost and ease of integra-
tion, traditional silicon-based chips may not be capable of pro-
viding the required processing speed, noise level, or energy ef-
ficiency. New materials such as Gallium-silicon are being stud-
ied with the prospect of delivering good performance for lower
cost.

ban apartments, cell density needs to be drastically increased
to accommodate huge volumes of traffic within a small geo-
graphical area. In the first three generations of cellular net-
works, cell layouts had rather homogenous topologies, e.g, sys-
tem base stations had the same configurations for transmit pow-
er and antenna gain. Base stations were more or less equally
distanced. In 4G, heterogeneous networks (HetNets) came into
the picture. Low-power nodes (LPN), such as pico, femto and
relay [12] nodes, combined with macro base stations to provide
high throughput via cell - splitting gain (Fig. 4). In a HetNets
scenario, cell splitting can be viewed as offloading traffic from
macro base stations to low-power nodes, which help fill the cov-
erage holes in a homogeneous layout so coverage approaches
100%. Users who are not in hotspots are still attached to macro
base stations. The effect on mobility management is minimal
because users in hotspots are not expected to be fast-moving.

In 5G, many more LPNs are deployed within a macro area,
resulting in less than 20 meters inter-node distance. With such
closeness, even the building penetration may not be enough to
reduce interference from neighboring LPNs. With an outdoor
gathering, more inter-site interference is expected. Advanced
interference  coordination and  cooperative  transmission
schemes are crucial to ensure reasonably good spectral effi-
ciency per LPN and good user experience, regardless of wheth-
er the user is at the center or edge of the cell.

As the cell site density is increased, it is more difficult to
choose sites that have wired backhaul connected to the net-
works. In cities with historical sites, preserving old streets and
structures is a high priority, and it is almost impossible to
break new ground to lay down telecommunications cables. For
systems with a large number of LPNs, the cost of installing and
maintaining the cable backhaul is daunting. Therefore, there is
strong motivation for wireless backhaul. Conventional wireless
backhaul uses proprietary technologies and often operates in
non-cellular bands at high frequency. In 5G, wireless backhaul
will be based on standard air interface and work for cellular
bands that may not necessarily be high-frequency. Standardiza-
tion can help achieve economy of scale, and low-to-medium fre-
quency bands enable wireless backhaul to work in diverse en-

Spectrum management is not only a technological is-
sue; it is also a political issue. Regulating spectrum in-
volves balancing the interests of various parties, some
of which may have historical rivalries. That is why the
ITU is cautious about discussing and allocating spec-

+

Traditional cell

Macro M
acro

trum. Right now, the ITU is still working on WRC-15
and is focused on bands under 6 GHz. Discussion on
spectrum allocation of bands above 6 GHz for cellular
use will not start until 2018. Consequently, work on
the full standardization of 5G high-frequency commu-
nication will not kick off until after 2018.

3.3 Cell Site Densification
For hotspot scenarios, such as offices and dense ur-

08 | ZTE COMMUNICATIONS = March 2015 Vol.13 No.1

® Independent
processing

® Focus on coverage

® Less coordination

® Uneven
performance

® Introduce inter-cell
coordination

® Improved
performance at
cell edge

T |
: §-£ 2 Small cell
c A mall ce
S
HetNet Super dense cells
® Centralized or ® User or hot point
distributed centric
processing deployment
® Coverage and ® Huge capacity
capacity ® Cloud processing

and in-depth
coordination

® Greal service even
in a crowed

A Figure 4. Evolution of cell topology.




vironments, including non-line-of-sight (NLOS) environments.
Consequently, capex and opex can be minimized, even with su-
per-dense cell deployment.

Device-to-device (D2D) communication is a special case of
network densification [13]. A D2D-capable device can act as a
low - power node for unicasting, multicasting or broadcasting
traffic directly to the user without being routed through the net-
work. D2D is especially useful for proximity services where us-
ers in the vicinity share and exchange local information. D2D
communication helps increase the density of low-power nodes
with wireless backhaul. In 5G networks, D2D is expected to in-
crease system capacity, particularly in dense urban environ-
ments and for big outdoor events.

3.4 Cloud Coordination of Network Access

By the time 5G systems are deployed, many 3G and 4G net-
works (and even some 2G networks) will still be in use. Within
each generation of network, the allocated spectra may be differ-
ent, depending on operator, country, or year of deployment. Ra-
dio resources may also include lightly licensed and unlicensed
spectrum where technologies of wireless LANs dominate. In
this sense, 5G networks will be a mix of new network compo-
nents and existing systems and assets as well as radio access
technologies (RATS) of a non-cellular kind. Cloud architecture
will coordinate different types of radio and network resources
and manage inter-RAT and inter-frequency radio access in a
seamless and transparent manner. Multi- RAT convergence is
possible in 5G with a unified cloud architecture (Fig. 5).

Cell densification worsens interference between cells. Poten-
tial solutions include advanced interference coordination or co-
operative transmission. The integrated nature of cloud means
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that more dynamic interference coordination is necessary to
significantly improve network performance at the cell edge. In
addition, a significant amount of capex and opex can be saved
by using cloud because a lot of the DSP can be centralized and
implemented in common - purpose digital processors. Less ef-
fort in terms of customization and higher utilization of digital
processors saves cost. Energy can also be saved because many
processors can share the same air conditioner.

3.5 Flatter Architecture

To increase commercial viability and versatility, flatter ar-
chitecture has been recommended for 5G. Virtualization and
software - defined networking (SDN) are promising techniques
for reducing the complexity of 5G networks and optimizing the
system performance. In 5G networks, the control plane will be
centralized and the user plane will be streamlined. With a flat-
ter architecture, an operator can focus on value-added features
or services. Flatter architecture is helps reduce latency; low la-
tency is critical in machine-to-machine and vehicle-to-vehicle
communication. With flat architecture, services and networks
can be deeply converged.

SDN encourages innovation in network protocols and rapid
deployment of networks by operators. With SDN, traffic flow
can be controlled in more flexible way. Centralized control also
enables more coordinated management of traffic flow and net-
work resources. The OpenFlow protocol currently being dis-
cussed still has issues in mobile scenarios.

An indispensable aspect of flat architecture is network func-
tion virtualization (NFV). The key idea behind NFV is decou-
pling node functions from node hardware. Standard high-perfor-
mance hardware replaces special equipment that has been cus-
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tomized for each node. This can simplify the design of the hard-
ware platform and reduce network cost. Not only is the deploy-
ment more flexible, but NFV also encourages openness and in-
novation in equipment manufacturing. Nevertheless, issues
such as software portability, interoperability, and stability need
to be addressed before NFV can be widely used.

With flatter architecture, a content - delivery network can
have advanced technology such as a smart content router,
which redirects user requests to the nearest web cache. This
significantly improves responsiveness and user experience, es-
pecially for data-heavy applications such as high - definition
video.

4 Conclusions

Service ubiquity, a massive number of connections, and en-
ergy efficiency are the three key requirements for 5G networks.
5G technologies need to support massive traffic volume by
helping increase radio link efficiency, expand spectrum to high
-frequency bands, and densify cells. Networks should also be
transitioned to cloud architecture, which is flatter and can coor-
dinate radio resources of multi-RATs and intercell interference
arising from dense network deployment.
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'A Abstract

This paper introduces the general landscape of next-generation wireless communication systems (5G), including the impetus and

requirements of 5G and the candidate technologies that might help 5G achieve its goals. The following areas, which the author

considers particularly relevant, are discussed: detection of and access to free spectrum over bands of a heterogeneous nature, ex-

treme densification of networks (massive base station deployments), extreme increase in the number of antennas in base station ar-

rays and their interaction with a novel waveform, integration of both wireless and optical sides of telecom networks, and study of

wireless networks from the perspective of complex systems science. The author discusses recent research conducted by his team

in each of these research areas.
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1 Introduction

ocial development will lead to changes in the way

communication systems are used. Increasingly, on-

demand information and entertainment will be deliv-

ered over mobile and wireless communication sys-
tems. This is expected to lead to huge growth in global demand
for mobile broadband data services, and several indications
point to the fact that such growth will continue [1], [2]. Human-
centric communication, predominant in today’ s communica-
tion scenarios, will be complemented by machine-to-machine
(M2M) communication, which is expected to increase massive-
ly. Some analysts have estimated there will be 50 billion con-
nected devices by 2020 [3]. The coexistence of human-centric
and machine-type applications will lead to more diverse com-
munication characteristics.

Different applications place diverse requirements on mobile
and wireless communication systems. Fifth - generation (5G)
technology will have to satisfy these requirements [4], which in-
clude stringent latency and reliability, a wide range of data
rates, network scalability and flexibility, very low complexity,
and very long battery life. One of the main challenges is satisfy-

This work is supported in part by Science Foundation Ireland through
CTVR CSET grant 10/CE/I1853, and in part by the European Commission’s
FP7 project ADEL, under grant agreement ICT-619647.

ing these requirements while at the same time minimizing
costs.

Fresh quantitative evidence shows that the wireless data ex-
plosion is real and will continue. A recent Visual Networking
Index (VNI) report stated that an incremental approach to 5G
will not be enough to meet the demands on networks in the
coming years [5]. Indeed, it is likely that 5G will have to be a
paradigm shift that includes (among other things) very high car-
rier frequencies with large bandwidths, extreme base station
and device densities, and massive numbers of antennas. The
motivation behind chasing spectrum in high frequencies is the
scarcity of RF spectra allocated to cellular communication.
Cellular frequencies use UHF bands for cellular phones, but
spectra in these frequencies have been used heavily, and it is
difficult for operators to acquire more. Another challenge is the
high energy consumption of advanced wireless technologies.
Cellular operators have reported that the energy consumption
of base stations (BS) accounts for more than 70% of their elec-
tricity bills [6].

Unlike previous generations of technology, 5G will also be
highly integrative and will tie any new air interface and spec-
trum to LTE and Wi-Fi. This will enable universal high -rate
coverage and seamless user experience [7].

Academia is involved in large collaborative projects, such as
METIS [4] and SGNOW [8], and industry is driving prelimi-
nary 5G standardisation. To support these activities, the 5G In-
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frastructure Public-Private Partnership (5G PPP) was recently
established in Europe [7], [9]. Fig. 1 shows the recent evolu-
tion of wireless communication standards. 5G includes ele-

HSDPA/HSUPA (2005-08) LTE-A (2012-13)
® 3GPP Rel 5/6 ® 3GPP Rel 9/10
® 14/5.7 Mbps peak DL/UL ® 1 Gbps/500 Mbps peak
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HSPA+(2008-09) © OFDMA & SC-FDMA &
 3GPP Rel 7 MIMO
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® CDMA & MIMO

4G
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LTE (2010-11) DL/UL

® 3GPP Rel 8

® 100/50 Mbps peak DL/UL

® OFDMA & SC-FDMA &
MIMO MIMO, small cells, Optical -

wireless integration, M2M

5G
® Power & cost reduction
® New bands, new waveforms,

self-organization, massive

HSDPA: High-speed downlink packet access
HSPA: High-speed packet access
MIMO: Multiple-input, multiple-output
OFDMA: Optical frequency-division multiple access
SC-FDMA: Single-carrier frequency-division multiple access

A Figure 1. Characteristics of recent generations of wireless systems.

ments that are disruptive compared to the past.

2 Drivers and Requirements

Although 5G will have diverse requirements, not all of these
will need to be satisfied at once because different applications
make different demands on system performance. For example,
very-high-rate applications, such as streaming HD video, may
have less stringent latency and reliability requirements com-
pared to driverless cars or public safety applications, where la-
tency and reliability are paramount but lower data rates can be
tolerated [7]. 5G aims to connect the whole world and enable
seamless, ubiquitous communication between anybody and
anything, regardless of time, location, device, service, or net-
work [10]. 5G will provide the foundational infrastructure for
building smart cities, which will push mobile network perfor-
mance and capabilities to their extremes [11]. The main driv-
ers of 5G are Internet of Things (loT), gigabit wireless connec-
tivity, and tactile Internet. The main challenge for loT is scal-
ability— fitting more than 100,000 M2M nodes into a cell at
low cost and ensuring long lifetime. In terms of gigabit connec-
tivity, users might want to download streaming 3D content at a
rate on the order of 100 Mbps. Such rates of connectivity are al-
so expected at large gatherings where there are many (possibly
interactively) connected devices. Tactile Internet is a part of
many real-time applications that require extremely low laten-
cy. Inspired by the sense of touch, which has latency on the or-
der of 1 ms, 5G will be used in steering and control scenarios
and will be a disruptive change in communications [12].

As we move to 5G, cost and energy consumption should not
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increase on a per-link basis. Because the per-link data rates
will increase about a hundred-fold, the Joules per bit and cost
per bit will need to decrease by at least a hundred -fold. We
should therefore advocate technological solutions that are low-
cost and enable power scaling. Because of the increased BS
densities and bandwidth in 5G, cost is a major consideration
when backhauling from the network edges to the core [7].

3 Candidate Technology Components
Many believe that the required increase in data rate will be

achieved, for the most part, through [7]:

1) extreme network densification, to improve the area spectral
efficiency (more nodes per unit area and Hertz)

2) increased bandwidth, mainly by moving towards millimeter-
wave spectrum and making better use of unlicensed spec-
trum at 5 GHz (more Hz)

3) increased spectral efficiency, mainly through advances in
multiple - input multiple - output (MIMO) techniques (more
bits/s/Hz per node).

The motivation for network densification is that making cells
smaller and denser is a straightforward and effective way of in-
creasing network capacity. Networks are now rapidly evolving
to include nested small cells, such as picocells, which have a
range of less than 100 m; femtocells, which have a range simi-
lar to that of Wi-Fi; and distributed antenna systems [13]-[15].

Challenges that need to be addressed in 5G systems are frag-
mented spectrum and spectrum agility. It is unlikely that these
challenges can be overcome using orthogonal frequency - divi-
sion multiplexing (OFDM), and new waveforms that are more
flexible and robust are required. In the SGNOW project, sever-
al alternative candidate waveforms have been proposed [16].
These waveforms include filter bank multicarrier (FBMC) [17].
Recent studies suggest that millimeter-wave frequencies could
be used to augment the current saturated radio spectrum bands
for wireless communication [18]. By increasing the RF channel
bandwidth for mobile radio channels, data capacity can be sig-
nificantly increased, and latency for digital traffic can be signif-
icantly decreased. This enables much better Internet-based ac-
cess and applications that require minimal latency. Because of
their much shorter wavelength, millimeter - wave frequencies
may exploit new spatial processing techniques, such as mas-
sive MIMO [19], which increase spectral efficiency.

M2M communication in 5G involves satisfying three funda-
mentally different requirements associated with different class-
es of low-data-rate services. These requirements are: 1) sup-
port for a massive number of low-rate devices, 2) minimal data
rate in almost all circumstances, and 3) very-low-latency data
transfer [20]. The questions for industry are: Should we design
the same network for both human and machine communica-
tion? Should we design a new network for machines? Or should
we design a hybrid network [21]?

It is unlikely that one standard and one model of network de-



ployment will be fit for all future scenarios. Mobile networks
and equipment need to be flexible and able to be optimized for
different scenarios, which may be dynamic in terms of space
and time. The requisite for flexibility will significantly affect
the design of new network architectures. In [22], the authors
provide this flexibility by leveraging cloud technology to oper-
ate a radio access network (RAN). Radio access infrastructures
with cloud architecture will provide on - demand processing,
storage, and network capacity wherever needed. Software - de-
fined air interface technologies will be seamlessly integrated
into 5G wireless access network architectures. This will enable
RAN sites to move towards a “hyper transceiver” approach to
mobile access, which will help with joint-layer optimization of
radio resources [11].

The ultimate goal of communication networks is to provide
access to information whenever, wherever, and in whatever for-
mat we need it. Wireless and optical technologies and access
networks are key to achieving this goal and can be thought of
as complementary. Optical fiber cannot be used everywhere,
but where it is used, it provides a huge amount of bandwidth.
Wireless access networks, on the other hand, can be used al-
most everywhere but are highly constrained in terms of trans-
mission bandwidth and impairments. Future broadband access
networks must leverage both wireless and optical technologies
and converge them seamlessly [23].

Fig. 2 shows some of the components that may be prominent
in building up and consolidating 5G. The following sections of
this paper will present some of the highlights of work done in
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these areas by the CTVR/Telecommunications Research Cen-
tre, Trinity College Dublin.

4 Spectrum

5G systems are expected to provide gigabit-per-second data
rates anytime, anywhere. This can only be realized with much
more spectrum than is currently available to International Mo-
bile Telecommunications (IMT) systems through the Interna-
tional Telecommunication Union (ITU) process. All spectra
currently available to cellular mobile systems, including IMT
systems, are concentrated in the bands below 6 GHz because
of favourable propagation in such bands. As a result, these
bands have become extremely crowded, and there is little pros-
pect of large chunks of new spectra below 6 GHz becoming
available for IMT systems [24]. As a result, regulators have
considered opportunistic spectrum access (OSA) for a number
of different spectrum bands. In [25], we discuss and qualita-
tively evaluate techniques used to discover spectrum opportu-
nities (white spaces) in radar, TV, and cellular bands (Fig. 3).
These techniques include spectrum sensing, cooperative spec-
trum sensing, geolocation databases, and the use of beacons.

Each of the three bands in Fig. 3 calls for a different set of
spectrum access techniques. Geolocational databases are well
suited to TV bands, and a database-assisted spectrum-sensing
mechanism may be the best solution to exploit spectrum holes
in radar bands. The unpredictability of cellular systems calls
for beacon signalling, which is a more coordinated spectrum ac-
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bits of its logical channels [25].
Another potential way of mak-

h h h ing large amounts of spectrum
ONU'ES h available to future IMT systems is
i -l licensed shared access (LSA).
ONU/BS With LSA, underutilized non-IMT
g spectrum can be integrated with
ONU/BS ﬁ‘

other IMT spectrum in a licensed,
pre -determined way upon mutual
agreement  between  licensees
[24]. In [26], we propose a cloud-
RAN Massive Distributed MIMO
(MD MIMO) platform as architec-
ture to take advantage of LSA.
This architecture is worth explor-
ing in the context of LSA because
our architecture has similar prin-
ciples in terms of resource use.
LSA involves sharing spectrum
from a pool of virtual spectrum re-

A Figure 2. 5G candidate technology components.

sources, and cloud RAN provides
a way of managing the pool of vir-
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tual network resources.

The antenna resources in a cloud-based RAN and spectrum
resources in LSA are ideally infinite. In practice, they are
much more than what a single virtual operator requires, but
there is cost associated with their use. Therefore, resource allo-
cation involves taking into account the unconstrained pool of
resources and their usage cost. In [26], we discuss the problem
of choosing the optimal set of spectrum and antenna resources
to maximize resource efficiency (defined as the number of bits
transmitted per cost unit, or resource utilisation cost). We as-
sume that K users demand a wireless service from a virtual net-
work operator who rents antennas from the cloud RAN and
who rents LSA spectrum for the time needed to transmit the in-
formation. Using the cloud RAN infrastructure (processing,
backhaul, antennas, etc.) and LSA spectrum involves cost,
which is measured in currency units per second. The aim of
the network operator is to choose the optimal number of anten-
nas M and bandwidth W so that the number of transmitted bits
per currency unit is maximised (Fig. 4).

To serve K users, the service provider chooses M antennas
and W MHz from the pool of resources offered by the cloud -
based RAN and LSA. The spectrum cost ¢, is the cost of using
1 MHz of bandwidth from the LSA for 1 s. The antenna cost ¢,
is the cost of using one distributed antenna for 1 s. The opera-
tive cost ¢, is the cost of using the cloud infrastructure, e.g.,
backhaul and processing, for 1 s.

The cost efficiency is the number of transmitted bits per cost
unit (bits/cu) and is given as the ratio of the total rate to costs:

K
WZlog(l + Nrk J |
n(M W) — k=1 0 ( )
’ c,M+c W+ec,
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bits transmitted to the K = 4 users per cost unit. The red lines indicate
the antennas that are being used by the virtual network operator.

where r; is the power received by the kth user and N, is the
noise power spectral density.

Fig. 5 shows the optimal cost efficiency and the cost effi-
ciency when an arbitrary strategy is used that either maximises
the number of antennas or bandwidth. We assume that W,.. =
50 MHz and M,... = 20. The results show that the optimal solu-
tion transmits up to an order of magnitude more information for
the same cost. Fig. 5 also shows that when the bandwidth cost
is very low, maximising the bandwidth is near-optimal. Similar-
ly, if the bandwidth is expensive, the number of active anten-
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A Figure 5. Cost efficiency for optimal spectrum and number of anten-
nas chosen vs. cost efficiency for maximized spectrum or number of an-
tennas.



nas should be maximised.

5 Small Cells

Base stations will be smaller and more numerous so that
more users will be accommodated within the same spectrum.
However, base station densification needs to be supported by a
widely spread backhaul network. Hence, the number of back-
haul links will increase along with the number of base stations.
Backhaul links can be either wired or wireless. Fig. 6 shows
network densification.

Base station

densiﬁualiont
0 u,’*%*

beg
¥ .-
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Backhaul [

densification

Backhaul

Wireless link .
connection

Core network

ATFigure 6. Network and backhaul densification.

As part of the emerging interest in small cells, researchers
have been investigating the performance gained by splitting
cells. For instance, in dense networks, when the path loss at-
tenuates proportional to a power of the distance, cell-splitting
provides linear area spectral efficiency (ASE) gain with the
density of nodes [27]. However, to date, researchers of small
cells have not focused on how the total transmit power in the
network changes as cells are split and what transmit power lev-
els are needed to maintain linear gain. To address this, we first
provide the expression for the minimum transmit power needed
to guarantee linear ASE gain while splitting cells [28]. Then,
we apply this expression, showing that the total transmit power
of the network, i.e., the sum of the transmit power of all the
base stations within a portion of the network, needed for linear
ASE gain while splitting cells is a decreasing function of node
density. This means that total transmit power can be signifi-
cantly reduced by shrinking the cells and increasing node den-
sity.

The ASE is given by

ASE=d-C_, )

where d = D* is the cell density, D is the scaling factor, and
C., is the average cell capacity. The total transmit power of the
network, obtained by setting the nodes’ power at the minimum
value that still guarantees linear ASE during network scaling,
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is given by
PTX,I()I =‘D0]-)ﬁ_26_¥[‘2 (3)
where L’ is a square area of the network and contains N base

stations; Py > 0 is an arbitrary power; B€ X is the path loss ex-

N-1
__ 1 . .
ponent; &= Nzak , and @; is related to the transmit power

=0

of the nth base station by P, , = PODBak .

Fig. 7a shows the linear gain in ASE as base station density
increases, and Fig. 7b shows the reduction in total transmit
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A Figure 7. a) ASE gain vs. base station density. b) transmit power re-
duction vs. base station density.

power as base station density increases. Therefore, the total
transmit power of the network can be decreased while main-
taining linear ASE gain. Figs. 7a and 7b show two advantages
of increasing the base station density: it enables higher
throughput and reduces the overall power radiated by the base
station antennas. The overall transmit power reduction achiev-
able by setting the transmit power as specified in [28] may
have positive implications for reducing the aggregate interfer-
ence experienced by an incumbent willing to share spectrum
with a secondary system of small cells. This may be particular-
ly useful in future scenarios involving LSA or Authorised
Shared Access (ASA) schemes in which small-cell networks ex-
ploit new spectrum-sharing opportunities.

6 Combination of Massive MIMO and Filter

Bank Multicarrier

In recent years, massive MIMO has gained momentum as a
candidate to increase the capacity of multiuser networks. By in-
creasing the number of antennas at the base station, the pro-
cessing gain can be increased as much as necessary, and in
theory, network capacity can be boundlessly increased [29].
An assumption made in [29] and followed by other researchers
is that OFDM may be used to convert the frequency-selective
channels between each mobile terminal and the multiple anten-
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nas at the base station into a set of flat fading channels. Ac-
cordingly, the flat gains associated with subcarriers constitute
the spreading gain vector that is used to de-spreading the re-
spective data stream.

In [30], we introduced FBMC to massive MIMO communica-
tion. We found that in the case of massive MIMO systems, lin-
ear combining of the signal components from different chan-
nels smooths channel distortion. Therefore, we can relax the re-
quirement of approximately flat gain for the subcarriers and
significantly reduce the number of subcarriers in an FBMC sys-
tem. In this way, we can reduce both system complexity and la-
tency caused by the synthesis filter bank at the transmitter and
analysis filter bank at the receiver. Also, constellation sizes
can be bigger, which further increases bandwidth efficiency in
the system. Moreover, increasing subcarrier spacing reduces
the sensitivity to carrier frequency offset (CFO) and peak-to-av-
erage power ratio (PAPR). An additional benefit of FBMC is
that carrier/spectral aggregation (i.e., using non - contiguous
bands of spectrum for transmission) becomes simpler because
each subcarrier band is confined to an assigned range, and the
interference with other bands is negligible. This is not the case
with OFDM [31].

Fig. 8 shows the effect of increasing the number of antennas
at the receiver on the signal-to-interference ratio (SIR) for dif-
ferent numbers of subcarriers in a single-user case. This has
implications for the system”s ability to achieve a flat channel
response over each subcarrier band. For the channel model
used here, the total bandwidth is 2.8 MHz, which is equivalent
to the normalised frequency one in in Fig. 8. The subcarrier
spacing is 2800/L kHz, where L is the number of subcarrier
bands. For example, when L = 32, the subcarrier spacing is
87.5 kHz. Compared with the subcarrier spacing in OFDM -
based standards such as IEEE 802.16 and LTE, this is relative-
ly broad (87.5/15 = 6 times larger). Reducing the number of
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AFigure 8. SIR of matched filter linear combining technique for N
receive antennas and 32 subcarriers.
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subcarriers or, similarly, increasing the symbol rate in each
subcarrier band reduces transmission latency, increases band-
width efficiency, and reduces sensitivity to CFO and PAPR.

7 Optical-Wireless Integration

The main reason it has taken many years for fibre-to-the-
home (FTTH) access systems to be deployed is financial viabil-
ity. Ultimately, the main technology that enabled fibre access
to become widespread was passive optical networking (PON)
because it enabled the costs of fiber installation and deploy-
ment of electronic terminations to be shared between users
[32]. As mobile network operators start looking into deploying
many small cells to offer high capacity per user, shared, low-
cost fibre backhaul based on existing PON systems is attrac-
tive. PON systems seem to be an ideal technology for mobile
backhaul of small and large cells because such systems have
the potential to provide ubiquitous access points. Indeed, the
latest ITU-T PON standard, 10-gigabit-capable passive optical
network (XG-PON) already encompasses fibre-to-the-cell (FTT-
Cell) scenarios [33]. Fig. 9 shows an FTTCell scenario where
an XG-PON network is used to backhaul an LTE system by
connecting the base stations to the core LTE components. In
this architecture, the core components are connected to the
root of the PON, also called the optical line terminal (OLT),
and the base stations are connected to the optical network
units (ONU) at the leaves of the tree-shaped optical distribu-
tion network.

Typically, a PON and its Dynamic Bandwidth Assignment
(DBA) algorithms are designed for ONUs that are independent
of each other and often represent individually billed entities.
However, there are scenarios (e.g., FTTCell) where wireless op-
erators may require more than one ONU per PON to provide
service in different locations. These entities may wish to have a
single service level agreement (SLA) for their group of ONUs
and share the contracted capacity within the group of ONUs. In
[34], we discuss hierarchical DBA algorithms that enable band-
width to be scheduled to a group of base stations rather than
scheduled individually. By assuring bandwidth to a group of
base stations, a mobile operator can ensure that whenever one
base station is not using its bandwidth, the bandwidth can be
assigned first to a base station of the same operator rather than
to anyone else in the PON.

By doing this, an operator can leverage the properties of sta-
tistical multiplexing and the heterogeneity of traffic from the
base stations. With careful dimensioning, it is possible for base
stations to transmit at their peak rate without guaranteeing the
peak rate to each base station. It could be argued that the same
effect could be achieved with best-effort bandwidth and with-
out assuring bandwidth to the group, but in this case backhaul
performance would depend on other users of the PON, possibly
including competing mobile operators.

In [34], we propose group - GIANT (gGIANT), an algorithm
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that enables group-assured bandwidth to be assigned, and we
evaluate its performance through simulations in homogeneous
and heterogeneous traffic scenarios. In the heterogeneous simu-
lation, we changed the load of only one ONU, and kept the
load of all the other ONUs constant. The average delay is
shown in Fig. 10, where N is the size of the group, i.e., the
number of ONUs belonging to the group.

By adding ONUs to the group, extra capacity is available to
ONUs that need it. Comparing the more homogeneous scenari-
os with the more heterogeneous scenarios, we found that the
gGIANT algorithm provides a larger performance increase
when the traffic load is unbalanced. This supports the idea that
the more heterogeneous and bursty the traffic is, the bigger the
gains from group-assured bandwidth.

8 A Complex Systems Science View of 5G

Modern ICT systems are becoming increasingly larger be-
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A Figure 10. Average delay of upstream transmission when the load of
only one ONU is increased.

and self -optimisation and that can satisfy
user demand without disruption. In this re-
gard, help comes from recent studies of
complex systems in nature, society, and engineering. These
studies give ideas on how to design and control modern commu-
nication systems [35].

In [36], we move a step towards a comprehensive, rigorous
study of communication systems by drawing on understanding
and tools from complex systems science. We can apply com-
plex system science to the problem of self-organizing frequen-
cy allocation in wireless systems by using local information
and adaptations to achieve global network-wide behaviour. The
system we propose is complex, both in terms of entropy and
complexity metrics and shows that simple agents, such as cellu-
lar automata cells, are capable of nontrivial interference - free
frequency allocation.

From the literature on complex systems science, complexity
and entropy are two distinct quantities. The relationship be-
tween complexity and entropy is discussed in [37] and [38]. In
[36], we use excess entropy to measure complexity. Excess en-
tropy can be expressed in different ways, but we express it as
the convergence excess entropy E¢, which is obtained by con-
sidering how the entropy density estimates converge to their as-
ymptotic value h. In two dimensions, the entropy density h can

be expressed as [39]
h= Jim hOV) )

where h(M) is the entropy of a target cell X conditioned on the
cells in a certain neighbourhood of X. Then, the excess entropy

Ecis
E,= MZ(;L(M) ~h) 5)

We then study the global network-wide behaviour with respect
to the complexity of the channel allocation matrix. Fig. 11a
shows the channel-allocation matrix resulting from the regular-
ly spaced assignment of N = 6 channels. This is a typical exam-
ple of the frequency allocation resulting from centralized fre-
quency planning. Fig. 11b shows the channel - allocation ma-
trix resulting from the self - organising algorithm described in
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[36]. Fig. 11c shows a random allocation of N = 6 channels.

We estimate E¢ and h for the three types of channel assign-
ments in Fig. 11 by using 10* X 10* matrices. For the channel
assignment in Fig. 1la, the entropy estimates are
h(M)=0,YM={1,2, ...,6} . Hence, Ec = 0 and h = 0. This is
consistent with the crystal -like, completely ordered structure
of the channel allocation matrix. For the random channel as-
signment matrix, the entropy estimates are
h(M)=2.58,YM = {1,27 ,6} . Hence, E. =0 and h = 2.58. Be-
cause the channel assignment matrix is completely disordered,
the entropy is the maximum possible for N = 6 channels, i.e.,
log,(6) . In the case of the channel assignment matrix in Fig.
11b, the entropy estimates are h(M)=1.29,YM={4,56}.
Hence, h = 1.29 and E¢ is 2.04. Therefore, the channel assign-
ment that emerges from self-organisation is highly structured,
and neither centralised nor random channel allocation are ca-
pable of such a degree of structure.

With networks that allocate frequencies in a self-organised
way, we can talk in terms of complex systems. With networks
that manage frequencies in a centralized way, the resulting al-
location has a regular crystal - like configuration, and there is
no point in studying such networks using complex systems sci-
ence. We consider [36] as a step towards a comprehensive
study of complex communication systems, drawing on the phi-
losophy and results from the multi - disciplinary field of com-
plex systems science to design and analyze communication net-
works.

9 Conclusion and Outlook

It is a time of unprecedented change: traffic on telecommuni-
cation networks is growing exponentially, and many new servic-
es and applications are emerging. We cannot predict exactly
what lies ahead, and the best we can do is to extrapolate some
trends and make educated guesses. A possible way forward is
to design networks with change in mind so that they will be
more robust to disruption caused by growing demands, chang-
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ing user patterns, and yet - unimagined applications. In this
way, the risks associated with investing in these kinds of net-
works will be lower because they will be more durable and
scalable. Networks that are designed with change in mind will
also make effective use of spectrum, bandwidth, power, pro-
cessing capabilities, and backhaul and will ensure a sustain-
able future.

5G is the next generation of wireless communication sys-
tems and is part of this picture. In this paper, the general land-
scape of 5G systems, including likely requirements and candi-
date technologies for satisfying these requirements, have been
introduced. A few relevant areas of 5G have been discussed,
and recent research in these areas by the author has been pre-
sented. In the last part of this paper, future communication net-
works were dicsussed from the perspective of complex systems
science. One of the most widely accepted definitions of a com-
plex system is “a system in which large networks of compo-
nents with no central control and simple rules of operation give
rise to complex collective behaviour, sophisticated information
processing, and adaptation via learning or evolution” [40].
This view resonates with the author’s research team when talk-
ing about future wireless networks. Indeed, networks are be-
coming increasingly distributed and formed by an ever-growing
number of nodes that must make local decisions (because of
limited signalling exchange capacity) when reacting to the envi-
ronment. Yet these nodes also have to achieve a global level of
good user experience and network performance in general.
Therefore, there is ground to believe that telecommunications
systems are evolving from being simple monolithic structures
to being complex structures and that complex systems science
might benefit the analysis and design of such structures.
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' Abstract

This paper gives an outline of the algorithms and implementation of the main signal processing techniques being developed for 5G

wireless communication. The first part contains a review and comparison of six orthogonal and non-orthogonal waveform-generation

and modulation schemes: generalized frequency-division multiplexing (GFDM), filter-bank multicarrier (FBMC), universal filtered

multicarrier (UFMC), bi-orthogonal frequency-division multiplexing (BFDM), sparse-code multiple-access (SCMA), and non-orthogo-

nal multiple access (NOMA). The second part discusses spatial signal processing algorithms and implementations for massive mul-

tiple-input multiple-output (massive-MIMO), 3D beamforming and diversity, and orbital angular momentum (OAM) based multi-

plexing. The last part gives an overview of signal processing aspects of other emerging techniques in 5G, such as millimeter-wave,

cloud radio access networks, full duplex mode, and digital radio-frequency processing.
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1 Introduction

ignal processing techniques have had the most impor-

tant role in wireless communications since the second

generation of cellular systems. In 2G, 3G and 4G, the

peak service rate has been the dominant metric for
performance. Each generation has a development cycle of
about ten years and is defined by a standout signal processing
technology that represents the most important advancement in
that generation. In 2G, this technology was time-division multi-
ple access (TDMA); in 3G, it was, code-division multiple ac-
cess (CDMA); and in 4G, it is orthogonal frequency - division
multiple access (OFDMA). However, this will not be the case
for 5G systems— there will be no dominant performance met-
ric that defines requirements for 5G technologies. Instead, a
number of new signal processing techniques will be used to
continuously increase peak service rates, and there will be new
emphasis on greatly increasing capacity, coverage, efficiency
(power, spectrum, and other resources), flexibility, compatibili-
ty, and convergence. In this way, 5G systems will be able to
handle the explosion in demands arising from emerging appli-
cations such as big data, cloud services, and machine-to-ma-
chine (M2M) communication.

A number of new signal processing techniques for 5G sys-
tems have been proposed and are being considered for interna-
tional standardization and deployment. This article gives an
overview of promising signal processing techniques, both from
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a practical and standardization point of view. In particular, it
emphasizes orthogonal and non - orthogonal modulation tech-
niques as well as spatial processing techniques such as mas-
sive multiple-input multiple-output (massive-MIMO), three-di-
mensional beamforming and diversity, and multiplexing based
on orbital angular momentum (OAM).

The rest of this paper is organized as follows. In section 2,
we present six modulation schemes that offer better data trans-
mission and higher peak rates than existing modulation
schemes. The six modulation schemes we present are: general-
ized frequency - division multiplexing (GFDM) [1], filter bank
multi - carrier (FBMC) [2], universal filtered multi - carrier
(UFMC) [3], bi - orthogonal frequency division multiplexing
(BFDM) [4], sparse-code multiple access (SCMA) [5], and non-
orthogonal multiple access (NOMA) [6]. In section 3, we dis-
cuss spatial signal processing for 5G, focusing on massive-MI-
MO, adaptive 3D beamforming, and OAM-based multiplexing.
In section 4, we give an overview of signal processing-aspects
of emerging 5G techniques, such as millimeter wave, cloud ra-
dio access, full duplex access, and digital radio-frequency pro-
cessing. In section 5, we offer some conclusions.

2 Signal Processing Algorithms for

Modulation and Waveform Generation
Modulation processing involves using data and information
to be transmitted to change the signal waveforms in specific al-



gorithms. Such processing determines many factors in a wire-

less system, including transmission speed, spectral efficiency,

power consumption, signal-to-noise ratio, and implementation

complexity. OFDM and OFDMA are used in 4G systems and

have the following advantages:

® They eliminate inter-cell interference by ensuring orthogo-
nality between each subcarrier.

® They use fast Fourier transform (FFT), which means they
can be easily implemented and integrated with MIMO and
multiple antennas.

® They can average the interferences within a cell by using al-
location with cyclic permutation.

® They adapt transmission power according to the bit rate of
the user.

® They ensure frequency diversity by spreading the carriers
across the used spectrum.

® They are robust to inter-symbol interference (ISI) and mul-
tipath distortion.

OFDM and OFDMA have the following main disadvantages:

® a relatively high peak-to-average power ratio (PAPR) due to
the fact that modulated symbols are transmitted in parallel
and each contains part of the transmission,

® limited spectral efficiency due to the need for a cyclic prefix

(CP) and null guard tones at the spectral edges,
® high sensitivity to frequency offsets and phase noise and the

need for strict synchronization.

These disadvantages prevent OFDMA schemes from being
immediately used in 5G systems, and more advanced modula-
tion schemes, such as GFDM, FBMC, UFMC, BFDM, SCMA
and NOMA, have been investigated.

2.1 GFDM

Equations (1) and (2) are the simplified equations for modu-
lating a time-domain symbol in the OFDM scheme and GFDM
scheme, respectively. Modulation of the time-domain signal oc-
curs before CP processing.

_pmhn
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where n is the time index, k is the sub-carrier index, m is the
time-symbol index, M is the number of symbols per sub-carri-
er, K is the number of active sub-carriers, /N is the total num-
ber of sub-carriers (the length of Discrete Fourier Transform), x
(n) is the transmitted samples, g[n] is the coefficients of the
shaping filter, and d(k,m) is the coded data related to mth sym-
bol. With OFDM, only one symbol can be modulated over ac-
tive subcarriers (frequency bins); however, with GFDM, multi-
ple symbols can be modulated over active subcarriers. This
means that GFDM allocates the data in a two-dimensional time-
frequency block structure by introducing flexible pulse shap-
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ing for the individual subcarriers. Because GFDM modulates

multiple symbols per subcarrier through a two - dimensional

time-frequency structure, it has a number of benefits in terms

of efficiency, performance, and complexity:

® GFDM can control out-of-band (OOB) emission and reduce
PAPR much more than OFDM by adjusting the shaping fil-
ters. OOB emission and PAPR are two of the major draw-
backs of OFDM for advanced wireless systems. In addition,
GFDM allows fragmented spectrum and dynamic spectrum
allocation without these severely interfering with existing
services or other users.

Orthogonality between the subcarriers is dismissed in
GFDM, and variable pulse-shaping filters reduce the effect
of frequency offset and phase noise without the need for
strict synchronization processing of symbols.

A short CP is a simple way of reducing the multipath distor-
tion. A matched filter receiver with iterative interference
cancellation can also reduce ISI and intercarrier interfer-
ence (ICI) caused by subcarrier filtering. More importantly,
by adding a single CP for an entire block that contains multi-
ple symbols, GFDM can be used to improve the spectral effi-
ciency of the system.

From (2), the filter processing, i.e., the circular convolution
in the time domain or multiplication in the frequency domain,
significantly increases computational complexity in a GFDM
system. On the other hand, GFDM has advantages, such as re-
duced PAPR, that result in the reduction or even elimination
of other processing units, such as digital pre-distortion (DPD)
or crest-factor reduction (CFR), both of which are essential in
current wireless and broadcasting systems [7].

Equation (1) is a special case of (2). In (1), M and coeffi-
cients are all unity, i.e., only one symbol and rectangular-form
filtering shape. In other words, a GFDM system can made com-
pliant and easily integrates with existing OFDM systems.

2.2 FBMC
Equation (1) can be generalized to the following, which is

used in FBMC:
x(n) = d(k.m) % g,(n) (3)

where g,(n) is the impulse response of the kth filter. The rela-
tionship between the indexes m and n is not shown in (3).
FBMC can be described as a synthesis - analysis filter - bank -
based modulation scheme, where synthesis filtering is intro-
duced using FFT/IFFT and a poly-phase filter structure.

In FBMC, the modulated data at each subcarrier is shaped
by a well - designed prototype filter that is different from the
rectangular pulse filter in OFDM. This prototype filter has
many degrees of freedom to use different waveform shapes and
can greatly suppress a signal’s side-lobes, making them strict-
ly band-limited. By filtering on a per-subcarrier basis, inter-
carrier interference can be greatly reduced when there is fre-
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quency jitter and offset due to the Doppler Effect or misaligned
oscillators. This strict band - limiting requirement makes the
transmit filter impulse response long. Typically, the filter has
three or four times the length of the symbols. As a result,
FBMC can only provide good spectral efficiency if the number
of transmit symbols is large. Unlike GFDM, FBMC is not suit-
able in low-latency scenarios, where efficiency must be high
for bursty transmission.

Because there is no CP in an FBMC system, a more complex
equalization system is required at the receiver side of the sys-
tem to resolve multipath issues and further reduce ISI. Mean-
while, FBMC requires much more additional processing than
OFDM to insert the CP in the transmitter and remove the CP at
the receiver side.

Equation (3) shows that the OFDM scheme is a special case
of FBMC, where a prototype filter with a rectangular impulse
response is applied, and the overlap factor is the unity. This
suggests that FBMC is compatible with OFDM-based systems
and also has a large PAPR, which is similar to OFDM. This
makes FBMC systems especially vulnerable to nonlinearity in
the transceiver chain, which includes power amplifier, digital -
to-analog converter, and analog-to-digital converter. More im-
portantly, existing techniques for reducing PAPR in OFDM
cannot be immediately used in an FBMC system [8]. These
techniques include amplitude clipping, coding, interleaving,
partial transmit sequence, selected mapping, tone reservation,
tone injection, and active constellation extension. It is highly
desirable to develop more efficient algorithms to reduce PAPR
in an FBMC system.

2.3 UFMC

FBMC introduces filtering on a per-subcarrier basis; there-
fore, the lengths of the filter are comparatively long. To over-
come this problem, filtered OFDM can be used. With filtered
OFDM, filtering is introduced over the whole band. As a result,
the filter bandwidth is much higher, and the filter length is
much shorter than that in FBMC. For more flexibility and great-
er generalization, UFMC introduces filtering to subsets of the
whole band instead of to a single subcarrier or the whole band.
Modulation processing in UFMC can be simplified as

()= YISk m)x g, (b.n) (4)

where B is the number of sub-bands, K, is the number of sub-
carriers in the bth sub-band, and g, (b,n) is the impulse re-
sponse of the corresponding kth filter in bth sub-band.

UFMC becomes filtered OFDM if filtering is introduced
across the whole band ( K, is the unity) and becomes FBMC if
filtering is introduced for a single subcarrier (B is the unity).
As a result, UFMC has the advantages of both FBMC and fil-
tered OFDM but does not have any new drawbacks. On the oth-
er hand, extensive design trade-offs in terms of performance,
complexity, latency and spectrum are needed in UFMC to de-
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termine the number of sub-bands and subcarriers in each sub-
band. For example, if UFMC is applied when there is fragment-
ed spectrum, B should be selected according to the number of
available spectral sub-bands. Furthermore, B may even vary
with time if some of the spectral sub-bands are only occasional-
ly populated by other wireless services. There is an optimal
combination of B and K, for a given performance index, such
as bit error rate (BER), packet error rate (PER), signal-to-inter-
ference noise ratio (SINR), or PAPR. Moreover, the number of
subcarriers in one sub-band used in UFMC may be different
from that in another sub-band. In other words, K, in (4) could
be a variable, which allows greater flexibility in designing a
UFMC system. In addition, the single sub-band may be subdi-
vided into smaller chunks of different sizes in every sub-band.
This streamlines the overall system and enables more fine -
grain control of spectral characteristics at the cost of increased
implementation complexity.

The design of the filter response g, (b,n) is another impor-
tant aspect of a UFMC system because side-lobe attenuation
determines the reduction of OOB and filter length, both of
which greatly contribute to implementation complexity. On the
other hand, many well-designed filters, such as finite impulse
response (FIR) filters (defined by Dolph-Chebyshev windows),
could be used in UFMC to reach a good compromise between
complexity and performance.

2.4 BFDM

BFDM changes the set of signals at the transmitter and re-
ceiver sides so that they are bi-orthogonal instead of orthogo-
nal. This gives the time-frequency representations of these sig-
nals pairwise (not individual) orthogonality and enables greater
flexibility in terms of side-lobe attenuation, filter response, and
implementation complexity when designing a transmission pro-
totype [9].

An important reason for introducing BFDM in a 5G network
is efficiently support machine - type - communication (MTC),
characterized by a dramatic increase in sporadic traffic. Bulky
4G random - access procedures cannot handle such traffic [4].
Unlike LTE, where data is only carried using the physical up-
link shared channel (PUSCH), BFDM -based schemes enable
small user data packets to be transmitted through the available
physical layer random-access channel (PRACH). A new data
section, called Data-PRACH, is introduced between synchro-
nous PUSCH and PRACH to support efficient asynchronous
data transmission and to significantly reduce signaling over-
head. In the proposed Data-PRACH processing, a pulse se-
quence shapes the spectrum of the preamble signal by using of
PRACH guard bands under acceptable interference.

Bi-orthogonality and relatively long PRACH symbols ensure
the BFDM scheme is more robust than conventional OFDM to
frequency offset and phase noises during transmission. In other
words, the main advantage of BFDM over conventional OFDM
is a better compromise on performance degradation caused by



time and frequency offset. However, the effect of frequency off-
set and phase noise on BFDM is still much higher than that on
GFDM, FBMC, and UFMC.

All the other advantages of OFDM still remain in BFDM—
ISI and multipath distortion are easily reduced by CP, BFDM
is easy to implement because of FFT and IFFT processing.
However, BFDM needs to handle long pulse tails, which reduc-
es efficiency of bursty transmission. This efficiency is critical
for low-latency and M2M applications. More importantly, the
BFDM scheme discussed here cannot be easily integrated with
massive MIMO unless modifications, such as generalization of

the above concepts to UFMC or GFDM, are made [10], [11].

2.5 SCMA

Modulation processing involves changing the source binary
sequences to a new binary sequence before being sent to the
transmitter front-end. There are many ways to do the desired
modulation processing. SCMA is, in effect, a modified version
of multicarrier CDMA based on low -density signature (LDS),
where mapped symbols, following forward error correction
(FEC), are allocated according to a pre-designed low density
spreading sequence. In this way, near maximum likelihood
(ML) performance is achieved at the receiver side [5], [12].

Unlike the above two - step processing, SCMA merges the
mapping of the bits that are coded by FEC into complex sym-
bols with the spread of these mapped symbols. This results in
one-step processing. In other words, SCMA directly maps the
binary outputs of FEC to a complex code word that is in a mul-
tidimensional domain and should be selected from a pre-
defined codebook called SCMA codebook. By generating multi-
ple different codebooks that are predefined for different users
or layers, SCMA supports multiple access. In fact, each user
has a unique codebook in SCMA. Code words in the SCMA
code books are sparse, so the iterative message - passing algo-
rithm can still be used for near-optimal detection without sig-
nificantly increasing the processing complexity. Any increase
in such complexity can be compensated to some extent by the
advantages (in terms of hardware implementation) resulting
from one-step processing.

SCMA codebook based on multidimensional lattice constel-
lation exploits shaping and coding gain, which helps SCMA in-
crease spectral efficiency and makes link adaptation more reli-
able because of related interference averaging and manage-
ment. Moreover, SCMA enables massive connectivity while
having good features, such as overloaded signal superposition,
low signaling overhead, low latency, and high flexibility in the
link-adaptation mechanism [13].

Designing SCMA codebooks for multiple users or layers is
very complicated in terms of optimization and programming.
Practical solutions are highly desirable and still being devel-
oped. One-step processing to map the binary sequences that
are output from the FEC to code word could be considered as
complex nonlinear mapping. This mapping could be performed
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by universal mapping neural networks, such as multilayer-per-
ceptron (MLP) neural networks and radial - basis - function
(RBF) neural networks [14]. Furthermore, the related global op-
timized learning rules in these mapping neural networks could

be applied to the design of an SCMA codebook.

2.6 NOMA

In addition to the time and frequency domains (used in the
modulation schemes previously mentioned) and the spatial do-
main (used in MIMO, beamforming, and OAM multiplexing),
NOMA makes use of the power domain for modulation process-
ing and multiplexing according to the power difference and
loss between users. Specifically, NOMA superposes multiple
users in the power domain and forms superposition coding,
where users are separated by successive-interference cancella-
tion (SIC) and available capacity - achieving channel codes,
such as Turbo code and low-density parity check (LDPC). A us-
er with high channel gain is allocated less power, and a user
with low channel gain is allocated more power [6]. In this way,
all users with different channel gains have similarly high de-
coding probability and similarly large interference cancella-
tion. This increases system capacity and coverage and supports
mass connectivity. Moreover, NOMA promises robust perfor-
mance in practical wide-area deployments despite mobility or
channel-state information (CSI) feedback latency because user
multiplexing in NOMA does not require fine feedback signal-
ing from the user side, frequency selective channel quality in-
dicator (CQI), or CSI.

The authors of [6] and other related publications have stud-
ied NOMA in terms of multiuser power allocation, signaling
overhead, SIC error propagation, performance enhancement in
high - mobility scenarios, and integration with MIMO and have
shown that NOMA increases capacity and cell-edge through-
put. The basis carrier waveforms in NOMA can still be general-
ized from OFDMA or FBMC, which means that NOMA retains
the advantages of OFDMA and FBMC.

Table 1 shows a side-by-side comparison of the six algo-
rithms discussed so far. From a standardization point of view, in
-depth investigation and testing are required before any indi-
vidual algorithm can be included in 5G specifications. It is per-
haps more practical to develop one new algorithm that com-
bines all the advantages of the six algorithms and minimizes
the disadvantages. Moreover, crossover between and combina-
tion of FEC, modulation processing, and even source coding
could be another direction towards achieving a better system.

Previous wireless standardization has occurred without
enough consideration of hardware chips and real silicon (com-
puting platforms and digital signal processors). Thanks to great
advancements in computing and processing technology, in par-
ticular system - on - chip (SoC) and reconfigurable processing
technology, a fully software - defined modulator and waveform
generator is even possible in 5G standards. A system with
these technologies could support multiple algorithms or even
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VTable 1. Six modulation algorithms

GFDM  FBMC UFMC BFDM SCMA NOMA

PAPR Low High Medium  High High High

00B Very Low  Low Low  Medium Medium Medium

Spectral efficiency Medium Medium Medium

Medium  High High

Processing complexity Medium  High High Low  Medium High
CP Yes No No Yes No Yes
Orthogonality No Yes Yes Yes No No

ISI/ multipath distortion Medium  High High Low  Medium  Low
Synchronization requirement  Medium  Low Low  Medium  Low Low
E'f{le;thjiir:(gf:q it Medium Medium Medium Medium  Low Low
Latency Short Long  Short Long Low Long
Compatibility with OFDM Yes Yes Yes Yes No No

Ease of integration Yes Yes Yes No Yes Yes

with MIMO

any algorithm, without any performance cost, by simply chang-
ing related software. In other words, the 5G standard only
needs to define the related interfaces and control information
and allow all other processing units, from FEC through modula-
tion, to be open and software-programmable [15], [16].

3 Spatial Signal Processing for 5G

Spatial-domain signal processing techniques such as MIMO,
beamforming and antenna diversity have primarily been used
in 4G and digital broadcasting systems. In 5G, these spatial
signal processing techniques will be further improved, and re-
lated new algorithms, such as massive MIMO [17]-[19] and
three - dimensional beamforming [20]-[22], are being devel-
oped with an emphasis reaching a good compromise between
processing complexity and performance. OAM -based spatial -
processing techniques could be used improve a number of fac-
tors in 5G, such as capacity, efficiency and coverage [23]-[26].
Here, we discuss important practical aspects of these spatial
signal processing techniques.

3.1 Massive MIMO

Strictly speaking, original MIMO is actually a kind of multi-
channel time - domain processing, where processing is mainly
done in the baseband alone and not much in the spatial do-
main. However, in 4G, MIMO uses multiple antennas at both
the transmitter side and receiver side in order to multiply the
capacity of a radio link by exploiting multipath propagation.
That is, 4G MIMO exploits spatial-domain properties or, for ex-
ample, spatial multiplexing, by allowing a base station to simul-
taneously serve multiple users who are using the same time-fre-
quency resource.

Although the number of antennas is not strictly specified in
current standards, four or eight antennas are most common.
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Massive MIMO expands on MIMO by dramatically increasing
the number of antennas used at the base station (on the order
of hundreds). This suggests that the number of antennas is sig-
nificantly higher than the number of users being simultaneous-
ly served in the same time-frequency block. Hundreds of anten-
nas serving dozens of users simultaneously increase spectral ef-
ficiency five- to ten-fold, and many degrees of freedom become
available to increase SINR through transmission signal shap-
ing, interference nullification, and formation of desired direc-
tional patterns.

Channel estimation, signal detection, pre-coding, and pilot
contamination reduction are the main aspects of signal process-
ing in massive MIMO. Channel estimation involves estimating
the coefficients (parameter matrix) of channels according to the
available samples and optimization criterion, such as minimum
mean-square error (MMSE) or least square (LS). Signal detec-
tion in massive MIMO involves detecting the desired data
streams from the samples, which are affected by interference
and noise in the either passive or active form. Pre-coding could
be considered for multiplying the original signal vector from all
channels (antennas) at the transmitter side. In massive MIMO
based on time-division duplexing (TDD), pilot sequences trans-
mitted from users in the uplink become active interference
sources and affect channel estimation processing. Eigenvalue-
based filtering can be introduced to reduce the effect of pilot
contamination.

Computation in massive MIMO mainly involves matrix multi-
plication, matrix inverse, eigenvalue decomposition (ED), or
singular-value decomposition (SVD). The key to implementing
massive MIMO in 5G is ensuring that the implementation of
these very large dimensional matrix computations in real sili-
con is effective in terms of power, price and performance. One
promising architecture being developed is reconfigurable com-
puting array. With this architecture, the matrix computations
required in massive MIMO can be performed in a manner as
good as that of ASIC, as flexible as FPGA/DSP, and as easy as
C language because the architecture has homogeneous interfac-
es and heterogeneous processing units [15], [16].

3.2 3D Beamforming and Diversity

Beamforming is a major spatial signal processing technique
where using multiple antennas are used to change the beam
pattern and steer the beam in a specific direction so that SINR
is increased. With diversity technology, multiple antennas are
used at the receiver side, and spatial filtering is introduced to
optimize reception in noisy and mobile environments.

Traditionally, beamforming is only designed for the horizon-
tal plane and is thus called two-dimensional beamforming. The
spatial-domain information and properties in the vertical plane
are unused. 3D beamforming, which encompasses both the ele-
vation and azimuth planes, could open up more space to im-
prove performance at the cost of increased processing complex-
ity. In a 5G system, 3D beamforming can increase user capaci-



ty, coverage, and spectral and energy efficiency, and it can re-
duce inter-cell and inter-sector interference [20]-[23]. For ex-
ample, different power levels can be allocated to the 3D beam
patterns that serve the cell edge and cell center separately so
that inter - cell interference is more effectively reduced. Both
the vertical and horizontal beam patterns can be shaped and
steered by adjusting the antenna tilt, the angle between the hor-
izontal plane and boresight direction of the antenna.

At the receiver side, both the azimuth and elevation of arriv-
als can also be used, and additional degrees of freedom are
available to improve the performance of antenna diversity. 3D
techniques can also provide more flexibility in the design and
configuration of an antenna array. Planar, circular, spherical,
cylindrical, uniform, non-uniform, and end-fire topologies can
be used. Also, both the co-polarized and cross-polarized anten-
na elements can be included in the antenna array.

Beamforming and diversity processing mainly involves ma-
trix (vector) multiplication units, filtering units, and TFFT/FFT
units. These main processing units have linear properties;
thus, changing the order of these processing units does not af-
fect system performance but greatly reduces processing com-
plexity. Fig. 1 shows a post-FFT diversity scheme where M
FFT operations need to be performed and N X M unknown coef-
ficients need to be estimated. The number of antennas is given
by M, and the length of the FFT is given by N. As in Fig. 2,
when the order changes, the number of unknown variables is
given by N + M, which is a large reduction the N X M unknown
variables in the original post-FFT scheme. Furthermore, only
one FFT operation is needed when the order is changed in-
stead of M FFT operations for the post-FFT scheme (Fig. 1).
Using the cumulative and distributive properties of linear pro-
cessing, the output is the same for these two schemes.

3.3 0AM

OAM -based spatial processing is a new tool for increasing
capacity, spectral efficiency and scalability and decreasing
channel interference in a 5G system.

The angular momentum carried in electromagnetic (EM)
fields comprises spin angular momentum (SAM) and orbital an-
gular momentum (OAM). These describe the polarization state
and phase structure distribution, respectively. An EM wave
carrying OAM has a helical transverse phase structure exp(j€
@), where ¢ is the transverse azimuthal angle, and € is an un-
bounded integer (the state number of OAM). Each OAM beam
at the same carrier frequency can carry an independent data
stream; therefore, an OAM system can increase capacity and
spectral efficiency by a factor equal to the values of state num-
ber €. In addition, OAM beams with different € values are mu-
tually orthogonal, which implies low channel interference and
crosstalk in transmitted and received data. Communicating
over sub-channels given by OAM states is a subset of MIMO
solutions; therefore, it does not provide any additional increase
in system capacity if spatial multiplexing uses multiple spatial-
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ly separated transmitter and receiver aperture pairs to transmit
multiple data streams. In other words, multiplexed beams
based on OAM should be completely coaxial throughout the
transmission medium and use only one transmitter and receiv-
er aperture (with certain minimum aperture sizes) to achieve
OAM beam orthogonality and efficient de-multiplexing.

The benefits of OAM-based spatial multiplexing for wireless
communication have been shown in millimeter - wave band,
which 5G will encompass. However, there needs to be exten-
sive R&D on OAM before OAM-based processing is included
in 5G standards. A possible major use of OAM-based systems
is to serve the link between wireless and optical channels.

4 Signal processing for Other Emerging 5G

Techniques
In addition to advanced modulation algorithms and spatial
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AFigure 1. A post-FFT diversity scheme.
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processing, a number of other new techniques will be used in
5G. These techniques relate to system architecture, protocols,
physical-layer (downlink and uplink), air-interface, cell acqui-
sition, scheduling and rate adaption, access procedures, relay-
ing, and spectrum allocation. The techniques include centime-
ter- and millimeter-wave, smart spectrum sharing and access,
simultaneous transmission and reception (full-duplex), device-
to - device communication, advanced inter - node ordination,
cloud radio access networking (C-RAN), software-defined net-
working, and digital radio frequency (RF) processing. Signal
processing algorithms and implementations will be central to
these emerging technologies, enabling them to make 5G a mar-
ketable reality.

Because of the much higher frequencies and wider band-
widths in millimeter-wave transmission, the physical propaga-
tion channels are more complicated, and advanced algorithms
for channel modelling and estimation, signal detection, equal-
ization, and error - correction coding are necessary. The main
drawback of millimeter-wave is the high path loss, so new time-
varying signal processing techniques, such as rapid beam adap-
tation, are necessary. In addition, millimeter - wave transmis-
sion only complements lower frequencies by providing high ca-
pacity and high data rates in dense urban areas instead of re-
placing lower frequencies, which should remain in the back-
bone to provide full wide -area coverage [27]. This implies a
need for algorithms and implementations that support multi-
band and wideband.

Full - duplex mode enables simultaneous transmission and
reception by sharing available resources between both direc-
tions of communication. In theory, this can double the link ca-
pacity. More importantly, full-duplex mode benefits the signal-
ing and control layers because the uplink and downlink no lon-
ger need to be separated. Cancellation of the self-transmitted
signal is the most important issue in full - duplex mode and
needs to be done at all stages—from antenna, RF filtering, and
digital front—end to baseband processing. The gain of the PA
in full-duplex mode might be limited by the level of cancella-
tion of the self-transmitted signal. In other words, a transceiver
with a large PA gain becomes unstable in full-duplex mode if
the self-transmitted signals are not sufficiently cancelled [28].

5G systems not only need new and higher frequency bands;
they also aim to use the available spectrum as efficiently as
possible through spectrum sharing, which can be implemented
by authorized shared access (ASA) and co-primary shared ac-
cess. Signal processing algorithms for spectrum sensing are
central to smart spectrum sharing and co-existence. Spectrum
sensing involves monitoring other frequency channels that can
be used by the primary channel and deciding whether users
served in one channel can be switched to the other without in-
terrupting the link. Signal processing related to spectrum shar-
ing include weak-signal detection, signal classification, estima-
tion of location and direction, channel aggregation, and inter-
ference cancelation [29].
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C-RAN is a promising architecture for expanding a wireless
network. In C-RAN, the baseband processing unit (BBU) is
moved from the base station (BS) to the control unit (CU), and
the BS operates as the radio unit (RU). Baseband signals are
transferred between the CU and RU through front haul links in
complex in-phase and quadrature (IQ) samples. Because of the
high bit rate and large bandwidth of the transferred data, effec-
tive signal compression prior to transmission on the front haul
link is desirable. The signal sampling can be reduced, but this
can result in significant performance loss. Nonlinear quantiza-
tion is the second-simplest solution, but it negatively affects re-
lated interfaces. 1Q-data-based compression algorithms are be-
ing closely investigated and are categorized as point-to-point,
multi-terminal, multivariate, and structured coding. These algo-
rithms reach the best compromise between compression rate
(efficiency), system complexity, interface compatibility, and im-
plementation cost [30].

Flexibility is one of the most important features of a 5G sys-
tems. Achieving the desired flexibility in a 5G system depends
not only on advanced signal processing algorithms but also
powerful hardware for processing. As mentioned in section 3,
conventional processors, such as ASIC, FPGA and DSP, are
not the best practical solution for 5G, and new kinds of proces-
sors that take into account the properties of new 5G signal pro-
cessing algorithms are desirable. Also, new signal processing
algorithms need to be designed with hardware architecture and
programming model in mind— algorithm development should
not be disconnected from hardware implementation. In addi-
tion, digital signal processing technologies for RF and front -
end have advantages in terms of power efficiency, cost, time-to-
market, and SDR networking. These technologies support mul-
tiple bands, multiple standards, and multimode applications in
5G. RF signal processing techniques encompass digital pre -
distortion; digital up-conversion; digital down-conversion; DC-
offset calibration; PAPR, CFR; pulse-shaping; delay, gain, and
imbalance compensation; noise shaping; numerical controlled
oscillator (NCO); full -duplex decoupling; and MIMO channel
calibration [7].

For more detailed algorithms and implementations of emerg-
ing 5G techniques, refer to the publications in the reference
list. Excellent representatives include [31] and [32], which de-
scribe full-dimensional MIMO; [33], which describes 3D chan-
nel modeling; and [34], [35], which describe millimeter-wave
systems.

S Conclusion

This paper outlines and compares six promising modulation
algorithms for 5G in terms of PAPR, OOB, processing and im-
plementation complexity, spectral efficiency, CP requirement
and related ISI/ multipath distortion, orthogonality and related
frequency offset and phase noise, synchronization in the time
and frequency domains, latency, compatibility, and integration



with other processing units. These six algorithms are GFDM,
FBMC, UFMC, BFDM, SCMA and NOMA. Spatial signal pro-
cessing techniques—i.e., 3D beamforming, massive MIMO,
and OAM-based multiplexing—have been discussed from both
an algorithm and hardware implementation point of view. This
paper also briefly discussed signal processing for other emerg-
ing technologies in 5G, such as millimeter-wave, C-RAN, full-
duplex access, smart spectrum sharing, and digital RF process-
ing. To bring the desired 5G to market, huge effort needs to be
put into R&D on algorithms and silicon implementation.
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'A Abstract

A large-scale antenna system (LSAS) with digital beamforming is expected to significantly increase energy efficiency (EE) and

spectral efficiency (SE) in a wireless communication system. However, there are many challenging issues related to calibration, en-

ergy consumption, and cost in implementing a digital beamforming structure in an LSAS. In a practical LSAS deployment, hybrid

digital-analog beamforming structures with active antennas can be used. In this paper, we investigate the optimal antenna configu-

ration in an N X M beamforming structure, where N is the number of transceivers, M is the number of active antennas per trans-

ceiver, where analog beamforming is introduced for individual transceivers and digital beamforming is introduced across all N

transceivers. We analyze the green point, which is the point of maximum EE on the EE-SE curve, and show that the log-scale EE

scales linearly with SE along a slope of -1g2/N. We investigate the effect of M on EE for a given SE value in the case of fixed NM

and independent NV and M. In both cases, there is a unique optimal M that results in optimal EE. In the case of independent N

and M, there is no optimal (N, M) combination for optimizing EE. The results of numerical simulations are provided, and these re-

sults support our analysis.

'A Keywords

digital beamforming; analog beamforming; hybrid beamforming; energy efficiency; spectral efficiency

1 Introduction

ireless communication systems have devel-
oped from first generation to fourth generation
to accommodate ever-increasing and diversi-
fied mobile traffic. The anticipated thousand-
fold increase in wireless traffic by 2020 and the push for green
communication worldwide create some very tough challenges
for 5G system design [1]. Massive MIMO, also known as large-
scale antenna system (LSAS) [2], [3], is a promising green 5G
communication scheme that improves both energy efficiency
(EE) and spectral efficiency (SE). With full digital beamform-
ing (BF) LSAS can, in theory, perform optimally. When many
antennas are implemented to increase beamforming gain, it
may not be feasible to implement the same number of trans-
ceivers because of excessive demand on real-time signal pro-
cessing when there is large BF gain [4] and also because of
cost and power consumption, especially for mixed-signal devic-
es in a millimeter-wave system. A beamforming structure with
a much smaller number of digital transceivers than antennas is
therefore more practical and cost-effective.
To reduce complexity in a LSAS, analog beamforming with
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active antennas can be considered [5], [6]. With analog beam-
forming, the signal phase on each antenna is controlled by a
network of analog phase shifters. In [7]-[9], hybrid analog-digi-
tal beamforming strategies were investigated for pre - coding
multiple data streams and increasing beamforming gain. In [7],
the transmitted signal on each of IV digital transceivers travels
along all NM RF paths (mixer, PA, and phase shifter), where M
is the number of active antennas per transceiver. The signal is
summed up before being connected with each antenna element
(Fig. 1a). Analog beamforming is then introduced over NM RF
paths per transceiver, and digital beamforming is introduced
over IV digital transceivers. The complexity of this structure is
high.

In Fig. 1b, the N X M hybrid beamforming structure has NV
transceivers connected to M antennas. This structure is more
practical for base station antenna deployment in 3G and 4G
LTE systems, where each transceiver is connected to a column
of antennas. With active antennas on each RF path, elevation
beamforming can be introduced by applying different phases to
each antenna in each column.

Recently, there has been growing interest in hybrid beam-
forming design. The structure in Fig. la features a precoding
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solution where only some aspects of the channel (e.g., angle of
arrival and departure) are known at the base station and mo-
bile station [7]. The spatial structure of millimeter-wave chan-
nels has been further exploited to formulate the single user pre-
coding/combining problem as a sparse reconstruction problem
[8]. In [4], the authors propose an angle-of-arrival estimation al-
gorithm and beamforming algorithm. In [9], the authors pro-
pose a beam-domain RS design that results in better perfor-
mance than a design based on pure analog beamforming. An
outdoor trial of the N X M beamforming structure has been car-
ried out in South Korea [10], but the optimal configuration of
M remains an open and very important issue. An improper M
may reduce EE even if the SE is satisfactory.

In this paper, we focus on the N X M hybrid beamforming
structure. In particular, we investigate the optimization of both
EE and SE in the cases of fixed NM and independent N and M.
In section 2, we discuss the relationship between EE and SE.
Then, we investigate this relationship at the “green” points,
i.e., the points of maximum EE on the EE-SE curve. We dis-
cuss the effect of M on EE for a given SE. We investigate the
optimal (N,M) combination that results in the highest EE in the
case of independent NV and M. In particular, we discuss the op-
timal M when there is severe inter-user interference. In section
3, we present and discuss numerical simulation results. In sec-
tion 4, we draw some conclusions from our analyses.

2 Energy Efficiency and Spectral Efficiency

2.1 Relationship
In the N X M structure in Fig. 1b, perfect analog beamform-
ing is assumed within M antennas per transceiver, which
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points to one user (there are N users in total). Assuming there
is no inter-user interference, i.e., there is proper user schedul-
ing (the BS schedules users with orthogonal channels), then
the sum capacity of this structure for NV users is:

Mn, P
C=WxNxlog| 1 +—" j 1
g( WA, (1)

where W is the bandwidth, P is transmit power of each trans-
ceiver (the total power of M antenna PAs), 7Mp, is the PA effi-
ciency, and Nyis the thermal noise density. Without loss of gen-
erality, the channel gain is assumed to be the unity. The SE of
this structure is

Mn,, P
=CIW=Nxlog| | + —21— ] 2
77513 g( WNO ()

Because the accurate power model is non-trivial, the follow-
ing simple power model is used:

J2 =NP+P :NP+NP0 +Pwmm(m +NMPrf_circuit (3)

total static

where P, is the total power; NP is the RF power of N trans-
ceivers; P is the static power of the BS, including NP,
which scales with N; P.uum, which is common for any number
of transceivers; and NMPy i, which scales with NM . The re-
lationship between EE and SE is

Ngp = CIP

total
— nSE ( 4)
(Zn\’ _ 1\ NO N + NPO + Pcnmmnn + NMP(/;PiTPuil

) Np M W

Therefore, for a required SE, the hybrid LSAS beamforming
should be designed to maximize EE through joint design of N,
M, Po, Peonmons Pit i and 7pa. This paper focuses on the design
for an optimal number of active antennas per transceiver M*
that ensures the best EE for a given SE.

2.2 Relationship at Green Points

When we take the circuit power into consideration, there is
a “green” point on the EE-SE curve where EE is at its maxi-
mum and is denoted 7's: [11]. Here, we discuss two cases for
the N X M hybrid beamforming structure: NM = L (i.e., the to-
tal number of antennas is fixed as L, but N and M are vari-
able), and 2) Vand M are independent. In the former case, we
allow the first-order derivative of EE over SE to be zero:

aNZ[Z M- 1]+bN+c—nSEaN2 Y n2

Nex = 3 =0 )
aNz[ZA - 1]+bN+c
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Combining (5) with (4), the relationship between the 7w and
corresponding SE 7' is
W -1
. nyN2 Y1n2

== 6
m, o (6)

The relationship between 7's: and 7's; is further given as

. lg2 . Ln,,
lg(nm) = _TT]*E + lg(fl]\[{?lzj , (7)

which indicates that lg(7 ') scales linearly with 7's; and has a
slope of -1g2/N. Similar to the EE-SE relationship in classic
Shannon theory, higher 77's: always leads to lower 7. The re-
lationship between 7w and 77's: does not depend on Po, Peommons
P and W, although from (4), we see that 7'sc and 7w are
based on all the other parameters.

It is expected, therefore, that the system operates at the
ereen point. Also, it is important that 7's; satisfies the system
SE requirement, and 7 i should be high enough. This requires
careful design of Py, Peownons Pit cireai, W, 1pa, N and M. For exam-
ple, when other parameters are given, M can be designed to
maximize EE.

2.3 Optimal M for Maximizing EE for a Given SE

2.3.1 When N and M are Independent

It is of practical importance to know how M affects EE for a
given SE. If there is one optimal M that results in the highest
EE, it is not necessary to deploy too many antennas per trans-
ceiver. In the following, we derive the optimal M to maximize
EE. We denote the denominator of (4) as f{M):

f(M):[ZT— 1\ NO N + NPO+Pmmnmn+NMP
)an

rf_circuit

7 . ®)

The first- and second-order derivatives of f{M) are

; NP, . . % N,
_ rf_circuit N
f(M)—W—(z —I]mZMQ 9)
and
. % N
r (M)=2(2 —1]77;]]‘;320. (10)

Then f(M)is a quasi-convex function of M . The M~ that
gives the minimum f{M) is derived by making f (M)=0:

WN, (,F
M * = A — 2 - 1 . 1 1
\/ nPAP lfcircuil( j ( )

Because of the definition of Mg in (4), EE is a quasi-con-

cave function of M, and the EE is at its maximum when
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M=M". When M<M", EE monotonically increases with M.
When M>M", EE monotonically decreases with M. In practi-
cal system design, for a given SE there is one M* that results
in the highest EE. As in (11), M* increases with SE and band-
width, but decreases with PA power efficiency and Py . For
a given number of transceivers N, more antennas per transceiv-
er are needed for higher SE. If W increases, the noise power in-
creases correspondingly, and a larger M is needed to achieve
the SE. A larger P i, however, reduces M* because the in-
creased circuit power may reduce EE.

2.3.2 When NM is Fixed
Assume NM = L, the denominator of (4) is written as

e N LP /M+P(‘ommun +LPr circuit
) No Ly SR B ¥ e g

)771)/4 M? L4

son=2

For simplicity of derivation, f{M) is rewritten as

sn=af2" 1} e e 13)
NL  LP, P tLP,
where a=—0" h=—0 = _common T v
Npa W W

The first-order derivative of fiM) is

“(M)= M3(a2%nSEM1n 2- 25{2""”” - 1) - bM]
£ o s "

=M g(M)

where g(M)= (aZWTILSEMln 2- Za(ZTM - 1} - ij .

Respectively, the first- and second -order derivatives of g(M)

are
. 2 M,
g(M)=a2' ["L“fj M(n2) -2 T2 - (15)
and
M, 3
g (M)=a2' (’72&) M(n2)'=0 . (16)
Therefore, & (M) monotonically increases with M. In addi-
tion,
g(0)=- ‘”2“ n2-b (17)
g'(®)=0, (18)

Thus, there is unique positive M, so that & (M,) = 0. When

M < Mo, & (M) < 0, g(M) monotonically decreases with M.
When M > M, , & (M) > 0, g(M) monotonically increases with

M. Because g(0) = 0 and £(®®)=%, there is a unique positive
M, that is larger than M, and satisfies g(M;) = 0. From (14), g
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(M) determines monotonicity of f{M); therefore, when M < M,, g

(M)<0, f"(M)<0.When M >M, gM)>0, f"(M)>0.
Also,

azﬂ’%Mln 2- 2({{"” - 1) —M
S ©0)=lim,_, e (19)
3
- g("]mén 2] >0

Therefore, when M <M, | EE monotonically increases with

M. When M > M,, EE monotonically decreases with M. In the
case of fixed MN, EE is maximum at M=M,  where M, can

be obtained by solving g(Ml) =0.

2.3.3 Optimal (N, M) Combination

An important issue is finding the N and M that results in the
highest EE for a given SE when N and M are not fixed. Combin-
ing (11) and (4) the maximum EE for a given SE and N is

Wng,

WN.P . . . %
N \/(U/W \/(2 - 1) + NPO + PCU’I!JI’U” (20)
M pa

T];.(NanSE) =

The optimal N can then be calculated:
N = arg max(n;(N,SE)),NB 1. (21)

We denote the denominator in (4) AV, M):

% Ny, N NPy+P, . +NMP, . .
N’ - 2 _ 1\ 0 + common rf_circuit . 22
J(N.M) ( S M W (22)

There is no extreme point for f{IV,M). The partial derivative
of fIiN,M) over M is

Y My (57 )N N g (23)
oM W Nps M
which leads to
o WPy,
— rf_circuit 24
2 WA, +1 (24)

The partial derivative of f{iV,M) over N is

of MP,..tPy Ny q ( ® N _
N 7 +771:AMk2 -2 Wan =0 (25)

which leads to

mp if _circuit +P 0 +
W
Ny 1 [ M0 i (MNP i\
0 e —( oy 1]’75%2 =0.(26)
npAML WN, WN, N
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The optimal M and N should satisfy (24) and (26). Combin-
ing (24) and (26), we get

Mz”?PAPr/,czmm,(ZN_ Mg In 2) +1,, MNP, ~ 7
WN 1 In2=0 ' @7)
This is equivalent to
M= Ny NPy + J(nMNPO)_ - 4771'4Pr/;cirmz(2N_ Mg In 2)WN07ISE In2 (28)

20, P _c[rcuit(zN -ngIn 2)

However, M in (28) cannot not exist because when
2N—7]SE1112>0, M<0, and when 2N—7)SE1112<0, M<0

This is not feasible because M must be positive.

2.3.4 When Inter-User Interference is Taken into Account

In subsection 2.3.3, it is assumed there is no inter-user inter-
ference. However, in practical systems, inter-user interference
may exist. For simplicity, we assume that interference from the
kth beam to the nth beam is M7 ,,Pe;,, . Then, EE can be ex-
pressed as

N-1 Mn P
O T Mg, P 29
B ot Zke[O,N— Hhren a7 G (29)
nEE - NP + NPO + Pcommon + NMPrjicircuit

Note that oy, can be a function of N and M. For example,
consider a linear antenna array with NM elements, where the
antenna spacing is half a wavelength. The main beam direction
(azimuth) of the analog beamforming for the nth transceiver is
¢, =nA/N  pn=0,---, N-1, and N users are located on the N dif-
ferent main beam directions with same channel gain. We ap-
proximate oy, :

_ 1

ak,n - M2

1- exp(jMTr(cos ¢, —cos d)k)) 2
1- exp(jTr(cos ¢, —cos (l)k))

A -k)A
1-2 cos[ZTrM sin (n+F) sin (n—Fk) j . (30)
1

2N 2N

1-2 s (n+k)A  (n-k)A
cos| 2 sin=— —sin=—

o

It seems difficult to determine how M affects EE in the cases
that fixed NM and independent NV and M are used. In some spe-
cial cases, for example, in the interference-limited region, in-
creasing the transmit power P does not improve spectral effi-
ciency and actually reduces energy efficiency. When inter-us-
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er interference is negligible, the analysis in previous subsec-
tions holds.

3 Simulation Results

3.1 M vs EE When There is No Inter-User Interference
Assume Prommon = 50 W, P =1 W, Po= 1 W, W=2x 10’

Hz, No= 10" dBm/Hz, me = 0.375 and the channel gain is -

100 dB. Fig. 2 shows the effect of M on EE for N = 2 and
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AFigure 2. Mvs EE with different SE values (N=2).

where M is variable. Five spectral efficiencies between
4 bps/Hz to 20 bps/Hz are simulated. On each M versus EE
curve, there is a unique M that results in the highest EE. For
example, when SE is 20 bps/Hz, the M* is 33. When SE is
12bps/Hz, M* is 8. When M is smaller than optimal, more an-
tennas per transceiver improve EE by providing beamforming
gain. When M is greater than optimal, the extra power in the
circuit needed by more antennas per transceiver negates any
reduction in transmit power so that EE is reduced.

Fig. 3 shows the effect of M on EE when NM is fixed, e.g.,
NM = 128, and other parameters are the same as those in Fig.
2. Actually, M can only be 1, 2, 4, 8, 16, 32, 64 and 128 (not
shown), because V and M are both integers. As in the case of
independent N and M, there is a unique M on each curve that
results in the highest EE. For example, when SE is 48 bps/Hz,
the optimal M is 8. In Fig. 2, the optimal M increases as SE in-
creases; however, in Fig. 3, the optimal M increases as SE de-
creases. The reason for this is: as SE increases, more transceiv-
ers are needed to make the system more energy efficient, and a
smaller M (M=L/N) is required.

The above analysis can be referred to when designing an op-
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timal LSAS. In a practical system, the required SE may vary
according to the traffic load and service types. For example, in
Fig. 2, the M* for a maximum required SE of 20 bps/Hz is 33.
However, when the required SE is reduced to 12 bps/Hz, M* is
8. Therefore, it is important that, in the case of independent N
and M, the system is designed with the largest M* for the possi-
ble SE range, and the best M is chosen according to the SE re-
quirement via antenna on/off. This can help increase EE ac-
cording to system traffic load.

3.2 M'vs EE When There is Inter-User Interference

We assume Peowmn = SOW, P s = 1 W, Po=10 W, W =2 X
10" Hz, N, = 10""dBm/Hz, 5y, = 0.373, and channel gain is
10", A linear antenna array with N = 10 and half-wavelength
antenna spacing is considered. The effect of M on EE is shown
in Fig. 4, and the inter-user interference is calculated accord-
ing to (30) (where A=/3). Ten power levels between P = 10
W to P =100 W are simulated. One power level corresponds to
one SE value. At each power (and corresponding SE) level, in-
creasing M from 1 to 25 increases EE, but if M goes beyond
25, EE decreases. This is quite different from when there is no
inter-user interference and M* is generally different for differ-
ent SE values. The possible reason for this is that the coverage
of N (N = 10) beams is only A (7/3), and there is too much in-
ter-beam interference. Therefore, M has to be large enough to
reduce this interference and increase EE.

When A increases to 1, the beam spacing increases from
7/30 to /10, resulting in less inter-beam (inter-user) inter-
ference. Fig. 5 shows the effect of M on EE. The trend is simi-
lar to that in the case of no inter-user interference: at each pow-
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er level, there is one M* that results in the highest EE. Inter-
user interference can be mitigated via digital precoders whose
design is based on certain channel assumptions and that result
in increased EE. One straightforward method is to use beam
domain downlink reference signals via analog beamforming to
estimate 1) the angle of departure of each user, 2) the effective
channel with analog beamforming, and 3) the inter-beam (inter-
user) interference. Then, digital precoding can further increase
the multiuser beamforming gain. EE-SE optimization depends
on different multiuser beamforming algorithms and is more
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complicated, especially in the case of fixed NM.

4 Conclusions

In this paper, an N X M hybrid analog-digital LSAS beam-
forming structure is investigated. In this structure, the number
of transceivers can be much smaller than the number of anten-
nas. We analyzed the relationship between EE and SE to deter-
mine the optimal design of the N X M beamforming structure.
In particular, we analyzed two cases: fixed NM and indepen-
dent N and M. We analyzed the EE - SE relationship at the
green point and showed that the log-scale EE scales linearly
with SE along a slope -1g2/N. In both cases, a unique number
of antennas M per transceiver results in the optimal EE for a
given SE. In the case of independent N and M, there is no opti-
mal (N, M) combination that results in optimal EE. When inter-
user interference is negligible, the above results hold; when
there is severe inter-user interference, the optimal M can be
quite similar for each SE value. The findings in this paper can
be used as guidelines for optimizing an LSAS design.
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'A Abstract

Harvesting energy from environmental sources such as solar and wind can mitigate or solve the limited-energy problem in wireless

sensor networks. In this paper, we propose an energy-harvest-aware route-selection method that incorporates harvest availability

properties and energy storage capacity limits into the routing decisions. The harvest-aware routing problem is formulated as a lin-

ear program with a utility-based objective function that balances the two conflicting routing objectives of maximum total and maxi-

mum minimum residual network energy. The simulation results show that doing so achieves a longer network lifetime, defined as

the time-to-first-node-death in the network. Additionally, most existing energy-harvesting routing algorithms route each traffic flow

independently from each other. The LP formulation allows for a joint optimization of multiple traffic flows. Better residual energy

statistics are also achieved by such joint consideration compared to independent optimization of each commodity.

'A Keywords

routing; 5G; energy-harvesting; wireless sensor networks

1 Introduction

ireless sensor networks (WSN) continue to be

an affordable, convenient solution to a broad

range of wireless communication challenges to-

day. However, the limited energy capacity of
wireless network components continues to be the main obsta-
cle to WSN application. With research on 5G wireless net-
works already underway, there is a pressing need to ensure
that components have sufficient energy capacity to support next
-generation wireless technologies.

5G wireless networks will be characterized by high capacity
and high data rate. The trend in wireless services is rapid in-
crease in multimedia traffic and ever-increasing demand for
bandwidth. Therefore, energy efficiency and power-saving sys-
tem services are important in 5G research. Recently, energy
harvesting has been more widely studied to satisfy the high en-
ergy demands of emerging wireless technologies. In an energy-
harvesting wireless sensor network (EH-WSN), nodes are able
to harvest energy, e.g., solar, thermal and mechanical, from the
surrounding environment.

Two types of technologies make EH-WSN feasible: energy-
harvesting and energy-management [1]. An energy-harvesting
technology converts environmental energy into electrical ener-
gy; e.g., photovoltaic (PV) panels convert solar radiation; piezo-

electric transducers convert mechanical stress; and wind tur-
bines convert kinetic wind. Energy management involves intel-
ligently constraining energy consumption while still meeting
certain performance and energy objectives, such as maximiz-
ing network lifetime or packet delivery rate. Our work focuses
on managing energy through harvest-aware routing.

Network lifetime can be defined in several ways. Here, we
define it as time-to-first-node-death (TTFND). Maximizing the
lifetime of a battery - powered network involves a tradeoff be-
tween two objectives: 1) minimizing the total amount of energy
consumed in routing the data packets and 2) maximizing the
minimum residual network battery level. In an EH-WSN, there
is additional energy “consumption” in the form of energy wast-
age due to overcharge of finite-capacity energy buffers. Mini-
mizing total energy consumption, including wastage, in routing
is equivalent to maximizing the total residual energy of the net-
work [2].

Our preliminary simulation results confirm the previously
mentioned tradeoff. Fig. 1a shows the minimum battery level
and Fig. 1b shows the average battery level in a network of 25
nodes. In the maximum total remaining (MAX-TOTAL) objec-
tive, nodes along shortest-path routes are depleted faster than
in maximum minimum remaining (MAX - MIN) because these
routes consume the least total energy. When these nodes are
depleted, the network may become partitioned, which shortens
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A Figure 1. (a) Minimum and (b) average battery levels for MAX-TO-
TAL and MAX-MIN routing.

the network lifetime. On the other hand, the average battery
level of the network for MAX-MIN is less than that for MAX-
TOTAL because MAX-MIN may purposely select longer routes
in order to avoid low - energy nodes, decreasing the overall
available network energy.

In our previous work [2], we discussed the objective of maxi-
mizing the total remaining network energy. We proposed a sim-
ple yet effective route-selection method for maximizing a life-
time utility function, which seeks to balance the routing objec-
tives of MAX-TOTAL and MAX-MIN energy level in the net-
work. We show that this achieves higher lifetime than either
objective alone. This method is applicable online because it
takes into account the uncertainty of future traffic rather than
requiring offline, deterministic traffic-arrival information.

We investigated the effects of network factors, such as topol-
ogy, energy consumption, and prediction error, on the energy
savings. In doing so, we gained insight into how some network
design decisions and characteristics affect target performance
and energy requirements.

2 Related Work

There have been several novel works published on routing
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for EH-WSNs. In [3], an energy-management and routing meth-
od that maximizes energy efficiency by modeling the energy
buffer as a G/G/1(/N) queue is presented. Routes are chosen
according to the probability of the buffer depletion of the
nodes. The authors of [4] and [5] formulate link - cost metrics
based on a node’s energy availability, which generally encom-
passes initial battery and energy harvest. Routes are then
found using Bellman - Ford, Directed Diffusion (DD), or other
applicable shortest-path or least-cost algorithms with respect
to these metrics. Most of the works in [6] discuss this method
but not the exploitation of joint optimal routing of multiple com-
modities in the network.

The tradeoff between minimum energy route consumption
and maximum residual energy routing mainly arises from un-
known future traffic arrivals. That is, the online traffic arrival
is unknown. For this reason, several heuristic online maximum
lifetime algorithms for battery-powered WSNs have been inves-
tigated. In [7], conditional MAX-MIN battery capacity routing
(CMMBCR) is introduced. With CMMBCR, routes that would
result in a minimum battery below a threshold are discarded.
Among the remaining routes, the minimum consumption route
is chosen. Alternatively, in [8], the authors present a MAX -
MIN zPmin algorithm. In this algorithm, of the routes with at
most zPmin energy consumption, the route resulting in maxi-
mum minimum energy is chosen. As previously shown, this
tradeoff also exists for EH-WSNs [2], [9]. Here, we introduce a
simple maximum lifetime utility function that balances the two
objectives.

We formulate multi - commodity routing as an LP problem
that additionally takes into account finite battery capacities.
Formulating the maximum lifetime routing problem as linear
programming (LP) optimization has been well-explored for bat-
tery-based wireless sensor networks where the energy source is
fixed and non-rechargeable. The authors of [10] provided a ba-
sis for flow conservation and energy constraints used in many
LP-based routing formulations, including the one in this work.
In [11] and [12], the LP formulation takes node operation
modes, such as transmit, receive and idle, into account. In
[13], routing is made more robust by taking into account uncer-
tainties in the defined constants, such as the energy consump-
tion costs and residual battery levels. In [14], the LP routing
problem formulation specifically addresses multi - commodity
traffic and analyzes the interaction of multiple routes. Howev-
er, these works were not designed for energy harvesting sensor
networks, where the harvest availability and finite capacity lim-
its of the energy buffers need to be considered.

3 System Model

We consider a WSN network with a flat, multihop topology.
The network can be described by a directed graph G(V,E),
where V is the set of vertices representing the nodes, and E is
the set of edges representing the links. There is an edge
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e(i, j) € E between nodes v; and v; if v; is within the transmission
range of v. Each node v; has an associated energy cost of eﬁj
for transmitting a packet to node v; and an associated energy
cost of e}, for receiving a packet from ;.

Our problem formulation is amenable to multiple sink
nodes; however, in this case, we assume that the sink nodes
freely and quickly exchange information, and one is designated
to perform the routing optimization. Without loss of generality,
we designate a single node v, as a sink in the network. This
node is assumed to be tethered with unlimited energy supply.
Routing is performed as a centralized algorithm implemented
at the sink. All other nodes v € V, v; # v, can be either a
source or router node.

Operation time is divided into time slots 7} of equal length.
A commodity (or connection stream) ¢, is associated with a
source and sequence number (v, s,), and C = {c/, ... ,cu} is the
set of M commodities active within a time slot. Additionally,
energy harvest and packet origination rates of sources are as-
sumed to be constant within a time slot.

4 Online Maximum Lifetime Utility Routing
Let e, denote the resultant energy of v, which is the expec-
ted battery level after T}, has elapsed and is defined as

e;=min| B¢, +e] - Z Z e/r'iq;iw B Z Zeijq;” (1)

c, ECj;ieS]“ c, ECJ'ES""‘
where B; is the maximum battery capacity of v. The energy
units e; and ef’ are, respectively, the current battery level and
expected energy harvest of v; for the future time horizon 7).

This formulation, however, creates a “time coupling” [15]
between time slots because e; of the next time slot depends
heavily on ej in the current time slot. This results in a non-lin-
ear, sequential program that is very costly to solve. In this
work, we instead formulate an online utility objective function
that de-couples the dependency using the MAX-TOTAL and
MAX-MIN tradeoff previously mentioned.

Each packet being routed in the network is identified to be-
long to a certain commodity ¢, € C, where C is the set of com-
modities active in the current time slot. Sj is the set of dow-
nstream neighbors of node v; towards the destination of com-
modity c,. q; is the rate at which node v: relays packets belon-

ging to ¢, to its downstream neighbor node v;. €;; is the energy

i
cost of transmitting a packet from v; to v, and € is the corr-
esponding cost at v; for receiving a packet from v;. For clarity,
the notations used in this section’s discussion are summarized
in Table 1.

We formulate the online maximum lifetime utility (OMLU)
routing objective function U as a weighted function between
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VTable 1. Notation

T, Time slot duration/prediction horizon length

B Maximum/initial battery capacity of node v;

€ Residual energy—current battery level

&* Resultant energy—estimated battery level after 7} has elapsed
el Predicted harvest—estimated energy harvest over 7}

e; Energy cost in v; to receive a packet from v,

€ Energy cost in v; to transmit a packet to v;

Can A traffic commodity associated with a source v. and destination v,
C Set of active traffic commodities in the time slot

q; Designated packet relay rate from v; to v; for commodity ¢,
0 Packet generation rate of node v; for commodity ¢,

S Set of node v;"s downstream neighbors for commodity c,,

v Set of nodes in the network

* . . *
the average e; and the minimum e, :

_ o * . * V’U[ S V
ml?x U= N, l;[ei +8 mln{ei} b~ (2)
st q; =0 VoveV, Ve,eC, Ve S (3)
Yo, eV
20 |[+0r= gy v #, )
v, ESJ" UVES:‘ ch (S C

g Lt . h
2 2 €:q; + z €;q; Th$m1n(Bi,ei+ei)

¢, eC 1?/:1)‘651 ves”
Yo, eV, v, #v, (5)

where @ and B are weighting parameters, and Ny is the number
of nodes in V excluding the sink. The vector ¢ is the set of op-
timal packet rates of each link e(i, j) with respect to the traffic
of each commodity c¢,.

The set of constraints in (4) guarantees the conservation of
flows [10], which specifies that the total packet outflow of each
node must equal the total inflow plus the self-generated traffic
of the node Q"
does not apply if the node is the destination.

The constraints in (5) satisfy the energy requirement that the
total consumption of a node (due to reception and transmis-
sion) must not exceed the node’ s available energy, i.e., the
minimum between the maximum battery capacity, and the ef-

itself if it is the source of ¢,. The constraint

fective energy, i.e., the sum of the residual battery level and ex-
pected harvest.

As previously mentioned, MAX-TOTAL is equivalent to the
minimization of the sum of total route energy consumption and
total wasted energy due to finite maximum battery capacities.
Therefore, compared to simply minimizing the total route con-
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sumption, MAX-TOTAL has an additional incentive to avoid
low-energy nodes if there is energy wastage that can be mini-
mized. However, especially in the case where there is little en-
ergy wastage to leverage, MAX - TOTAL still results in quick
depletion of nodes along shortest-path routes [9] because these
are the routes that result in minimum total energy consump-
tion.

Energy-aware routing can also prioritize the avoidance of low
- energy nodes, such as in MAX - MIN. However, in general,
MAX-MIN consumes more energy and results in lower overall
network residual energy, as will be seen in the simulation re-
sults. Therefore, the utility function in (2) attempts to balance
these two conflicting objectives. Additionally, the LP optimiza-
tion can be applied to both single commodity optimization and
multi-commodity joint optimization. In section 5.5, we provide
simulation results that show the advantage of the latter.

5 Simulation Results

5.1 Simulation Settings

In the following simulations, 25 nodes are placed within a
fixed 500 X 500 m area (Fig. 2). The transmission range of
each node is 150 m. Each node has an energy cost of 6; =10

wWh/bit and 6;- =0 VY v and . All the nodes have recharge-
able batteries that are initially full a capacity Bu..of 500 Wh.

In this work, we consider an EH-WSN that harvests solar en-
ergy to supplement the initial batteries of the nodes. We use
the solar radiation data available from the National Solar Radi-
ation Data Base (NSRDB) [16] for our closest geographical lo-
cation, which is Chicago O’ Hare International Airport. Fig. 2¢
shows the hourly solar radiation data for July 1, 2010. The PV
panels are assumed to have a combined efficiency and sizing
factor of 0.2, which means the nodes can only harvest 20% of
the energy shown in Fig. 2c.

The simulation begins at 10 a.m. and has a duration T} of 12
hours to coincide with the maximum availability of sunlight.
This duration T, is divided into timeslots with a duration T),.

The simulation is terminated when a battery is depleted, when
the LP no longer has a feasible solution, or when the end of T,
is reached. Although a feasible solution is found for the times-
lot, a battery may become depleted within the timeslot because
of some variation in the residual battery level readings ob-
tained by the RREQs or energy consumption of the control
packets that are not taken into account in the LP formulation.

Traffic is characterized by a connection stream or commodi-
ty between a randomly chosen source and the fixed destination
node. Within a commodity, »: originates packets in a constant
bit rate (CBR) manner at a specified packet rate (.. The source
continues to produce packets within the timeslot, after which a
new source is randomly chosen. All packets are 512 bytes.
Last, the weights a and B are both set to 1 so that in the follow-
ing simulations, OMLU equally balances both objectives.

5.2 On-Demand Routing

We run the simulations using NS2 by extending the on-de-
mand routing protocol Dynamic Source Routing (DSR) in order
to implement OMLU. DSR’s source routing mechanism allows
us to collect per-node energy availability information ( e, +€f )
without significantly modifying the Route Request (RREQ)
header structure, which already collects per-hop node address-
es. Moreover, the set of downstream neighbors S: of v; for c,,
can be easily inferred from the source routes received at the
sink. The route replies (RREP) include a packet rate assigned
to that route. Unlike traditional DSR, the resulting route re-
plies are derived from the optimal solution ¢ and may not cor-
respond to specific source routes received from an RREQ. Cur-
rently, it is assumed that all RREPs are received by the source.

5.3 Performance Metrics

To evaluate performance, we compare TTFND of MAX-TO-
TAL, MAX-MIN, and OMLU, which are denoted tifndy, ttfnd-
wi, and tifndowy, respectively. Additionally, the average and
minimum of network battery levels at ttfnd, are compared,
where ttfnd, = min{ttfnd, tifnduy, ttfndow}. Performance met-
rics may also be measured at #ifnd;, which is the second-lowest

HEOXO) »® 3 o]
ONONENTRC ® @ iw
@0 B0 e @ © tel NUNNN
©0000 g 3 5o
®6OH6® a® -~ @%y
0 500 m 0 500 m Time of day (hr)
@) ) ©

A Figure 2. Simulation settings: (a) grid topology, (b) random topology instance, and (c) solar irradiation for July 1, 2010.
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Value il'l the set {ttfndm, ttfndmm, ttfndo,\m}.

5.4 Simulation Results for Single- Commodity Traffic

In this section, we investigate the advantage of OMLU rout-
ing objective over MAX-TOTAL or MAX-MIN by considering
single commodity traffic. That is, at each time slot, only a sin-
gle source is chosen to originate packets for the destination.
The timeslot duration T, is 200 s, and the destination node v;s.

5.4.1 Topology and Traffic

Network topology and traffic variation can affect the perfor-
mance of routing protocols. Truly optimal performance can be
achieved through offline optimization only if future traffic is
known; however, this is generally not realistic. Therefore, we
run simulations on different topologies and with different traf-
fic realizations to determine whether OMLU’s performance im-
provement can be seen across traffic and topology variations.
In the following single - commodity simulations, the source at
each timeslot originates packets at a rate of 3 packets per sec-
ond, that is, Q;= 3 for source node v;

We first run a simulation on the grid topology shown in Fig.
2a. In this network, only non -diagonal neighbors are able to
communicate directly with each other. Fig. 3a shows the result-
ing performance metrics discussed in section 5.3. Fig. 3b com-
pares the MAX-TOTAL and OMLU statistics measured at #f
ndy,. The right graph compares MAX-MIN and OMLU statistics
measured at ttfnd;. The average and minimum battery levels
are normalized to B,.., and ttfnd is normalized to T.. The pre-
sented results are averaged over five simulations of random
traffic on the grid network.

OMLU results in 46.48% longer TTFND than MAX-TOTAL.
Moreover, at ttfndy, which is when the first node is depleted in
MAX-TOTAL and occurs around 18,500 seconds into the simu-
lation, the average battery level of the network with OMLU is
1.3% higher than that of MAX-TOTAL. In general, we can ex-
pect the average battery of OMLU to be comparable or perhaps
slightly lower than that of MAX -TOTAL because maximizing
the total (or average) battery is the objective of MAX-TOTAL
whereas it is not the only objective of OMLU. Also, at tifnd,,
the minimum battery of OMLU is still more than 50% of B,..
whereas one or more batteries in MAX-TOTAL have been de-
pleted.

By definition, TTFND itself is very close to the definition of
MAX - MIN. Therefore, we expect MAX-MIN to perform well
with respect to this metric. Even so, Fig. 3a shows that OMLU
results in a longer lifetime than MAX - MIN, although the in-
crease is smaller at 2.06%. Because MAX-MIN aggressively fo-
cuses on the minimum network battery without regard for the
overall energy availability in the network, more total energy is
consumed due to longer routes. However, in the long term, this
leads to a shorter lifetime. At #tfnd;, which is the time of first
node death for MAX - MIN for these particular set of simula-
tions, we also see higher average and minimum battery levels
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AFigure 3. Averaged TTFND and battery level statistics on (a) grid and
(b) random topologies.

for OMLU compared to MAX-MIN.

These results highlight the effect of unknown future traffic
on current decisions. Within a time slot, MAX - MIN may
choose longer routes in order to avoid low-energy nodes. How-
ever, this reduces the energy of nodes that may potentially be
critical routes of future traffic. Therefore, it is advantageous to
be conservative in prioritizing either objective in anticipation
of the randomness of future traffic.

Here, we determine performance across various network to-
pologies by running simulations on networks with nodes ran-
domly placed within the area according to a uniform distribu-
tion. Fig. 3b shows the same performance metrics averaged
over five simulations on randomly generated topologies, such
as shown in Fig. 2b, as well as randomly generated traffic. In
this case, OMLU results in 63% and 6.24% longer lifetime
than MAX-TOTAL or MAX-MIN routing, respectively. These
results show a similar trend to that in the grid topology. OMLU
results in comparable or higher average battery than MAX-TO-
TAL at #tfnd,, and also achieves much higher minimum battery
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levels at both ttfnd, and ttfnd, compared to the other two
schemes.

5.4.2 Energy Consumption Rate

Here, Q; is varied to determine the effect of network energy
consumption rate on OMLU performance. Table 2 shows the
resulting TTFND values for the three routing schemes, aver-
aged over five simulations of random traffic and normalized to
T.. Of all packet rates, MAX-TOTAL results in the shortest life-
time compared with MAX-MIN and OMLU.

VTable 2. Lifetime values normalized to 7 for various packet rates

0=2 0=3 Q=4 0=5 0=6
MAX-TOTAL 0.73 0.43 0.18 0.114 0.078
MAX-MIN 0.868 0.616 0357 0.205 0.157
OMLU 0.864 0.627 0.417 0.245 0.161

MAX-MIN: maximum minimum remaining  OMLU: online maximum lifetime utility

MAX-TOTAL: maximum total remaining

For very low packet rates, the lifetime of OMLU is compara-
ble or slightly shorter than that of MAX - MIN because nodes
are able to replenish energy very easily due to the low energy
consumption rate. Moreover, the energy consumed by the lon-
ger routes in MAX -MIN may otherwise be wasted if not used
due to battery storage limit. Therefore, the larger total con-
sumption does not adversely affect the overall residual energy
of the network.

However, as the packet rate increases, OMLU achieves a
much longer lifetime than either MAX-TOTAL or MAX -MIN.
For example, at 3 packets/s, OMLU s lifetime is 46.48% lon-
ger than that of MAX-TOTAL and 2.06% longer than MAX -
MIN. At 4 packets/s, the performance gain increases to
140.8% and 20.3%, respectively. At 5 packets/s, the lifetime
gain remains high at 128.8% and 26.6%, respectively. Finally,
at 6 packets/s, OMLU still achieves longer lifetime than either
scheme, but the respective gains are lower at 115.8% and
4.1% . The OMLU objective function, like that of MAX -TO-
TAL, includes the maximization of total or average residual en-
ergy, which is equivalent to the minimization of the sum of to-
tal energy consumption and network energy wastage. At high
consumption rates, there is hardly any wastage to minimize;
therefore, the advantage is reduced. Moreover, as consumption

increases, the min{el} term of the objective function decrea-

ses faster than the (wg{ef} term, making the OMLU results
more comparable to that of MAX-MIN.

5.4.3 Harvest Prediction

The formulations in (1)=(5) rely on the predicted energy har-
vest e! . In this subsection, the effect of harvest prediction e-
rror is explored. The previous simulations used a perfect pre-

o . . J . .
diction model in which e, obtained at the start of the time
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slot, reflects the actual total energy harvested by the node with-
in the time slot. To investigate prediction error, we compare
OMLU performance with results derived from using a constant
prediction model of 309.25 Wh/m® (Fig. 2¢) that has an RMSE
of 331 Wh/m’. As in previous sections, these results are aver-
aged over five simulations of random traffic.

Fig. 4 shows the resulting TTFND values achieved by the
corresponding routing scheme using the perfect and constant
prediction models. As can be expected, the error-free predic-
tion model resulted in longer lifetimes than the error - prone
constant model, indicating that the accuracy of harvest predic-
tion has non-negligible effect on performance.

Additionally, a comparison of the resulting TTFND values
and battery statistics among MAX - TOTAL, MAX - MIN and
OMLU using a constant harvest prediction model show similar
trends to that seen in the error-free case. That is, OMLU still
achieves longer TTFND compared to MAX-TOTAL and MAX-
MIN when there is prediction error. Moreover, its average and
minimum battery levels are also higher compared to MAX-TO-
TAL at ttfndy and MAX - MIN at #tfnd,. Last, although not
shown in these results, harvest prediction errors introduce an-
other adverse effect in that the routing LLP problem may yield
an infeasible solution due to available energy being underesti-
mated, leading to premature termination.

5.5 Simulation Results for Multi- Commodity Traffic
Another advantage of formulating routing as an LP problem,
such as in OMLU, is that we can exploit the joint optimization
of multi- commodity traffic. Optimal multi-commodity routing
fundamentally differs from separately routing each traffic flow
without consideration of the interactions of other traffic flows
in the network. In order to jointly optimize multiple commodi-
ties, the respective routing requests must be available. While
this cannot be assumed in many practical settings, there are al-
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AFigure 4. TTFND values for the error-free and constant prediction
models.
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so many cases in which this scenario is applicable, especially
in event monitoring WSNs in which nodes within a given area
detect a certain event and simultaneously produce data to be
sent to the server. In this section, we investigate the perfor-
mance improvement of OMLU when multiple traffic commodi-
ties are jointly optimized as opposed to when commodities are
optimized independently.

To simulate multi-commodity traffic, M nodes are randomly
chosen at the start of each timeslot to be respective sources for
commodities C = {c/, ... , cu}, at a specified packet generation
rate of Q: , which is constant within the time slot. In this sec-
tion, M is set to 3, each with uniform packet rate of 2 packets/
s. Also, in order to emphasize the advantage of joint optimiza-
tion, the timeslot duration is increased to 7, = 1000s.

Again, the results are averaged over five simulations of ran-
dom traffic. Due to the heavy total packet rate in the network,
the simulations terminate after about two or three hours. The
battery level observed during the runtime of one such simula-
tion is shown in Fig. 5. These results show longer lifetime and
higher average and minimum battery levels for joint OMLU as
well as lower standard deviation of network battery levels com-
pared to independent OMLU.

Independent OMLU solves the LP routing problem for each
commodity, and Joint OMLU waits for the RREQs of all three
commodities for each timeslot before solving the LP problem.
The independent case terminates after a little more than one
hour whereas the joint case has about 2.5 hours of runtime.
This indicates the advantage of joint optimization of commodi-
ties. In Fig. 5b, both cases terminate with the minimum battery
still at about 10% of B.... because of the large 7). Because the
LP formulation seeks a solution that theoretically ensures oper-
ation throughout the entire timeslot, the simulations terminate
due to the infeasibility of the solution.

On average, the joint OMLU yields 35% longer TTFND. At
the first node death of the independent case, the average bat-
tery level of the joint case is about 0.38% higher. The minimal
increase is also mainly due to the relatively large T, compared
to the short runtime of two to three hours. Because routes are
“held” in use within the entire timeslot, only several nodes are
ever used, leaving most other nodes to remain full. This results
in a high average level for both cases. However, the perfor-
mance improvement is much more evident in the minimum bat-
tery where it remains at about 17% of B,.. for the joint case
when the first node of independent OMLU is depleted.

6 Conclusion

Energy-harvesting technology is a viable solution for aggres-
sive energy-saving in 5G wireless networks. Energy-harvesting
enables WSNs to support power-hungry applications that may
otherwise be impractical because of current battery capacity
limits. In this paper, we have considered a WSN in which ini-
tial battery is augmented by solar energy harvested using PV
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panels.

We proposed a linear programming-based solution to routing
with a simple utility-based objective function that seeks a bal-
ance between the two objectives of maximizing the total and
the minimum residual energy. These two objectives are gener-
ally conflicting because MAX-TOTAL can deplete nodes along
shortest path routes relatively quickly. On the other hand, MAX
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-MIN can consume more total energy because longer routes
may be selected in order to avoid low-energy nodes, resulting
in larger total consumed energy.

The simulation results showed that MAX - TOTAL yielded
the shortest lifetime compared to MAX - MIN and our online
maximum lifetime utility routing scheme, OMLU. Comparable
lifetimes were obtained for MAX-MIN and OMLU in lower en-
ergy consumption rates; however, very large lifetime gains over
MAX-MIN were achieved by OMLU in high packet rates. More-
over, in the presence of harvest-prediction error, OMLU still re-
sulted in performance gain over the other two routing schemes.
OMLU achieves the best of both worlds in that its average bat-
tery level is comparable to that of the MAX-TOTAL and the
minimum battery level is comparable or higher that that of
MAX-MIN.

In this paper, we also investigated the joint optimization of
multi-commodity traffic in which multiple traffic flows between
different source and destination nodes are jointly optimized.
We showed that a joint solution can lead to better performance
compared to an independent solution for each traffic flow.

In future work, we plan to formulate network lifetime formal-
ly across multiple time slots. However, because energy levels
across time slots are not independent, the problem is no longer
linear but probabilistic because future traffic is unknown.
Moreover, we plan to more extensively investigate practical set-
tings that were not considered in this work, such as mobility
and stochastic solar harvest availability.
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' Abstract

A 5G network must be heterogeneous and support the co-existence of multilayer cells, multiple standards, and multiple applica-
tion systems. This greatly improves link performance and increases link capacity. A network with co-existing macro and pico cells
can alleviate traffic congestion caused by multicast or unicast subscribers, help satisfy huge traffic demands, and further extend
converge. In order to practically implement advanced 5G technology, a number of technical problems have to be solved, one of
which is inter-cell interference. A method called Almost Blank Subframe (ABS) has been proposed to mitigate interference; howev-
er, the reference signal in ABS still causes interference. This paper describes how interference can be cancelled by using the in-
formation in the ABS. First, the interference-signal model, which takes into account channel effect, time and frequency error, is
presented. Then, an interference-cancellation scheme based on this model is studied. The timing and carrier frequency offset of
the interference signal is compensated. Afterwards, the reference signal of the interfering cell is generated locally and the channel
response is estimated using channel statistics. Then, the interference signal is reconstructed according to previous estimation of
channel, timing, and carrier frequency offset. The interference is mitigated by subtracting the estimated interference signal. Com-
puter simulation shows that this interference - cancellation algorithm significantly improves performance under different channel

conditions.

'A Keywords

5G; cell edge interference; almost-blank subframe; eICIC

1 Introduction

ith the rapid development of 5G wireless net-

works, heterogeneous links, which support the

co-existence of multilayer cells, multiple stan-

dards, and multiple applications, are playing
an important role in increasing capacity and coverage and sat-
isfying huge traffic demand [1]. This paper discusses technical
issues, in particular, interference cancellation, in a heteroge-
neous network with macro and pico cell. In the topology of a
network with macro and pico cells, the high-power 1~40 W
macro cell provides basic coverage and the low power 250 mW
pico cell is the complementary cell. The pico cell extends net-
work coverage and offloads data traffic of the macro-cell. This
reduces cost and increases frequency efficiency. However, the
user equipment (UE) served by the pico cell also receives RF
signals from neighboring high-power macro cells. This interfer-
ence is even more severe when users in the pico cell stay with-
in the coverage area of macro cells with range - extension en-

abled [2].

Enhanced inter - cell interference coordination (eICIC) ad-
dresses this issue [2]. eICIC involves two techniques. First, the
signal strength is biased to the pico cell, which reduces the in-
terference power. Second, the macro cell remains silent for a
certain period, called Almost-Blank Subframe (ABS) [2]. In the
ABS, the physical downlink shared channel (PDSCH) is emp-
tied. Therefore, UE does not receive PDSCH during the ABS,
and interference can be alleviated. However, users may still re-
ceive the cell-specific reference signal (CRS), paging channel
(PCH), physical broadcast channel (PBCH), and synchroniza-
tion channels (PSS/SSS), all of which degrade performance.
Further eICIC (FelCIC) has been proposed to eliminate CRS
interference.

Some research has been done on CRS interference cancella-
tion (IC). The authors of [3] and [4] investigate direct IC and log
-likelihood ratio (LLR) puncturing methods. The simulation re-
sults show that direct IC results in better performance. The au-
thors of [5] propose a receiver algorithm that combines IC with
a direct-decision channel estimation (CE) algorithm for collid-
ing CRS. The authors of [6] propose a space-alternating gener-
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alized expectation - maximization (SAGE) with a maximum a-
posteriori (MAP) method for estimating the interfering channel.
This method involves reduced computation complexity com-
pared with the linear minimum mean square error (LMMSE)
method. However, timing error and frequency offsets can se-
verely degrade performance.

In this paper, we theoretically analyze and run simulations
on the CRS interference-cancellation algorithm in a non-collid-
ing scenario where channel statistics are taken into consider-
ation. First, we analyze and model the interference signal and
then discuss the interference - cancellation algorithm based on
this model. The algorithm makes use of the primary synchroni-
zation signal (PSS) and secondary synchronization signal (SSS)
to obtain the timing offset (TO) and carrier frequency offset
(CFO). Then, the channel response is estimated using channel
statistics. Then, the interference signal is reconstructed taking
into account the channel effect, TO and CFO. Interference is
alleviated by subtracting the interference signal from the re-
ceived signal.

The rest of this paper is organized as follows. In section 2,
the interference is analyzed and modeled. In section 3, we dis-
cuss IC algorithms. In section 4, results of the computer simu-
lation are presented. In section 5, we sum up.

2 Interference Analysis and Model

Fig. 1 shows typical non-colliding inter-cell interference be-
tween macro and pico cells. The wireless data service is deliv-
ered to the subscriber via pico cell, and the downlink signal
from the macro cell interferes with the subscriber at the edge
of the pico cell. To alleviate the inter - cell interference, the
ABS is transmitted by the macro cell. During the ABS, only
certain control signals, such as CRS , are transmitted.

However, the CRS still causes interference for the subscrib-
er. Fig. 2 shows the received signal of one resource block (RB)
with one interference cell. The CRS from a neighboring macro
cell overlaps the resource elements (REs) from a serving cell
(SC). The SC RE can be divided into data RE and CRS RE. Be-
cause of the TO and CFO between the interfering cell and sub-
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AFigure 1. Inter-cell interference between macro and pico cells.

44 | ZTE COMMUNICATIONS = March 2015 Vol.13 No.1

One subframe (1 ms)
D—

] \
m O
| [
= [ ]Data RE
2 [] D D CRS RE from
g pico cell
==
L L Interference CRS
Og EJ [ D RE from macro cell
O =

. ) .
. T 0

RBy, 1=0 RB, I=51=0 RB, I=5

CRS: cell-specific reference signal ~ RB: resource block  RE: resource element

A Figure 2. Received signal in time and frequency grid.

scriber, the received interfering signal suffers TO and CFO
(Fig. 2).

Four modulation schemes are being considered for 5G: gen-
eralized frequency - division multiplexing (GFDM), filter bank
multicarrier (FBMC), universal filtered multicarrier (UFMC),
and biorthogonal frequency - division multiplexing (BFDM).
However, these four schemes are all generalizations of OFDM,
so we address the original OFDM modulation in the following
way (for simplicity ’s sake).

In the downlink side of OFDM modulation, the frequency -

-th

domain signal of the ;" symbol is transferred to time domain

signal x,(n) via N-point Inverse Fast Fourier Transform (IFFT):

N

N-1 SR
xl(n) _ szi’keﬂmm _ 1
JN = JN 1

(di,k +Pi,k)612mm (1)
=0
where d;; and P are the data and pilot, respectively.

Then the signal is transmitted over a multipath propagation
channel that takes into account additive white Gaussian noise
(AWGN). At the receiver side, the received signal is given by

L-1

i)=Y b (n—7)+w) 2)

=0

where h; and 7, are the gain and delay of the /th path, respec-
tively; and w(n) is the AWGN. Because of the TO and CFO,

the corrupted receiver signal in the case of inter-cell interfer-

ence is
N-1
©) (1) 1 0) ,(0) j2mnkIN
yim=y, m+y, @)+om=—> H, X e
N i=o
1 ) .
1 O x O 2 dELIN w(n) 3)

I
NN =50
0 1 . . . .
where yf " and yf) are the desired signal and interference sig-
. 0 1
nal, respectively; Hl(,r) and H,S ,1 are the frequency response of

the serving channel and interfering channel, respectively; and



d and f, are the relative timing and frequency offset, respec-
tively, between the macro and pico cell. After applying the V-
point Fast Fourier Transform (FFT), the OFDM symbol is [7]:

N/2  j2mnd
_ v O _ 4170 1O N M) 0
Y =Y, +Y, =H X+ 2 e H, Xi.nq)n +W,, )
nE-N1

where Hl.(_i) and HL(IZ are the channel coefficients of the ser-
ving and interfering cell at kth subcarrier, respectively; and
®, is the inter-carrier interference (ICI). During the ABS, only
certain control signals are transmitted, and the CRS from the
macro cell overlaps the data REs (Fig. 2). At the data REs, the
signal model of the serving cell with interference is

00, B B
Yi,k = Hi,k di,k + Z e Hi,ndi,ncpn + Wi,k (5)
n=-N/2

According to (5), the relative timing offset d between inter-

on the kth

fering and serving cells causes phase shift eﬂ%"d
subcarrier. The terms @, in (5) arises from the CFO term fa,
which results in intercarrier interference (ICI). Therefore, the
CFO and TO need to be compensated. In addition, this model
shows the case of single-input single-output (SISO) antenna on-
ly. The case of multiple-input multiple-output (MIMO) antenna
can be easily derived from (5). However, the number of REs in-
creases because the number of interference CRSs increases
with number of antenna ports, which results in more severe in-
terference [8]. These problems will be addressed in section 3.

3 IC Algorithm

The proposed inter - cell 1C algorithm is shown in Fig. 3.
This algorithm includes estimation of CFO and TO, estimation
of the interfering channel, modeling of the interfering cell, and
reconstruction and reduction of the interfering signal. With
CFO and TO estimation, the relative frequency offset and tim-
ing offset between the interfering cell and serving cell is esti-

Channel est. &
PDSCH demod. &
equalization

mated using the PSS or SSS generated by modeling the interfer-

i) Interf. FET L .| Turbo
cancel | decoder
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PSS: primary synchronization signal
SSS: secondary synchronization signal
TO: timing offset

CRS: cell-specific reference signal
FFT: Fast Fourier Transform
CFO: carrier frequency offset

PDSCH: physical downlink shared channel

AFigure 3. IC receiver architecture.
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ing cell. Next, the interfering channel is estimated according to
the compensated signal. The interfering signal is then recon-
structed according to the previous estimation and subtracted
from the received signal.

3.1 CFO and TO Estimation

The objective of this module is to retrieve OFDM symbol
timing and estimate the CFO of the interfering cell. Many tim-
ing- and frequency -synchronization algorithms have been de-
veloped. Most of these exploit the periodic nature of the time-
domain signal by using cyclic prefix (CP) [9]-[11] or pilot data
[12]-[13]. However, there are no data REs in an ABS, which
severely reduces the power of the CP. The low SNR of the CP
makes both timing and frequency synchronization difficult.
Apart from the CP and pilot, there are still the PSS and SSS,
which are dedicated to timing and frequency synchronization
in the downlink. The PSS and SSS are located at the last and
second-last symbol in the time slot 0 and 10. The PSS pss(n)
and SSS sss(n) are given by

Jmpun(n + 1)
63
e n=0,1,...,30
pssin) = Jju(n+ D(n+2)
o n=31,32,...,61

and

time slot O

njcy(n)

s, "(n)cy(n) time slot 10
my) (my) .

sss(@n+ 1)= s:m )(n)cl(n)zl(m )(n) time slot O

sy (n)e,(n)z, "(n) time slot 10

where w is 25, 29 or 34 and corresponds to the physical layer

identity NI(Z); and m, and m; are derived from the physical

layer cell identity group Nl(g; sg") , s(lm") . 6, ), z(m)

and z(m,) are defined in [8]. The timing and frequency offset

can be estimated using the cross-correlation of PSS/SSS [14]:

{dfuf = arg max(|Cd.f)]) ©)

where
N/2 -2mfAn

C(df) =Y sy +me " 7)

m=1

The generation of PSS/SSS is based on the assumption of an
ideal cell search. The cell-search algorithm in the case of inter-
cell interference is beyond the scope of this paper. After the
timing and frequency synchronization of the interfering signal,
the interfering-channel response can be estimated.

3.2 Interfering - Channel Estimation

Before interference cancellation, it is essential to estimate
the interfering - channel response. The channel estimation can
be based on least squares (LS) or minimum mean-square error

(MMSE) [15], [16]. The MMSE algorithm gives 10-15 dB gain
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in signal-to-noise ratio (SNR) for the same mean-square error
of CE over LS estimation [15]. However, the MMSE is more
complex than the LS algorithm. After timing and frequency off-
set compensation, (5) can be rewritten as

Y, =H f?dioi +H z(llzdi]; +W, ©)

From (10), the interfering CRS sequence p(l) can be e-
xpressed as

2 =L —20n) + j%(l ~2¢(2n+1)) (10)

2

where ¢(n) is generated by Gold Sequence with a length of 31,
the state of which is initialized according to the cell 1D, slot
number, and antenna port. Assuming that the user conducts
ideal cell research, the interfering CRS pEIL can be generated
locally. Applying LS CE, the interfering channel can be esti-
mated with

5 (1) (0] (U] ©) 40y, ) 1)
H = Yi,k/pi,k = Hi,k + Hi.kdi,k/pi,k + Wi,k/Pi,k (11)

According to (11), the data RE of serving cell Hl(ok)dioA)/pf]l b-

ecomes interference with relatively high power. Thus, the esti-
mation in (11) is inaccurate. Numerical studies in [17] show
that the distribution of the interference signal is close to Gauss-
ian for a larger RB and non-Gaussian for a smaller. However,
the mean of the distribution converges to 0. Therefore, the ex-
pectation of (11) can be derived:

E{ﬁz(lll} = E{Yi,k/Pg;f} = E{HL(IZ + Hf?dioz/pfl; + Wi,k/PSL}
) B )

(]
~E{H)} (12)
Equation (12) provides a good estimation of mean value of
the interfering channel. This value can be estimated by using a
moving-average window in the time dimension (Fig. 4). If the

moving - average window of length M is within the coherence
]

time of the channel, ['}1(]2 could be approximated by E{I—?jk}

The procedure of the interfering-channel estimation is show in
Fig. 4.

The IC algorithm should set the correct antenna number and
bandwidth of the interfering cell for interfering-cell CE and in-

Ya HY E(HP)
De—pattern

—> FFT

FFT: Fast Fourier Transform

AFigure 4. Interfering-channel estimation.
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terference modelling block. Usually this information is not
available at the UE unless the UE decides to hand over to that
cell. Therefore, the antenna number and bandwidth of the inter-
fering cell need to be estimated at the UE.

A straightforward method for interfering-cell CE is to enable
the IC control block to always set the maximum possible band-
width and number of antennas, i.e., 20 MHz and 4 antennas, so
that the interfering-cell CE and interference modelling block
estimates the channel accordingly. If the actual bandwidth is
less than 20 MHz, the power of the pilots outside the signal
band will be zero. In the mathematical form, the estimation of
the channel that is out of the signal bandwidth is

E{A), = E{n")

EW,/pli} =0+0+0

oul

CE{HS) -
t

oul out

(13)

Equation (13) indicates that the estimation of the neighbour-
ing cell channel could filter out the interference and noise by
moving average. Therefore, the power derived from the channel
estimation is reliable way of detecting the signal bandwidth. A
similar approach could be taken for detecting the number of an-
tennas as well.

3.3 Interfering - Signal Reconstruction and Reduction

After estimating CFO, TO, and the channel response, the es-
timated interference signal can be reconstructed on the basis
of the local time-domain CRS. The relative timing offset d is
potentially larger than the duration of CP, which causes ISI
within the OFDM window of a desired signal. Thus, recon-
structing a frequency - domain interference signal symbol by
symbol could result in inaccurate IC. This algorithm recon-
structs the interference signal in the time domain and subtracts
it from the received signal in time domain:

P"m)=ym) -+ de " #h, (14)

where le = FFT{]‘:’;U} .

4 Simulation Results

In this section, we evaluate the performance of the IC algo-
rithm using Monte Carlo simulation. We simulate a typical two-
cell interference scenario (Fig. 1). The serving cell is set to
work in MBSFN mode with 10 MHz bandwidth and different
modulation and coding schemes to deliver the service. The in-
terfering cell transmits a normal ABS with a bandwidth of 5
MHz. During the ABS, the CRS overlaps the data RE of de-
sired signal, which causes inter-cell interference. The desired
and interfering signal both pass through the time-varying chan-
nel with a delay spread smaller than the duration of CP. In the
simulation, the WINNER II C2 (EVA) [18] channel model is

used with different Doppler frequency determine the effective-



ness of IC under different channel conditions. The arrival time
of desired and interfering signal is adjusted to determine the ef-
fect of relative timing offset. In addition, different CFOs are ap-
plied to the interfering signal to evaluate the effect of CFO. To
generate the correct PSS, SSS, and CRS for IC, the user is as-
sumed to conduct an ideal cell search.

Figs. 5a to d show BLER versus SNR for different IC scenar-
ios. MCS 8 and MCS 16 are used. The signal is transmitted via
EVA channel with 5 Hz Doppler frequency and with different
SNRs. The antenna multiplex mode is set to SIMO and MIMO.
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The block error rate (BLER) is a performance criteria and is
calculated on the basis of 10,000 block transmissions. The
BLER of transmission without interference is used as the refer-

ence. Fig. 5 also shows the performance with and without 1C

(red and grey curves, respectively). The inter-cell interference

degrades performance during the SNR range of interest. When

the IC algorithm is used, BLER approaches that of transmis-

sion without interference

Fig. 6 shows the BLER in different Doppler frequency sce-
narios. SIMO MCS 18 modulation is used in this simulation,
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and the Doppler frequency varies from 5 Hz to 200 Hz. The
BLER in the case of no interference is the reference (blue
curve). The BLER in the case of interference and IC are shown
by the grey and red curves, respectively. In Figs. 6a-d, IC sig-
nificantly improves the BLER for different SNR and Doppler
frequencies. This proves the robustness of the IC algorithm.

Fig. 7 shows the effect of CFO on BLER when the proposed
IC algorithm and combined IC (comlC) algorithm in [5] are
used. The performance of the algorithm in [5] gradually de-
grades as CFO increases. On the contrary, there is no signifi-
cant degradation in performance using the proposed algorithm.
This proves the effectiveness of frequency synchronization
when the CFO is large.

Fig. 8 shows the effect of TO on BLER, when MCS 22 modu-
lation is used. The channel is set at EVA 5Hz, and SNR is set
at 16 dB. The performance of proposed IC algorithm is shown
by the red curve, and the performance of the comIC algorithm
in [5] is shown by the grey curve. The red curve shows that pro-
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posed IC algorithm greatly improves BLER when there is a
short delay or a very long delay (the inference pilot almost over-
laps the following symbol). When the delay is larger than half
an OFDM symbol, the BLER for comlC increases, which
means that timing synchronization is required. The red curve
shows that IC with timing synchronization achieves results in
robust performance within the TO range of interest.

5 Conclusions

This paper discusses cancellation of inter-cell interference
caused by the CRS at the edge of a cell in a multilayer cellular
network. This paper describes a signal model that takes into ac-
count the interfering signal from a neighboring cell, channel ef-
fect, and timing and frequency offset. Using this model, we esti-
mate the TO, CFO, and interfering channel. The interfering sig-
nal is then reconstructed locally. Finally, the interference is al-
leviated by subtracting the reconstructed interference signal.
The computer simulation shows this IC algorithm significantly
improves performance in different channel conditions. In fu-
ture work, we will generalize the proposed scheme to non -
OFDM cells, such as sparse codebook multiple-access (SCMA)
cells and non-orthogonal multiple-access (NOMA) cells, which
will also be used in 5G networks.
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1 Introduction

n today’s ICT era, data is more voluminous and mul-
tifarious and is being transferred with increasing
speed. Some reasons for these trends are: scientific or-
ganizations are solving big problems related to high -

performance computing workloads; various types of public ser-
vices are emerging and being digitized; and new types of re-
sources are being used. Mobile devices, global positioning sys-
tem, computer logs, social media, sensors, and monitoring sys-
tems are all generating big data. Managing and mining such da-
ta to unlock useful information is a significant challenge [1].
Big data is huge and complex structured or unstructured data
that is difficult to manage using traditional technologies such
as database management system (DBMS). Call logs, financial
transaction logs, social media analytics, intelligent transport
services, location - based services, earth observation, medical
imaging, and high-energy physics are all sources of big data.
Fig. 1 shows the results of a big-data survey conducted by Tal-
end [2]. The survey revealed that many common real-world ap-
plications deal with big data.

Real - time monitoring traffic system (RMTS) is one of the
most interesting examples of a transportation monitoring sys-
tem (TMS) [3]. In such a system, information about vehicles,
buildings, people, and roads are accessed to probe city dynam-
ics. The data is often in the form of GPS location. Because of
the real-time nature of data collected in a TMS, the amount of

This work was supported in part by the National Basic Research Program
(973 Program, No.2015CB352400) , NSFC under grant U1401258 and U.S
NSF under grant CCF-1016966.
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This paper describes the fundamentals of cloud computing

and current big-data key technologies. We categorize big-da-
ta processing as batch - based, stream - based, graph - based,
DAG-based, interactive-based, or visual-based according to
the processing technique. We highlight the strengths and
weaknesses of various big-data cloud processing techniques
in order to help the big-data community select the appropri-
ate processing technique. We also provide big data research
challenges and future directions in aspect to transportation
management systems.

Dy

big - data; cloud computing; transportation management sys-

tems; MapReduce; bulk synchronous parallel

data can grow exponentially and exceed several dozen tera-
bytes [4]. For example, there are 14,000 taxis in Shenzhen.
With a 30 s sampling rate, these taxis generate a 40 million
GPS records in a day. This GPS data is often used by numer-
ous transportation services for traffic flow analysis, route plan-
ning and hot route finder, geographical social networking,
smart driving, and map matching [3]-[5]. However, to extract
and mine massive transportation data from a database compris-
ing millions of GPS location records, TMS needs an effective,
optimized, intelligent ICT infrastructure.

Cloud computing is one of the best potential solutions to
dealing with big- data. Many big - data generators have been
adapted to cloud computing. According to a survey by GigaS-
paces [6], only 20% of IT professionals said their company had
no plans to move their big data to the cloud, which indicates
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A Figure 1. Which applications are driving big-data needs at your
organization? (multiple responses, n=95) [2].



Review KN

Big-Data Processing Techniques and Their Challenges in Transport Domain

that most companies dealing with big data have turned to the
cloud [4]. Several TMS applications, such as cloud - agent -
based urban transportation systems, MapReduce for traffic
flow forecasting, and cloud - enabled intensive FCD computa-
tion framework [7], [8], have been significant in bringing for-
ward the cloud computing paradigm.

Cloud computing integrates with computing infrastructures,
e.g., data centers and computing farms, and software frame-
works, e.g., Hadoop, MapReduce, HDFS, and storage systems
to optimize and manage big data [1]. Because of the impor-
tance and usability of cloud computing in daily life, the num-
ber of cloud resource providers has increased. Cloud resource
providers offer a variety of services, including computation and
storage, to customers at low cost and on a pay-per-use basis.

Currently, the cloud computing paradigm is still in its infan-
cy and has to address several issues, such as energy efficiency
and efficient resource use [9]-[11]. Unfortunately, as big-data
applications are driven into the cloud, the research issues for
the cloud paradigm become more complicated. Hosting big-da-
ta applications in the cloud is still an open area of research.

In this paper, we describe the fundamentals of cloud com-
puting, and we discuss current big-data technologies. We cate-
gorize key big-data technologies as batch-based, stream-based,
graph-based, DAG-based, interactive-based, or visual -based.
To the best of our knowledge, the Hadoop big-data techniques
that fall into these categories have not been covered in the liter-
ature to date. In this survey, we highlight the strengths and
weaknesses of various Hadoop-based big-data processing tech-
niques in the cloud and in doing so, intend to help people with-
in the big-data community select an appropriate processing
technique. We discuss challenges in big-data research as well
as future directions in big data related to transportation.

In section 2, we give an overview of cloud computing. In sec-
tion 3, we give an overview of big data. In section 4, we intro-
duce state-of-the-art big-data processing technologies. In sec-
tion 5, we discuss big-data research directions and challenges.
Section 6 concludes the paper.

2 Cloud Computing and Data-Processing

Platforms

Cloud computing is being adapted to every kind of real -
world application. Over the next two decades, cloud computing
technologies will be crucial to innovation in education, govern-
ment, healthcare, transportation, traffic control, media, Internet
-based business, manufacturing, and media. Cloud computing
is the collection of computing resources that can be accessed
via a digital network such as wide-area network (WAN) or the
Internet. These resources can be accessed using a computer,
tablet, notebook, smart phone, GPS device, or some other de-
vice. Cloud servers provide and manage the applications and
also store data remotely [12].

Cloud computing has been defined in numerous ways by dif-
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ferent researchers and experts. The authors of [12]-[14] all
have their own opinions of what constitutes cloud computing.
NIST [13] defines cloud computing as “a model for enabling
ubiquitous, convenient, on-demand network access to shared
pool of configurable computing resources (e.g., networks, serv-
ers, storage, applications, and services) that can be rapidly pro-
visioned and released with minimal management effort or ser-
vice provider interaction.” Cloud computing is not a new con-
cept; it has been derived from several emerging trends and key
technologies, including distributed, utility, and parallel com-
puting [14]. In the following sections, we describe the architec-
ture and key technologies of cloud computing, which is classi-

fied in Fig. 2.

2.1 Cloud Deployment Models

Cloud architecture can be explained from organizational and
technical perspectives. From an organizational perspective,
cloud architecture can be categorized as public, private or hy-
brid [15] according to deployment model.

A public cloud deployment model is used for the general
public or a large group of industries. Examples are Google App
Engine, Microsoft Windows Azure, IBM Smart Cloud, and Am-
azon EC2. A private cloud deployment model is used for an or-
ganization. Examples are Eucalyptus, Amazon VPC, VMware,
and Microsoft ECI data center. A hybrid cloud deployment
model is a mixture of two or more clouds (i.e., public and pri-
vate) for a unique domain. Examples are Windows Azure and
VMware vCloud.

From a technical perspective, cloud architecture has three
main service models: infrastructure as a service (laaS), plat-
form as a service (PaaS), and software as a service (SaaS) [16].

The first-layer laaS provides access with an abstracted view
of centrally located hardware, computers, mass storage, and
networks. The most popular examples of laaS are IBM laaS,
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A Figure 2. Classification of cloud computing.
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Amazon EC2, Eucalyptus, Nimbus, and Open Nebula.

The PaaS layer is designed for developers rather than end-
users. It is an environment in which the programmer can exe-
cute services. Examples of PaaS are Google AppEngine and
Microsoft Azure.

The SaaS layer is designed for the end-user, who does not
need to install any application software on their local comput-
er. In short, SaaS provides software for rent and is sometimes
called on-demand applications over the Internet. The most pop-
ular examples of SaaS are Google Maps, Google Docs, Micro-
soft Windows Live, and Salesforce.com.

2.2 Key Aspects of Cloud Architecture

2.2.1 Service Orientation

In cloud computing, service-oriented architecture (SOA) is a
software architecture that defines how services are offered and
used. Functions and messages in the SOA model are used by
end - users, applications, and other services in cloud comput-
ing. In other words, the SOA determines the way services are
designed, deployed, and managed. SOA services are flexible,
scalable, and loosely coupled [17]. In an SOA, services are in-
teroperable, which means that distributed systems can commu-
nicate and exchange data with each another [17].

2.2.2 Virtualization

Virtualization involves creating an abstract, logical view of
the physical resources, e.g., servers, data storage disks, net-
works and software, in the cloud. These physical resources are
pooled, managed, and utilized. Virtualization has many advan-
tages in terms of resource usage, management, consolidation,
energy consumption, space - saving, emergency planning, dy-
namic behavior, availability, and accessibility [18]. Operating
systems, platforms, storage devices, network devices, and soft-
ware applications can all be virtualized.

2.2.3 Parallel Computing

The parallel computing paradigm in cloud computing is piv-
otal for solving large, complex computing problems. The cur-
rent parallel - computing paradigms in cloud environments in-
clude MapReduce, bulk synchronous parallel (BSP), and di-
rected acyclic graph (DAG). The jobs handled within these par-
adigms are computation requests from the end-user and may
be split into several tasks.

MapReduce was introduced by Google to process mass data
on a large cluster of low-end commodity machines [19]. Ma-
pReduce is an emerging technique based on Hadoop. It is used
to analyze big data and perform high - throughput computing.
Hadoop [20] is an Apache project that provides a library for
distributed and parallel processing. Each job is divided into
several map and reduce tasks (Fig. 3). MapReduce takes input
data in the form of <key;value> pairs, which are distributed
on computation nodes and then map-task produces intermedi-

52 | ZTE COMMUNICATIONS = March 2015 Vol.13 No.1

ate <key;value> pairs to distribute them on computation
nodes. Finally, the intermediated data is processed by reduce-
task to generate the final output <key;value> pairs. During
this process, input and output data are stored in Hadoop dis-
tributed file system (HDFS), which creates multiple copies of
the data as blocks for distribution on nodes.

Bulk Synchronous Parallel (BSP) computing paradigm was
introduced by Valiant and Leslie in [21]. A BSP algorithm
[21], [22] generates a series of super-steps, each of which exe-
cutes a user-defined function in parallel that performs compu-
tations asynchronously. At the end of every super - step, the
BSP algorithm uses a synchronization barrier to synchronize
computations within the system. Fig. 4 shows a BSP program.
The synchronization barrier is the state on which every super-
step waits for other super-steps running in parallel. The BSP
parallel paradigm is well suited to graph computation prob-
lems. In [22], BSP performs better than MapReduce for graph
processing problems. Hama [23] and Pregel [24] are common
technologies based on BSP graph-based processing for big-da-
ta analytics.

Directed acyclic graph (DAG) computing model describes
complicated computing jobs according to dataflow graph pro-
cessing. DAG is widely used in Dryad, which is a scalable par-
allel and distributed project of Microsoft [25]. In Dryad, a job
is processed in a directed graph manner.

3 Big-Data

Big-data is a huge structured or unstructured data set that is

!
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A Figure 3. MapReduce framework.
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difficult to compute using a traditional DBMS. An increasing
number of organizations are producing huge data sets, the size
of which start at a few terabytes. For example, in the U.S., Wal-
Mart processes one million transactions an hour, which creates
more than 2.5 PB of data [2]. In the following sections, we dis-
cuss the characteristics and lifecycle of big data.

3.1 Characteristics

Big-data characteristics are often described using a multi-V
model (Fig. 5). Gartner proposed a 3V model of big data, but
an additional dimension, veracity, is also important for data re-

‘ Big-data dimensions ‘

Variety ‘ ‘ Velocity ‘ ‘ Volume ‘ ‘ Veracity ‘

% Structured ‘ % Batch ‘ \—1 Size ‘ \—1 Quality
% Unstructured ‘ 4{ Near-time ‘
% Real-time ‘
% Mixed ‘ 4{ Streams ‘

% Semi-structured

AFigure 5. Classification of big-data.
liability and accuracy [15].

3.1.1 Volume

Volume is a major dimension of big-data. Currently, the vol-
ume of data is increasing exponentially, from terabytes to pet-
abytes and beyond.

3.1.2 Velocity
Velocity includes the speed of data creation, capturing, ag-

gregation, processing, and streaming. Different types of big-da-

ta may need to be processed at different speeds [15]. Velocity

can be categorized as

® Batch. Data arrives and is processed at certain intervals.
Many big - data applications process data in batches and
have batch velocity.

® Near-time. The time between when data arrives and is pro-
cessed is very small, close to real time.

® Real time. Data arrives and is processed in a continuous
manner, which enables real-time analysis.

® Streaming. Similar to real - time, data arrives and is pro-
cessed upon incoming data flows.

3.1.3 Variety

Variety is one of the most important characteristics of big-
data. Sources of big-data generate different forms of data. As
new applications are developed, a new type of data format may
be introduced. As the number of big-data forms grows, design-
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ing algorithms or logic for big-data mining and analysis be-

comes more challenging. Big data can be categorized as

® structured. Big-data in this form is very easy to input and an-
alyze because there are several relational database manage-
ment (RDBMS) tools that can store, query, and manage the
data effectively. Structured big data comprises characters,
numbers, floating points, and dates commonly used in cus-
tomer relationship management systems.

® unstructured. Big-data in this form cannot be stored and
managed using traditional RDBMS tools because it is not in
a table (i.e., according to a relational model). Unstructured
big-data includes location information, photos, videos, au-
dio, emails, sensors data, social media data, biological data,
and PDFs that are totally amorphous and very difficult to
store, analyze and mine. Social media websites and sensors
are major sources of unstructured big data. Eighty to ninety
percent of today’s data in the world is unstructured social
media data [26]. HP Labs has estimated that by 2030 ap-
proximately 1 trillion sensors will be in use, monitoring phe-
nomena such as energy consumption, cyberspace, and
weather [26].

® semi-structured. Big-data in this form cannot be processed
using traditional RDBMS tools. Semi - structured data is a
type of structured data that is not organized in a table (i.e.,
according to a relational model).

® mixed. Big-data may also be a mixture of the above forms of
data. Mixed big-data requires complex data capture and pro-
cessing.

3.1.4 Veracity

The veracity of big-data is the reliability, accuracy, under-
standability, and trustworthiness of data. In a recent report
[27], it was found 40-60% of the time needed for big-data anal-
ysis was spent preparing the data so that it was as reliable and
accurate as possible. In several big-data applications, control-
ling data quality and accuracy has proven to be a big challenge.

3.2 Big-Data Lifecycle
In this section, we describe the big data lifecycle and divide
it into four major phases (Fig. 6).

3.2.1 Big-Data Generation

The first phase of the big-data lifecycle involves generation
of big-data. Specific sources generate a huge amount of multi-
farious data. that can be categorized as enterprise data, related
to online trading, operation, and analysis data managed by RD-
BMS; Internet of Things (IoT), related to transport, agriculture,

Generation Ecquisition Storage Production

A Figure 6. Big-data lifecycle.

March 2015 Vol.13 No.1  ZTE COMMUNICATIONS ' 53



By Review

Big-Data Processing Techniques and Their Challenges in Transport Domain

Aftab Ahmed Chandio, Nikos Tziritas, and Cheng—Zhong Xu

government, healthcare, and urbanization; and scientific, relat-
ed to bio-medical, computational biology, astronomy, and tele-
scope data [28].

3.2.2 Big-Data Acquisition

Big-data acquisition is the second phase of the lifecycle and
involves collection, pre-processing, and transmission of big-da-
ta. In this phase, raw data generated by different sources is col-
lected and transmitted to the next stage of the big-data lifecy-
cle. Log files, sensing, and packet capture library (i.e., Libp-
cap) are common techniques for acquiring big- data. Because
big-data has many forms, an efficient pre-processing and trans-
mission mechanism is required to ensure the data’s veracity.
In particular, before data is sent to the next phase, it is filtered
during the acquisition phase to remove redundant and useless
data. Data integration, cleaning, and redundant elimination are
major methods for big data pre-processing. In that way, new da-
ta layout with a meaningful data can save storage space and im-
prove overall computing efficiency for big data processing.

3.2.3 Big-Data Storage

As big data has grown rapidly, the requirements on storage
and management has also increased. Specifically, this phase is
a responsible of data availability and reliability for big data an-
alytics. Distributed file system (DFS) is commonly used to
store big-data originating from large-scale, distributed, data-in-
tensive applications. A variety of distributed file systems have
been introduced recently. These include GFS, HDFS, TFS and
FastTFS by Taobao, Microsoft Cosmos, and Facebook Hay-
stack. NoSQL database is also commonly used for big data stor-
age and management. NoSQL databases have three different
storage models: key-value model, i.e., Dynamo and Voldemort;
document-oriented, i.e., MongoDB, SimpleDB, and CouchDB;
and column-oriented, i.e., BigTable.

3.2.4 Big-Data Production

Big-data production is the last stage of the big-data lifecycle
and includes big-data analysis approaches and techniques. Big-
data analysis is similar to traditional data analysis in that po-
tentially useful data is extracted and analyzed to maximize the
value of the data. Approaches to big-data analysis include clus-
ter analysis, factor analysis, correlation analysis, regression
analysis, and data mining algorithms such as k- mean, Naive
Bayes, a priori, and SVM. However, these methods cannot be
used with big-data because of the massive size of data. If any
of these methods are to be leveraged by big data analysis, they
must be re-designed to make use of parallel computing tech-
niques, which may be batch -based (i.e., MapReduce - based),
BSP-based, or stream-based.

4 Big-Data Processing

In this section, we explain big data processing approaches
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and techniques which are based on cloud environments. First-
ly, we discuss about major analysis approaches used to analyze
big data. Next, we explain five different categories of big data
processing techniques in the next subsection. In Fig. 7, it is de-
picted a complete big data framework.

4.1 Analyitic Approaches

Big-data analysis approaches are used to retrieve hidden in-
formation from big data. Currently, many big data analysis ap-
proaches follow basic analysis approaches. Big data analysis
approaches include mathematical approaches and data mining
approaches. Basically, an analysis approach chosen by a big
data application is totally dependent on the nature of the appli-
cation problem and its requirements. Particularly, different big
data analysis approaches provide different outcomes. We cate-
gorize big data analysis approaches into two broad categories:
mathematical approaches and data mining approaches [29].

4.1.1 Mathematical Approaches

Mathematical analysis approaches for big data involve very
basic mathematical functions including statistical analysis, fac-
tor analysis, and correlation analysis used in many fields (i.e.,
engineering, physics, economics, healthcare, and biology). In
statistical analysis, big data can be completely described, sum-
marized, and concluded for its further analysis. Applications

Big data framework
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TMS Clustering
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for economic and healthcare widely use statistical analysis ap-
proach for big data analysis. In factor analysis, a relationship
among many elements presented in big data is analyzed with
only a few major factors. In such analysis, most important infor-
mation can be revealed. Correlation analysis is a common
mathematical approach used in several big data applications.
Basically, with the help of correlation analysis, we can extract
information about a strong and weak dependence relationship
among many elements contained in big data.

4.1.2 Data-Mining Approaches

Data mining involves finding useful information from big-da-
ta sets and presenting it in a way that is clear and can aid deci-
sion-making. Some approaches to data mining in big-data ap-
plications include regression analysis, clustering analysis, asso-
ciation rule learning, classification, anomaly or outlier detec-
tion, and machine learning.

Regression analysis is used to find and analyze tendency
and dependency between variables. For example, in CRM big-
data applications, different levels of customer satisfaction that
affect customer loyalty can be determined through regression
analysis. A prediction model can then be created to help make
decisions on how to increase value for an organization.

Clustering analysis is used to identify different pieces of big
data that have similar characteristics and understand differenc-
es and similarities between these pieces. In CRM, cluster anal-
ysis is used to identify groups of customers who have similar
purchasing habits and predict similar products.

Association rule learning is used to discover interesting rela-
tionships between different variables and uncover hidden pat-
terns in big-data. A business can use patterns and interdepen-
dencies between different variables to recommend new prod-
ucts based on products that were retrieved together. This helps
a business increase its conversion rate.

Classification analysis is used to identify a set of clusters in
data comprising different types of data. It is similar to cluster-
ing analysis. Anomaly (outlier) detection is a data-mining tech-
nique for detecting data with unmatched patterns and unex-
pected behavior. Detected data has to be analyzed because it
may indicate fraud or risk within an organization.

4.2 Cloud-Based Big-Data Processing Techniques

Cloud - based Hadoop is used for processing in a growing
number of big-data applications [20], each of which has a dif-
ferent platform and focus. For example, some big-data applica-
tions require batch processing and others require real-time pro-
cessing. Here, we give a taxonomy of cloud-based big-data pro-
cessing techniques (Fig. 8).

4.2.1 Batch

Big-data batch processing is a MapReduce-based parallel
computing paradigm of cloud computing (section 0). There are
several tools and techniques are based on batch processing
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and run on top of Hadoop. These include Mahout [30], Pentaho
[31], Skytree [32], Karmasphere [33], Datameer [34], Cloudera
[35], Apache Hive, and Google Tenzing.

Mahout [30] was introduced by Apache and takes a scal-
able, parallel approach to mining big-data. It is used in large-
scale data-analysis applications. Google, IBM, Amazon, Face-
book, and Yahoo have all used Mahout in their projects. Ma-
hout uses clustering analysis, pattern analysis, dimension re-
duction, classification, and regression.

Skytree [32] is a general-purpose server with machine learn-
ing and advanced analytics for processing huge datasets at
high speed. It has easy commands for users. Machine learning
tasks in Skytree server include anomaly or outlier detections,
clustering analysis, regression, classification, dimensions re-
ductions, density estimation, and similarity search. Because its
main focus is real-time analytics, it enables optimized imple-
mentation of machine-learning tasks on both structured and un-
structured big data.

Pentaho [31] is a big-data software platform for generating
business reports. It is enables data capturing, integration, ex-
ploration, and visualization for business users. With business
analytics, the user can make data - based decisions and in-
crease profitability. Pentaho uses Hadoop for data storage and
management and provides a set of plugins to communicate with
a document - oriented model of NoSQL databases (i.e., Mon-
2oDB) and Cassandra database.

Karmasphere [33] is a platform for business big-data analy-
sis. It is based on Hadoop. With Karmasphere, a program can
be efficiently designed for big-data analytics and self-service
access. Karmasphere is capable of big-data ingestion, report-
ing, visualization, and iterative analysis in order to gain busi-
ness insight. It can process structured and unstructured big da-
ta on Hadoop embedded with Hive.

Datameer [34] provides a business integration PaaS, called
Datameer Analytic Solution (DAS), which is based on Hadoop
and is used to analyze a large volume of business data. DAS in-
cludes an analytics engine, data source integration, and data vi-
sualization. DAS services are deployed in other Hadoop distri-
butions, such as Cloudera, Yahoo!, Amazon, IBM Biglnsights,
MR, and GreenplumHD. Because the main objective of Data-
meer is data integration, data can be imported from structured
data sources, such as Oracle, MySQL, IBM, HBase, and Cas-
sandra, as well as from unstructured sources, such as log files,
LinkedIn, Twitter, and Facebook.

Cloudera [35] provides Hadoop solutions such as batch pro-
cessing, interactive search, and interactive SQL. Cloudera is
an Apache Hadoop distribution system called CDH that sup-
ports MR, Pig, Flume, and Hive. Cloudera also supports em-
bedded plugins with Teradata, Oracle, and Neteza.

4.2.2 Stream
Stream - based processing techniques are used to compute
continuous flows of data (data streams). Real-time processing

March 2015 Vol.13 No.1  ZTE COMMUNICATIONS ' 55



By Review

Big-Data Processing Techniques and Their Challenges in Transport Domain
Aftab Ahmed Chandio, Nikos Tziritas, and Cheng—Zhong Xu

Big-data
computing models

Batch-based Stream-based Graph-based DAG-based Interactive-based Visual-based
processing processing processing (BSP) processing processing processing
# Mahout ‘ # STORM ‘ Hama ‘ u Dryad ‘ Tableau ‘ t Talend open
studio

used to process large - scale data
streams. Analogous to Storm, S4
can also manage the cluster by us-
ing Apache ZooKeeper. Yahoo! has
deployed S4 for computing thou-
sands of search queries.

SQLStream [38] is a platform for

# Pentaho ‘ # S4 ‘
{ SQLStream ‘

Pregel ‘

Skytree

Giraph ‘

Karmasphere Splunk

N I R E

Datameer ‘ # Kafka

Cloudera ‘ SAP Hana

Infochimps

IBM Biglnsights

Google’s Dremel

Apache Drill

DAG: directed acyclic graph

processing large - scale unbound
streaming data in real-time with the
support of automatic, intelligent op-
erations. Specifically, SQLStream is
used to discover interesting patterns
in unstructured data. The platform
responds quite rapidly because the
streaming data is processed in mem-
ory. Server 3.0 is a recently re-
leased version of SQLStream and is
used for real-time big-data analytics
and management.

Splunk [39] is a platform for ana-
lyzing real-time streams of machine-
generated big data. Senthub, Ama-

zon, and Heroku have all used a

ATFigure 8. Big-data computing models.

overcomes the limitations of batch-based processing. Projects
that use stream processing include Storm [36], S4 [37], SQL-
Stream [38], Splunk, Kafka, SAP Hana, Infochimps, and Bigln-
sights.

Storm [36] is a fault - tolerant, scalable, distributed system
that provides an open-source and real-time computation envi-
ronment. In contrast to batch processing, Storm reliably pro-
cesses unbounded and limitless streaming data in real - time.
Real-time analytics, online machine learning, interactive oper-
ating system, and distributed remote procedure call (RPC) are
all implemented in Storm project. This project allows the pro-
grammer to create and operate an easy setup and process more
than a million of tuples per second. Storm comprises different
topologies for different Storm tasks created and submitted by a
programmer in any programming language. Because Storm
works through graph - based computation, it has nodes, i.e.,
spouts and bolts, in the topology. Each of these nodes contains
a processing logic and processes in parallel. A source of
streams is called a spout, and a bolt computes input and output
streams. A Storm cluster system is managed by Apache Zoo-
Keeper.

In 2010, Yahoo! introduced S4 [37], and Apache included it
as an Incubator project in 2011. S4 is a platform that facili-
tates fault-tolerant, distributed, pluggable, scalable computing.
It is designed to process large-scale continuous streams of da-
ta. Because its core library is written in Java, a programmer
can easily develop applications in S4, which supports cluster
management and is robust, scalable, and decentralized. It is
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Splunk big-data intelligent platform

to monitor and analyze their data
via a web interface. Splunk can be used with structured or un-
structured machine-generated log files.

Kafka [40] has been developed for LinkedIn. Kafka is a
stream processing tool for managing large-scale streaming and
messaging data and processing it using in-memory techniques.
Kafka generates an ad hoc solution to the problems created by
two different types of data, i.e., operational and activity, belong-
ing to a website. Service logs, CPU/IO usage, and request
times are examples of operational data that describes the per-
formance of servers. Activity data, on the other hand, describes
the actions of different online users’ actions. These actions in-
clude clicking a list, scrolling through webpage content,
searching keywords, or copying content. Kafka is used in sever-
al organizations.

SAP Hana [41] is a stream processing tool that also process-
es streaming data in-memory. SAP Hana is used for real-time
business processes, sentiment data processing, and predictive
analysis. It provides three real -time analytics: operational re-
porting, predictive and text analysis, and data warehousing.
SAP Hana can also work with interactive demographic applica-
tions and social media.

Infochimps [42] cloud suite covers several cloud laaS servic-
es, categorized as:
® cloud streams: real time analytics for multiple data sources,
® cloud queries: query capability for NewSQL and NoSQL (i.

e., Apache Cassandra, HBase, MySQL, and MongoDB)
® cloud Hadoop: analysis of massive amount of data in HDFS.

Infochimps platform is suitable for both private and public



Review KN

Big-Data Processing Techniques and Their Challenges in Transport Domain

clouds. It can also control STORM, Kafka, Pig, and Hive.

Biglnsights [43] is used in the Infosphere platform intro-
duced by IBM. Biglnsights manages and integrates information
within Hadoop environment for big-data analytics. Biglnsights
leverages InfosphereStreams, a stream - based tool of the IBM
Infosphere. Biglnsights is used for real-time analytics on large-
scale data streams. JAQL, Pig, Hive (for querying), Apache Lu-
cene (for text mining), and Apache Oozie (job orchestration)
are supported by Biglnsights.

4.2.3 Graph

Graph-based big-data processing techniques work according
to the BSP parallel computing paradigm of cloud computing (
section 0). Several big-data applications are better suited to
graph-based processing over batch processing [22]. Hama [23],
Pregel [24], and Giraph [44] are common useful graph process-
ing techniques for big-data analytics.

Hama [23] is a complete programming model introduced by
Apache. It was inspired by BSP parallel computing paradigm
running on the top of Hadoop. Hama is written in Java. Mas-
sive scientific computations, including matrix algorithms,
graph functions, and network computation algorithms, can be
easily implemented through Hama [23]. In Hama architecture,
a graph is distributed over all the computational nodes, and the
vertices are assumed to reside in the main memory during com-
putation. The Hama architecture three main components: BSP-
Master, groom servers, and ZooKeeper. BSPMaster maintains
the status of groom servers, super-steps, and job progress. A
groom server performs BSP tasks assigned by the BSPMaster,
and the synchronization barrier is managed efficiently by the
Zookeeper component.

Pregel [24] is a graph computational model for efficiently
processing billions of vertices connected through trillions of
edges. A Pregel program comprises sequences of iterations. In
each of these iterations, a vertex may receipt messages, update
state or dispatch messages. In this model, a problem is ap-
proached through the BSP processing model.

Apache Giraph [44] is an iterative graph-processing system
built for high scalability. It is widely used within Facebook to
analyze and process the social graph generated by users and
their connections. Giraph originates from Pregel and is in-
spired by the BSP distributed computation model. Features of
Giraph include master computation, out-of -core computation,
and edge-oriented input.

4.2.4 DAG

Dryad [25] is a scalable parallel and distributed program-
ming model based on dataflow graph processing. Similar to the
MR programming model, a Dryad program can be executed in
a distributed way on a cluster of multiprocessor or multicore
computing nodes. Dryad computes a job in a directed - graph
computation manner, wherein each vertex denotes a computa-
tional vertex, and an edge denotes a communication channel.
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This model can generate and dynamically update the job graph
and schedule the processes on the resources. Microsoft Server
2005 Integration Services (SSIS) and Dryad-LINQ are built on
Dryad.

4.2.5 Interactive

Tableau [45] sits between users and big-data applications by
using an interactive mechanism for large - scale data process-
ing. Tableau comprises three different tools: Tableau Desktop,
Tableau Server, and Tableau Public. Tableau Desktop visualiz-
es and normalizes data in different ways. Tableau Server offers
browser-based analytics called a business intelligence system.
Tableau Public is used for interactive visuals. Tableau uses
the Hadoop environment and Hive to process queries.

Google Dremel [46] is an interactive analysis system pro-
posed by Google and used for processing nested data. Dremel
is a scalable system that complements batch processing tools
such as MapReduce. This system is capable of scaling to thou-
sands of processing units. It can process petabytes of data and
respond to thousands of users. Dremel can also query very
large tables.

Apache Drill [47] is also an interactive analysis system de-
signed for processing nested data similar Google Dremel. It
has the flexibility to support different queries and different da-
ta sources and formats. A Drill system can scale up to more
than ten thousand servers that process petabytes of data (i.e.,
trillions of records) in seconds. Likely Dremel, Drill stores data
in HDF'S and performs batch analysis using a MapReduce tool.

4.2.6 Visual

Talend Open Studio [48] is specially designed for visual big-
data analysis. Talend Open Studio has user’ s graphical plat-
form that is completely open source software developed in
Apache Hadoop. In this platform, programmer can easily build
a program for Big Data problem without writing its Java code.
Specifically, Talend Open Studio provides facilities of drag-
ging and dropping icons for building up user’s task in Big Da-
ta problem. It offers Really Simple Syndication (RSS) feed that
may be collected by its components.

5 Big-Data Research Directions and
Challenges

In this section, we highlight research directions and chal-
lenges in relation to big-data in transportation management sys-
tems, which is one of the emerging generators of big-data. In
TMS, moving objects such as GPS-embedded taxis and buses
generate GPS location data that exponentially increases the vol-
ume of big-data. Location data is required in numerous trans-
portation services, such as map matching, to deal with the un-
certainty of trajectories, visualize transport data, analyze traffic
flow, mine driving patterns, and give smart driving directions.
It is also used for crowd sourcing and geographical social net-
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working. However, to handle and manage the big-data associat-
ed with these transportation services, which produce a massive
number of GPS records, TMS needs an optimized, intelligent
ICT infrastructure. Here, we describe major transportation ser-
vices that require further research in terms of big-data manage-
ment.

5.1 Map Matching
GPS location data are sometimes affected by two typical

problems

1) Due to the limitations of positioning devices, moving objects
mostly generate noisy and imprecise GPS location data that
is called the measurement error. This leads uncertainty in
acquiring original locations of the object.

2) Moving objects continuously update their location at dis-
crete time intervals, which may lead to sampling error. The
low sampling rate and long intervals between updates may
reduce energy consumption and communication bandwidth
at the expense of increasing the uncertainty of the actual lo-
cation. On the contrary, the high-sampling-rate greatly in-
creases the amount of extraneous data.

Therefore, map matching in TMS is used to accurately align
the observed GPS locations on a road network in a form of a
digital map [5]. Map matching from massive historical GPS lo-
cation records is performed to predict a driver’ s destination,
suggest the shortest route, and mine certain traffic patterns.
However, [5] suggests that map matching is most accurate be-
cause of transition probability, which incorporates the shortest
path between two consecutive observed GPS location points.
On the other hand, the execution of the shortest path queries
(SPQs) in the map-matching service involves high computation-
al cost, which makes map-matching unaffordable for real-time
processing [5]. Moreover, extraneous data (i.e., in case of a ve-
hicle that stops many times, moves slowly, is trapped in a traf-
fic jam, waits for traffic lights, and moves on a highway link) in-
curs an extra number of SPQs. The approaches in [49] and [50]
are introduced to execute the SPQs by pre-computing the short-
est path distances and splitting a road network into small por-
tions so that the required portion can be loaded in the memory
[49]. Due to the sequential execution of the SPQs, these ap-
proaches incur high pre-computation and storage costs [50].

To map match the huge number of moving objects with tre-
mendous GPS location records (i.e., big data) there is a dire
need to execute the SPQs in a computationally efficient envi-
ronment. The SPQs can be implemented in graph-based big da-
ta processing paradigms (i.e., see Section 0) on a large cluster
of low-end commodity machines. Consequently, pre-computa-
tions of the SPQs on a large cluster of low-end commodity ma-
chines benefits low wall-clock-time and storage cost.

5.2 Visualizing Transportation Data

Visualizing transportation data is crucial in TMS to present
raw data and compute results generated by data - mining [3].
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Such presentation of data reveals hidden knowledge which
helps in decision making to solve a problem in the system. In
this service, transportation data can be viewed from different
perspectives to detect and describe patterns, trends, and rela-
tionships in data. Moreover, it provides an interactive way to
present the multiple types of data in TMS called exploratory vi-
sualization for purpose of investigation. Exploratory visualiza-
tion can help to detect the relevant patterns, trends, and rela-
tions, which can grow new questions that can cause to view the
visualized data in more details [3].

Visualizing the massive amount of transportation data i.e.,
big data conveys a huge amount of information cannot be bet-
ter visualized and presented in simple and traditional visualiza-
tion tools. This service can be more challengeable when it visu-
alizes multimodal data that leads to high dimensions of views
such as social, temporal, and spatial [3]. In big data research,
visualizing the tremendous transportation data is an open issue
and needing a large concern on new techniques of big data
management.

6 Conclusions

In this paper, we have described cloud computing and key
big-data technologies. We categorized big-data key technolo-
gies as batch-based, stream-based, graph-based, DAG-based,
interactive-based, or visual-based. In this survey, we have dis-
cussed the strengths of various Hadoop - based big-data cloud
processing techniques that help the big-data community select
an appropriate processing technique. Moreover, we have high-
lighted research directions and challenges in big data in the
transportation domain.
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<€/ Abstract

In this paper, we study utility-based resource allocation for us-
ers supporting multiple services in a LTE-A system with coor-
dinated multi- point transmission for single-user multi-input
multi-output (CoMP-SU-MIMO). We designed Joint Transmis-
sion Power Control (JTPC) for the selected clusters for mini-
mizing power consumption in LTE-A systems. The objective
of JTPC is to calculate the optimal transmission power for
each scheduled user and subcarrier. Moreover, based on the
convex optimization theory, we propose the dynamic sector se-
lection method in which the average sector throughput and
cell-edge users (UEs) rates are performed to achieve the opti-
mal solution. Simulation results show that the system perfor-
mance achieved by using the proposed suboptimal algorithm
is close to that achieved by the dual decomposition method.

X/ Keywords

CoMP-SU-MIMO; multiple services; scheduling algorithm

1 Introduction

ultiple - input multiple - output (MIMO) spatial
multiplexing has the potential to dramatically
improve spectral efficiency for future communi-
cations and networking [1]. However, it may be
ineffective when interference levels are high. Suitable process-
ing methods at the transmitter side are thus expected to sup-
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press interference to successfully deploy MIMO spatial multi-
plexing in cellular environment [2].

Coordinated multi-point (CoMP) transmission/reception was
proposed to mitigate inter-cell interference (ICI) by applying
the signals transmitted from other cells to assist the transmis-
sion instead of acting as interference [3], [4]. According to in-
formation shared between coordinated base transceiver station
(BTSs), CoMP is mainly characterized as coordinated schedul-
ing (CS)/beamforming or joint processing/transmission (JP) [3].
The class of JP is employed in our work. In this class, data in-
tended for a particular user (UE) is shared among different
BTS and is jointly preprocessed at these BTSs. On the other
hand, these BTSs can serve a single UE as in the CoMP-single-
user (SU)-MIMO mode, or serve multiple UEs simultaneously
in the CoMP - multi - user (MU) - MIMO [4]. We focus on the
downlink CoMP-SU-MIMO transmission scheme.

However, beyond efficiency and robustness to ICI, next-gen-
eration wireless networks are challenged by the demand for
multiple services [5]. Resource - scheduling algorithms have
been created to solve subcarrier assignment problems for het-
erogeneous services in MIMO - Orthogonal frequency - division
multiplexing (OFDM) systems [6], OFDM-based distributed an-
tenna systems (DAS) [7], and OFDM - based cognitive radio
multicast networks [8]. In a CoMP-SU-MIMO system, a series
of efficient resource allocation algorithms have been studied.
A dynamic clustering approach in wireless networks with multi
-cell cooperative processing is proposed in [9]. In [10], a flexi-
ble frequency allocation plan (FFAP) has been proposed. A
novel transmission scheme with joint Proportional Fairness
(PF) scheduling algorithm for CoMP-SU-MIMO has been pro-
posed in [9].

These schemes improve cell - edge efficiency and average
sector throughput. However, the main limitation of the algo-
rithms in [9]-[12] is that resource scheduling is designed ac-
cording to full-buffer model and no multi-service scenario is
undertaken.

In this paper, a utility-based scheduling algorithm support-
ing heterogeneous services for CoMP-SU-MIMO is proposed.
The scheme considers not only guaranteeing the system spec-
tral efficiency but also the greater gain improvement with the
technology of CoMP. It does not allocate dedicated frequency
to cell-edge UEs but treats cell-center UEs and cell-edge UEs
equally in every time-frequency resource block (RB) and dy-
namic CoMP cluster selection method is employed. Two kinds
of users are considered: delay-tolerant users (DT-UEs), who re-
quire delay-tolerant services such as FTP and email services;
and delay-sensitive users (DS-UEs), who require delay-sensi-
tive services such as video streaming. By using Queue Theory
to transform delay constraints of DS-UEs into rate constraints,
the utility-based scheduling problem is formulated into a mixed
-integer nonlinear optimization problem. Using convex optimi-
zation theory and dynamic CoMP mechanism, the dual decom-
position method combining with CoMP-SU-MIMO is proposed
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as a solution.

2 System Model

We focus on the downlink of a cellular network with M hex-
agonal cells, and each cell is partitioned into three base station
sectors with k active users served within the coverage of each
base station sector (BSS). The base station sectors are assumed
to share the same bandwidth B, and the corresponding maxi-
mum transmission power P is regarded as uniformly distribut-
ed. According to service requirement, users are either homoge-
neous service users with the File Transfer Protocol (FTP) or
multiple services user with video traffic and FTP (Fig. 1).

According to [13], when continuous rate adaptation is adopt-
ed, the achievable throughput of user £ on the n th subcarrier is

R, =log,(1+By,,) (1)

where 7V, is the current SNR for user % on the n th subcarr-
ier and [ is a constant related to the target BER by

__ -15
P= a5 xBER) @

2.1 Non-CoMP SU-MIMO System
Considering of channel gain, the received signal of user £

in BSS m based on non-CoMP SU-MIMO mode is:

Yo =H W, s, + ZZH W5, +n,) (3)
n#FEmw=
where Hx) is channel matrix from BSS m to user £ and W,(:}

. . . i .
is the precodlng matrix. Denote s(m) as the transmitted vector

for user k served by BSS m, and [, is the number of data

a
. (k) (k) (k) (k) .
streams. Define s =[ [P Smto N PrSman " pksmﬁlk] and py is

-
.':'q.i ]

o’
gt
r_f_f%"i-{i"‘t ? 3 :

{  @FTP
(2)Video traffic

-

FTP: File Transfer Protocol

VolP: Voice over Internet Protocol

AFigure 1. Multiple services for the users in CoMP-SU-MIMO system.
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k)

the transmit power of each data stream at user £ . n(m is the a-

ddictive white Gaussian noise with zero mean and variance
B(n,n, =01, .
2.2 CoMP SU-MIMO System

According to the interference power queen, a dynamic clus-
ter consisting of two or three base station sectors is considered
in the CoMP SU - MIMO mode. The central unit (CU) deter-
mines user schedule and power control for all base station sec-
tors in each cluster.

The received signal of user %k in base station sector ¢
based on CoMP SU-MIMO mode can be expressed as:
1) Two-BSS cluster

k) lt)W(/‘) + ZZH k)W(u) (u) + ZZZH, ) Wr(tz (,u,), (ﬂk (4)

r#Ecw=1 r#cn=lw=1

2) Three-BSS cluster

_H(k)W (k) (k) + ZZH(’»)W(H (w) + ZZZH(A)W,(”,; (ru; (k) (5)

r#Ecw= r#cn=lw=1

ka) is the channel matrix from cluster ¢ to user %, and H,(k,)l
is the channel matrix from base station sector n in cluster r
to user k.

We focus on the downlink of a dynamic CoMP cluster con-
sisting of two or three neighboring base station sectors. Accord-
ing to the long-term channel gain, users are cell-center users
(CCUs) or cell-edge users (CEUs). Joint transmission can only
be applied to CEUs. In this paper, we focus only on CEUs. The
base station sectors are assumed to have one directional trans-
mit antenna each with the same fixed maximum transmission
power P and share the same cell-edge bandwidth B. The CEUs
are further divided into BE users and VolP users based on the
services they require. Each CEU has one receive antenna and

can receive signals from a subset of the base station sectors of
the CoMP cluster.

3 Problem Formulation for Multiple Services

3.1 Utility- Based Subcarrier Allocation and Sharing for
Homogeneous Services

There are k users in each BSS, and the frequency band con-
sists of N subcarriers. We consider the set of users as
K={1,2,---,k} and the set of subcarriers as N={1,2,---,n}.
Let A, represent the best-effort services set of user & and s,
be the cardinality of the set. According to Utility Theory, the
utility function for best-effort service is given as algorithm form
with respect to average data rate. Define U, to be the total util-
ity function of user k£, which can be expressed as:

U= e foso e~ (o<1 ©
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where @ is the utility weight of service j , which depends on

the priority level of service, and Z% 1 In case of best-e-

A,

ffort services, %, = . r ®  denotes average data rate of se-
S k.j g
Sk

rvice J of user k at the ¢ th time slot and a, b, ¢ are constants.
We define &, as a subcarrier allocation indicator variable.

&, =1 means that subcarrier n is allocated to user & for pac-

ket transmission, or else &,,=0. For any subcarrier n,

Zg,,k 1. To avoid co-channel interference, each subcarrier

is allocated one user at most. bk,j is assumed to be the a-
ssigned transmission bits for service j of user k& and bk,j =0,
Considering that the available throughput of user % on all allo-
cated subcarriers is generally equal to the assigned transmis-

sion bits for all services of wuser k, we have

Zn &R, 2} b,; Then, rk can be updated:

b,.
-0 t—l ki
kj t M + tXT (7)

where T is the time slot duration .
Substituting (7) into (6), we get:

b
U,= Za,wln 1+ (l 1) (8)
PAJ
where
Pl ==y =] <7 9)

3.2 Scheduling Algorithm for Multiple Services

Compared with best - effort service, user experience mainly
depends on delay restriction, which is related to deadline. Ow-
ing to the provision of buffer for each service, the scheduling
scheme for delay-sensitive service should transmit packets be-
fore deadline rather than as soon as possible. In terms of head-
of-line (HOL) packet delay (Fig. 2), the delay-sensitive service

Schedule priority
Deadline

/

Absolute priority

Relative priority

Common priority

0 d—ds di~d d; Packet delay

ATFigure 2. Priority of delay sensitive service.
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is divided into three parts: absolute priority services (APS), rel-
ative priority services (RPS), and common priority services
(CPS). d; is the transmit deadline of the HOL packet of delay
sensitive service j,and J; and J, (0<J,<J,) are two pa-
rameters.

The available subcarriers for the SU are firstly assigned to
APS until the HOL packet delay is out of [dj —dl,dj]. The 1-
emaining subcarriers are allocated among best-effort services,
RPS, and CPS, which are all reckoned as best-effort services.
The optimal resource allocation problem is given by:

P1: mdeZU

ke ///. 1jed,

stz” &R,

Zgn,k =l.g,,€ {o, 1},YneN
b=l
P=0

ypr<P, (10)

=2 by VheK

where A, denotes the service set of user k less APS sensitive
services, and P, is the maximum transmit power of the SU
transmitter. The optimization problem is a non-linear integer
solution with N X K optimal variables.

Theorem 1: Define k" as the user that subcarrier n is allo-
cated to, the optimal SU with best effort services to maximize
the utility function is:

K =argmaxu, (3" p'R )R, , (11)
where  w (Y PR, )=dU(Y) p*R, )d(p*R, ) and
P.=1, p,,=0 while keK, kegk'. p is the optimal sol-

ution of Algorithm 1.

Algorithm 1 the MUMS algorithm

1: subcarrier set: N = {remainingavailablesubcarriers} juserset: K =K-K
2: while (V' #JandK #J) do
3: 1) randomly select a subcarrier n“e N, and identify an optimal user
k e K™ such that
K =argmaxu, (3, 'R, )R,

2) assign subcarrier n" to user %’

3) N=N-n'
4: end while

Theorem2: In a heterogeneous service cognitive radio (CR)
system, set the subcarrier allocation {Pl,mpz,k, "',Pw,k} for user

k. In order to maximize the utility of user %, the optimal su-
bearrier sharing B, is

bk.j{ak,jf;—((t— Dy =te) x T} (12)
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where M satisfies the maximum available throughput con-
. N s, . -
straint 2“:1pn.kRn.k = z/:lbk,j . The Maximum Utility for Mu-

ltiple Services (MUMS) resource allocation scheme is present-
ed in Algorithm 1.

4 CoMP-SU-MIMO Transmission Scheme

4.1 Dynamic Selection of Coordinated BSS Set

1) Interference Power

If user C in one base station sector S, has a service require-
ment, it may receive interference power from neighboring base
station sectors. List the interference power from the maximum
to minimum. Base station sectors with the top two interference
power S, and S, are selected.

2) Rate Comparison

Three modes are considered for user C: non-CoMP, BSS S,
coordinated with BSS S, and BSS S, coordinated with BSS S,
S, mode. We calculate transmission rate R, R, and Rs, respec-
tively, for three modes.

3) Mode Selection

We Compare R, with Ry/2 and Rs/3 and chose the most ap-
propriate model with biggest corresponding value out of R, R,/
2, R:/3.

4.2 Power Control Analysis

In this paper, we designed Joint Transmission Power Control
(JTPC) for the selected clusters for minimizing power consump-
tion in LTE-A systems. Unlike other scheduling papers based
on uniform full power allocation for each subcarrier, the objec-
tive of JTPC is to calculate the optimal transmission power for
each scheduled user and subcarrier.

Let K=1{1,2,---, k} and M = {1, 2,---, m} denote the set of
scheduled users and base station sectors, respectively. Ny de-
notes the power of the additive white Gaussian noise (AWGN).
Let Gy denote the channel gain between base station sector m
and scheduled user £, consisting of path loss, large-scale fad-
ing, and small-scale fading. For a selected coordinated cluster,
we ensure joint power control on the basis of signal-to-interfer-
ence-and-noise ratio (SINR). We update the SINR of the nth
scheduled user in the following way:

1) Two-BSS cluster or three-BSS cluster with non-JTPC

PG,
S BG, + N, (13)

i#k

SINR, =

2) Two-BSS cluster with JTPC
]k‘*Pka
sz*Pka + 2 Pcim + NO (14)

ik,

SINR, =
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3) Three-BSS cluster with JTPC

]lrl*PGlrm
1, *PG,, +],*PG, + 2 PG, +N, (15)

i# ks

SINR, =

4.3 Proposed CoMP-SU-MIMO Transmission Scheme
with Utility-Based Scheduling Algorithm

Based on dynamic selection of transmission mode (Non -
CoMP SU-MIMO or CoMP SU-MIMO), a novel CoMP-SU-MI-
MO transmission scheme (Fig. 3) is proposed. Each user in a
base station sector has access to every time-frequency resource
block. Then there is no need to partition the frequency band
dedicated to the cell -edge UEs, and the frequency diversity
gain can be fully utilized.

Select a BSS which
is not scheduled
Select a RB which

is nonEe
1S Nol s(,‘eue @
—

Calculate all the user’s priorities
in cluster C, select the user k with
highest priorities of cell-edge users

and users with the highest priorities @
of each sector’s cell-center users,
respectively. Select user k which
has maximum priorities.

Cancel the UE in

the set and reselect

Check RB for
CoMP

No

No

Check RB in
other cluster

Check UE asking
for CoMP

Allocate RB to UE,
and the number of

RB adds 1 No

Check all
the RBs

@

Broadcast all BBSs in
cluster C that schedule
ends and notice BBS
used RBs

@

BSS: base station sector
CoMP: coordinated multi-point
RB: resource block

UE: users

Check all
the BBSs

A Figure 3. Flow chart of the proposed scheme for CoMP SU-MIMO.
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With the utility - based scheduling algorithm, the proposed
scheme does not need to operate the CoMP SU-MIMO trans-
mission especially for cell-edge UEs within the CoMP frequen-
cy zone arranged at the beginning of the frequency band. In-
stead, it selects the better transmission mode flexibly in each
resource block to maximize the frequency diversity gain of the
system. Compared to a traditional scheme for CoMP, this
scheme, which treats the cell -center UEs and cell -edge UEs
equally in every RB, ensures fairness within the system and in-
creases average sector throughput and cell-edge UE rates.

4.4 Scheduling Algorithm for Multiple Services

In this subsection, MUMS, a dynamic subcarrier assignment
algorithm for multiple services, is formulated. According to the
solution for homogeneous services in section 3.1, the schedul-
ing algorithm for multiple services consists of three parts:

Part 1: Because the APS is prior to other services, the avail-
able subcarriers are allocated to the service at first until the

HOL packet is out of [dj —dl,dj] , adopting the greedy subcarr-

ier assignment described as Algorithm 2.

Algorithm 2 greedy subcarrier allocation

1: subcarrier set: N={1,2,---.n} user set: K = {userswhohaveAPS}
2: while (N#QD and K =) do
3: 1) find (n".k") =arg maxR,,
2) assign subcarrier n” to user k"
3) if the HOL packet delay is out of [a'j —]l,d/]
then K=K - {k*}
end if
4) N=N-n"
4: end while

Part 2: The remaining subcarriers are allocated among best-
effort services, RPS, and CPS. Because of the total power’ s
uniform distribution to all subcarriers, the sum power con-
straint of each cell can always be satisfied. Then, the optimal
subcarrier allocation problem can be solved by P1.

Part 3: If user £ has RPS sensitive service, the available
throughput is assigned to RPS at first until the HOL packet de-

lay is out of [dj —dz,dj—dl]. The remaining transmission bits

are shared as (13).

5 Simulations Results and Discussion

5.1 Simulation Design
By conducting system-level simulations and the correspond-
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ing parameters are listed in Table 1, the performance of the
cell average throughput, the cell-edge average throughput, and
the utility fairness are evaluated for the proposed MUMS

VTable 1. Simulation parameters

Parameters Values

Cell layout 19 cells / 57 sectors
Radius of cell 500 m

Carrier frequency 2 GHz

Channel bandwidth 10 MHz

eNB transmitting power 31-49 dBm

Noise power -174 dBm/Hz
Traffic model FTP/video

User distribution Uniform

User moving speed 3 km/h

Simulation TTIs 100

CoMP cluster 2/3 sectors

FTP utility function U(r)=0.16+0.18 In(r-0.3)

128.1+37.61og,,(D)

Path loss model

A6)= - min[l 287,20 dB}

Antenna pattern

eNB: enhanced Node B

TTI: transmission time intervals

CoMP: coordinated multi-point
FTP: File Transfer Protocol

scheduling scheme in the CoMP-SU-MIMO system with joint
transmission power control (MUMS-CJ) and in the CoMP-SU-
MIMO system without joint transmission power control (MUMS-
CNJ). For comparison, PF scheduling scheme in the non -
CoMP system and in the CoMP-SU-MIMO system without joint
transmission power control are considered and are called PF-
NCNJ and PF-CNJ, respectively. A CoMP-SU-MIMO system
with 10MHz bandwidth and 19 -cell hexagonal grid layout is
considered. A cluster of two or three BSSs is taken into ac-

count. The path-loss model is based 3GPP TR 36.942[14]:

L=40+1-4-10""Dhby log,,(R)- 18- log,,(Dhb) +
21+ log,,(f)+80dB (16)

where L is the pass-loss value, f is the carrier frequency in
MHz, R is the distance between the BS and the user in kilome-
ters [12], and Dhb is the height of the transmit antenna relative
to the average height of the roof in meters. All base stations
and users have two omni-directional antennas. In the simula-
tions, two types of representative services are considered: vid-
eo streaming (on behalf of delay - sensitive real - time service)
and FTP (on behalf of best-effort service). These two kinds of
service are modeled according to 3GPP recommendation. For
video streaming service, the average data rata and maximum
packet delay are assumed to be 128 kbps and 100 ms, respec-
tively. Two kinds of users are assumed in the system. Kind A
is a BE service user requiring only a FTP service, and kind B
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is heterogeneous service user in need of a video streaming ser-
vice and FTP service. We set the utility weight oj for video
streaming and FTP service to 0.7 and 0.3, respectively.

5.2 Simulation Results

Fig. 4 shows the cell average throughput for the four differ-
ent schemes considered in this paper. The cell average
throughput increases as the transmit power per base station
sector increases in all four schemes. MUMS - CJ yields 17%
higher cell average throughput than MUMS-CNJ, which is con-
sistent with the joint transmission power control analysis in
section 4. After adopting the joint transmission power control,
the scheduled users get the biggest SINR.

Fig. 5 shows the cell -edge average throughput for the four
different schemes with respect to the transmit power per base
station sector. First, the three schemes MUMS-CJ, MUMS-CNJ
and PF - CNJ achieve higher cell - edge average throughput,
which is the result of supporting CoMP joint transmission, and
it can mitigate inter - cell interference and improve the cell -
edge user throughput. The improved cell-edge performance is
yielded by a better trade-off between joint transmission and in-
terference coordination. The joint transmission power control
is much more important to the better throughput performance
by observing the 15.75% gain between MUMS-CNJ and MUMS
-CJ. By contrasting the PF-CNJ and MUMS-CN]J we find that
the proposed MUMS scheduling scheme outperforms the pro-
portional fairness algorithm in terms of throughput.

To increase our understanding of the proposed MUMS sched-
uling algorithm designed for the CoMP-SU-MIMO system (Fig.
6), we plot the video traffic throughput of cell-edge users with
respect the heterogeneous service user number in the system.
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PF-NCNJ: PF scheduling scheme in the Non-CoMP system without joint
transmission power control
PF-CNJ: PF scheduling scheme in the CoMP-SU-MIMO system without joint
transmission power control
MUMS-CNJ: The proposed MUMS scheduling scheme in the CoMP-SU-MIMO
system without joint transmission power control
MUMS-CJ: The proposed MUMS scheduling scheme in the CoMP-SU-MIMO

system with joint transmission power control

A Figure 5. Performance comparisons on cell-edge average throughput.

The video traffic throughput of all these scheduling schemes in-
creases as the number of heterogeneous service users increas-
es. That of the proposed MUMS-C]J increases fastest and is ob-
viously higher than that of the others, which indicates the
MUMS can satisfy the QoS requirements of RTs well while im-
proving the performance of the system.

We use Jain’s Fairness Index (JFI) to measure the fairness
of the resource scheduling scheme. The JFI is based on user
utility:

—&— PF-NCNJ
—e— PF-CNJ
—&— MUMS-CNJ
—¥— MUMS-CJ
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)
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[+ [\ o
W oo —_

Cell average throughput (Mbps)

[
[}

19
31 34 37 40 43 46 49

Transmit power per BSS (dBm)

PF-NCNJ: PF scheduling scheme in the Non-CoMP system without joint
transmission power control
PF-CNJ: PF scheduling scheme in the CoMP-SU-MIMO system without joint
transmission power control
MUMS-CNJ: The proposed MUMS scheduling scheme in the CoMP-SU-MIMO
system without joint transmission power control
MUMS-CJ: The proposed MUMS scheduling scheme in the CoMP-SU-MIMO

system with joint transmission power control

AFigure 4. Performance comparisons on cell average throughput.
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PF-NCNJ: PF scheduling scheme in the Non-CoMP system without joint
transmission power control
PF-CNJ: PF scheduling scheme in the CoMP-SU-MIMO system without joint
transmission power control
MUMS-CNJ: The proposed MUMS scheduling scheme in the CoMP-SU-MIMO
system without joint transmission power control
MUMS-CJ: The proposed MUMS scheduling scheme in the CoMP-SU-MIMO

system with joint transmission power control

o
0

AFigure 6. Performance comparisons on video traffic throughput of
cell-edge users.
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PRI
by
F= % (17)
KYU;
=y
The utility JFIs of the four schemes is shown in Fig. 7. By

exploiting different utility functions, the proposed MUMS
scheduling algorithm achieves better user utility fairness than

1.00

—=— PF-NCN]J
—e— PF-CN]J
095F & MUMS-CNJ

I
3
23

=4
(o]
=

Y

Utility fainess index

5 10 15 20

User number of heterogeneous services

PF-NCNJ: PF scheduling scheme in the Non-CoMP system without joint
transmission power control
PF-CNJ: PF scheduling scheme in the CoMP-SU-MIMO system without joint
transmission power control
MUMS-CNJ: The proposed MUMS scheduling scheme in the CoMP-SU-MIMO

system without joint transmission power control

AFigure 7. Performance comparisons on utility fairness index.

the PF algorithm. Additionally, the joint transmission power
control can also help to achieve higher utility fairness by con-

trast to the MUMS-CNJ and MUMS-CJ algorithms.

6 Conclusion

In this paper, we focus on the downlink of multi - cluster
CoMP-SU-MIMO networks with multiple traffic patterns and
provisioning QoS requirements. A utility-based joint schedul-
ing algorithm is proposed to address the integrated problem of
subcarrier allocation and dynamic subcarrier sharing between
multiple services for one user. The goals of the MUMS scheme
are to maximize system throughput, fulfill QoS requirements,
and reduce computational complexity while considering multi-
ple service classes. We apply JTPC to find the optimal power
allocation for any selected user, which could provide most of
the achievable throughput gain. The simulation results indi-
cate a significant improvement in cell average throughput, cell-
edge average throughput, video traffic throughput of cell-edge
users and fairness criterion of the proposed MUMS-C]J.

References
[1] G. J. Foschini and M. J. Gans, “On the limits of wireless communications in a

66 | ZTE COMMUNICATIONS  March 2015 Vol.13 No.1

fading environment when using multiple antennas,” Wireless Personal Commun.,
vol. 6, no.3, pp. 311-335, 1998. doi: 10.1023/A:1008889222784.

[2] L. E. Telatar, “Capacity of multi-antenna Gaussian channels,” Eur. Trans. Tele-
commun., vol. 10, no. 6, pp. 585-595, 1999. doi: 10.1002/ett.4460100604.

[3] W.-H. Park, S. Cho, and S. Bahk, “Scheduler design for multiple traffic classes
in OFDMA networks,” Comput. Commun., vol. 31, no. 1, pp. 174— 184, Jul.
2007. doi: 10.1016/j.comcom.2007.10.041.

[4] M. Tao, Y. C. Liang, and F. Zhang, “Resource allocation for delay differentiated
traffic in multiuser OFDM systems,” IEEE Trans. Wireless Commun., vol. 7, no.
6, pp. 2190-2201, Jun. 2008. doi: 10.1109/TWC.2008.060882.

[5]Z. Chen, K. Xu, F. Jiang, Y. Wang, and P. Zhang, “Utility based scheduling algo-
rithm for multiple services per user in mimo ofdm system,” in IEEE Int. Conf.
Commun., Beijing, China, May 2008, pp. 4734- 4738. doi: 10.1109/
1CC.2008.887.

[6] B. Song, R. L. Cruz, and B. D. Rao, “Network duality for multiuser MIMO beam-
forming networks and applications,” IEEE Trans. Commun., vol. 55, no 3, pp.
618-630, 2007. doi: 10.1109/TCOMM.2006.888889.

[7] B. Mielczarek and W. Krzymien, “Throughput of realistic multiuser MIMO -
OFDM systems,” in ISSSTA, Sydney, Australia, Sep. 2004, pp. 434-438. doi:
10.1109/ISSSTA.2004.1371737.

[8] B. Huang, J. Li, and T. Svensson, “A utility-based scheduling approach for multi-
ple services in coordinated multi-point networks,” in 14th Int. Symp. Wireless
Personal Multimedia Commun., Brest, France, Oct. 2011, pp. 1-5.

[9] N. Reider, A. Racz, and G. Fodor, “On scheduling and power control in multi-
cell coordinated clusters,” in IEEE Global Telecommun. Conf., Honolulu, USA,
2009, pp. 1-7. doi: 10.1109/GLOCOM.2009.5425622.

[10] L. Zhang and P. Lu, “A utility-based adaptive resource scheduling scheme for
multiple services in downlink multiuser MIMO - OFDMA systems,” in [EEE
77th Veh. Technol. Conf., Dresden, Germany, Jun. 2013, pp. 1-5. doi: 10.1109/
VTCSpring.2013.6691852.

[11] J. Jang and K. B. Lee, “Transmit power adaptation for multiuser OFDM sys-
tems,” IEEE J. Sel. Areas Commun., vol. 21, no. 2, pp. 171-178, Feb. 2003.
doi: 10.1109/JSAC.2002.8073438.

[12] 3GPP. (2004). 3GPP TR 25.8923 V2.0.0: Feasibility Study for OFDM for
UTRAN Enhancement. [Online]. Available: http://www.docin.com/p—93113950.
html

[13] C. X. Shi, Y. Wang, T. Wang, and L. S. Ling, “Resource allocation for
heterogeneous services per user in OFDM distributed antenna systems,” in
IEEE 71th Veh. Technol. Conf., Taipei, China, May 2010, pp. 1-5. doi:
10.1109/VETECS.2010.5493992.

[14] 3GPP. (2009). 3GPP TR 36.942 v8.2.0: Radio Frequency (RF) system scenarios.
[Online]. Available: http://www.docin.com/p—376005379.html

Manuscript received: 2014-10-08

. Biographies |

Borui Ren (zxzrbr@163.com) received his BS degree from Beijing University of
Posts and Telecommunications (BUPT) in 2013.He is now a postgraduate student in
Beijing University of Posts and Telecommunications. His research interests include
mobile communication theory, mobile internet, and other technologies.

Gang Liu (liugang@bupt.edu.cn) received his PhD degree from BUPT in 2003.
Over the past few years, he has participated as principal investigator in two National
Natural Science Foundation programs. His research interests include cloud comput-
ing, speech recognition, and other technologies. He has published more than 50 pa-
pers and holds five nation invention patents.

Bin Hou (robinhou@163.com) received his PhD degree from BUPT in 2007. He cur-
rently works as a lecturer at Beijing University of Posts and Telecommunications.
He has co-authored Hadoop Open Source Cloud Computing Platform. His research
interests include information and network security, intelligent information process-
ing, and data mining.



ZTE Communications Guidelines for Authors

¢ Remit of Journal

ZTE Communications publishes original theoretical papers, research findings, and surveys on a broad range of communica-
tions topics, including communications and information system design, optical fiber and electro—optical engineering, micro-
wave technology, radio wave propagation, antenna engineering, electromagnetics, signal and image processing, and power
engineering. The journal is designed to be an integrated forum for university academics and industry researchers from around
the world.

® Manuscript Preparation

Manuscripts must be typed in English and submitted electronically in MS Word (or compatible) format. The word length is ap-
proximately 4000 to 7000, and no more than 6 figures or tables should be included. Authors are requested to submit mathe-
matical material and graphics in an editable format.

® Abstract and Keywords

Each manuscript must include an abstract of approximately 150 words written as a single paragraph. The abstract should not
include mathematics or references and should not be repeated verbatim in the introduction. The abstract should be a self-
contained overview of the aims, methods, experimental results, and significance of research outlined in the paper. Five care-
fully chosen keywords must be provided with the abstract.

¢ References

Manuscripts must be referenced at a level that conforms to international academic standards. All references must be num-
bered sequentially in—text and listed in corresponding order at the end of the paper. References that are not cited in—text
should not be included in the reference list. References must be complete and formatted according to IEEE Editorial Style
www.ieee.org/documents/stylemanual.pdf. A minimum of 10 references should be provided. Footnotes should be avoided or
kept to a minimum.

e Copyright and Declaration

Authors are responsible for obtaining permission to reproduce any material for which they do not hold copyright. Permission to
reproduce any part of this publication for commercial use must be obtained in advance from the editorial office of ZTE Com-
munications. Authors agree that a) the manuscript is a product of research conducted by themselves and the stated co—au-
thors, b) the manuscript has not been published elsewhere in its submitted form, c) the manuscript is not currently being con-
sidered for publication elsewhere. If the paper is an adaptation of a speech or presentation, acknowledgement of this is re-
quired within the paper. The number of co—authors should not exceed five.

e Content and Structure

ZTE Communications seeks to publish original content that may build on existing literature in any field of communications. Au-
thors should not dedicate a disproportionate amount of a paper to fundamental background, historical overviews, or chronolo-
gies that may be sufficiently dealt with by references. Authors are also requested to avoid the overuse of bullet points when
structuring papers. The conclusion should include a commentary on the significance/future implications of the research as
well as an overview of the material presented.

® Peer Review and Editing
All manuscripts will be subject to a two—stage anonymous peer review as well as copyediting, and formatting. Authors may be
asked to revise parts of a manuscript prior to publication.

¢ Biographical Information
All authors are requested to provide a brief biography (approx. 150 words) that includes email address, educational back-
ground, career experience, research interests, awards, and publications.

o Acknowledgements and Funding
A manuscript based on funded research must clearly state the program name, funding body, and grant number. Individuals
who contributed to the manuscript should be acknowledged in a brief statement.

e Address for Submission
magazine@zte.com.cn
12F Kaixuan Building, 329 Jinzhai Rd, Hefei 230061, P. R. China



ZTE COMMUNICATIONS
E B

7 ;f; Wf;}ﬂ? - /;

V@

» ZTE Communications has been indexed in the following databases:

[T E—— L TTTESS ———"

¢ Cambridge Scientific Abstracts (CSA) ¢ Inspec

¢ China Science and Technology ¢ Norwegian Social Science Data
Journal Database Services (NSD)
¢ Chinese Journal Fulltext Databases ¢ Ulrich’s Periodicals Directory

| * Wanfang Data—Digital Periodicals




