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▶ Zhenjiang Dong
Zhenjiang Dong is the deputy head
of the Cloud Computing and IT Re⁃
search Institute of ZTE Corporation
and a standing member and service
team leader of the company’s Com⁃
mittee of Corporate Strategy and
Planning Experts. He is also an ex⁃
ecutive director of Chinese Associa⁃
tion for Artificial Intelligence, a pro⁃
fessor of Nanjing University of Sci⁃

ence and Technology, a service computing expert of China
Computer Federation. He has been responsible for more
than 10 research projects supported by National High ⁃
Tech R&D Programs of China ("863" programs), Programs
of Core Electronic Devices, High⁃End Generic Chips, and
Basic Software Products of China, and National Science
and Technology Major Project of China. His research inter⁃
ests include cloud computing, big data, and media analysis
and processing.

C

Improving Performance of Cloud Computing and Big Data Technologies and Applications
Zhenjiang Dong

Guest Editorial

loud computing technology is changing the development and usage pat⁃
terns of IT infrastructure and applications. Virtualized and distributed
systems as well as unified management and scheduling has greatly im⁃
proved computing and storage. Management has become easier, and

OAM costs have been significantly reduced. Cloud desktop technology is develop⁃
ing rapidly. With this technology, users can flexibly and dynamically use virtual ma⁃
chine resources, companies’efficiency of using and allocating resources is greatly
improved, and information security is ensured. In most existing virtual cloud desk⁃
top solutions, computing and storage are bound together, and data is stored as im⁃
age files. This limits the flexibility and expandability of systems and is insufficient
for meeting customers’requirements in different scenarios.

In this era of big data, the annual growth rate of the data in social networks, mo⁃
bile communication, e ⁃ commerce, and the Internet of Things is more than 50% .
More than 80% of this data is unstructured. Therefore, it is imperative to develop an
effective method for storing and managing big data and querying and analyzing big
data in real time or quasi real. HBase is a distributed data storage system operating
in the Hadoop environment. HBase provides a highly expandable method and plat⁃
form for big data storage and management. However, it supports only primary key in⁃
dexing but does not support non⁃primary key indexing. As a result, the data query
efficiency of HBase is low and data cannot be queried in real time or quasi real
time. For HBase operating in Hadoop, the capability of querying data according to
non⁃primary keys is the most important and urgent.

The graph data structure is suitable for most big data created in social networks.
Graph data is more complex and difficult to understand than traditional linked⁃list
data or tree data, so quick and easy processing and understanding of graph data is
of great significance and has become a hot topic in the industry.

Big data has a high proportion of video and image data but most of the video and
image data is not utilized. Creating value with this data has been a research focus in
the industry. For example, the traditional face localization and identification tech⁃
nology is a local optimal solution that has a large room for improvement in accura⁃
cy.

This special issue of ZTE Communications embodies the industry’s efforts on
performance improvement of cloud computing and big data technologies and appli⁃
cations. We invited four peer⁃reviewed papers based on projects supported by ZTE
Industry⁃Academic⁃Research Cooperation Funds.

Hancong Duang et al. propose a disk mapping solution integrated with the virtual
desktop technology in“A New Virtual Disk Mapping Method for the Cloud Desktop
Storage Client.”The virtual disk driver has a user⁃friendly mode for accessing desk⁃
top data and has a flexible cache space management mechanism. The file system fil⁃
ter driver intelligently checks I/O requests of upper applications and synchronizes

December 2014 Vol.12 No.4 ZTE COMMUNICATIONSZTE COMMUNICATIONS 01



Guest Editorial

Improving Performance of Cloud Computing and Big Data Technologies and Applications
Zhenjiang Dong

file access requests to users’cloud storage services. Experi⁃
mental results show that the read⁃write performance of our vir⁃
tual disk mapping method with customizable local cache stor⁃
age is almost same as that of the local hard disk.
“HMIBase: An Hierarchical Indexing System for Storing

and Querying Big Data,”by Shengmei Luo et al., presents the
design and implementation of a complete hierarchical indexing
and query system called HMIBase. This system efficiently que⁃
ries a value or values within a range according to non⁃primary
key attributes. This system has good expandability. Test re⁃
sults based on 10 million to 1 billion data records show that re⁃
gardless of whether the number of query results is large or
small, HMIBase can respond to cold and hot queries one to
four levels faster than standard HBase and five to twenty times
faster than the open⁃source Hindex system.

In“MBGM: A Graph ⁃ Mining Tool Based on MapReduce
and BSP,”Zhenjiang Dong et al. propose a MapReduce and
BSP⁃based Graph Mining (MBGM) tool. This tool uses the BSP
model⁃based parallel graph mining algorithm and the MapRe⁃
duce⁃based extraction⁃transformation⁃loading (ETL) algorithm,
and an optimized workflow engine for cloud computing is de⁃
signed for the tool. Experiments show that graph mining algo⁃

rithm components, including PageRank, K ⁃ means, InDegree
Count, and Closeness Centrality, in the MBGM tool has higher
performance than the corresponding algorithm components of
the BC⁃PDM and BC⁃BSP.

Bofei Wang et al. in“Facial Landmark Localization by
Gibbs Sampling,”present an optimized solution of the face lo⁃
calization technology based on key points. Instead of the tradi⁃
tional gradient descent algorithm, this solution uses the Gibbs
sampling algorithm, which is easy to converge and can imple⁃
ment the global optimal solution for face localization based on
key points. In this way, the local optimal solution is avoided.
The posterior probability function used by the Gibbs sampling
algorithm comprises the prior probability function and the like⁃
lihood function. The prior probability function is assumed to
follow the Gaussian distribution and learn according to fea⁃
tures after dimension reduction. The likelihood function is ob⁃
tained through the local linear SVM algorithm. The LFW data
has been used in the system for tests. The test results show that
the accuracy of face localization is high.

I would like to thank all the authors for their contributions
and all the reviewers who helped improve the quality of the pa⁃
pers.
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Special Issue on

Using Artificial Intelligence in Internet of Things
Guest Editors: Fuji Ren, Yu Gu

Internet of Things has received much attention over the past de⁃
cade. With the rapid increase in the use of smart devices, we are
now able to collect big data on a daily basis. The data we are gather⁃
ing and related problems are becoming more complex and uncer⁃
tain. Researchers have therefore turned to AI as an efficient way of
dealing with the problems created by big data.

This special issue of ZTE Communications will be dedicated to
development, trends, challenges, and current practices in artificial
intelligence for the Internet of Things. Position papers, technology
overviews, and case studies are all welcome.

Appropriate topics include but are not limited to:
• Information technologies for IoT
• Architecture and Layers of IoT
• AI technologies for supporting IoT
• Image and Speech Signal Processing for IoT
• Affective Computing for IoT
• Information Fusion for IoT
• Artificial Consciousness and Integrated Intelligence for IoT
ZTE Communications (http://www.zte.com.cn/magazine/English)

is a quarterly peer- reviewed technical journal ISSN (1673-5188)
and CODEN (ZCTOAK). It is edited, published and distributed by
ZTE Corporation (http://www.zte.com.cn), a leading global provider

of telecommunications equipment and network solutions. The jour⁃
nal focuses on hot topics and cutting edge technologies in the tele⁃
com industry. The journal has been listed in Inspec, the Ulrich’s
Periodicals Directory, and Cambridge Scientific Abstracts (CSA).
ZTE Communications was founded in 2003 and has a readership of
6000. It is distributed to telecom operators, science and technology
research institutes, and colleges and universities in more than 140
countries.
Final submission due: Feb. 5, 2015
Publication date: Jun.1, 2015
Please email the guest editor a brief description of the article you
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Submission Guideline:
Submission should be made electronically by email in WORD for⁃
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Guest Editors:
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A New Virtual Disk Mapping Method for the CloudA New Virtual Disk Mapping Method for the Cloud
Desktop Storage ClientDesktop Storage Client
Hancong Duan1, Xiaoqin Wang1, Ping Lu 2, Shengmei Luo 2, and Zhiyong Wang 2

(1. University of Electronic Science and Technology of China, Chengdu 610054, China;
2. ZTE Corporation, Nanjing 210012, China)

Abstract

Integration of the cloud desktop and cloud storage platform is urgent for enterprises. However, current proposals for cloud disk are
not satisfactory in terms of the decoupling of virtual computing and business data storage in the cloud desktop environment. In
this paper, we present a new virtual disk mapping method for cloud desktop storage. In Windows, compared with virtual hard disk
method of popular cloud disks, the proposed implementation of client based on the virtual disk driver and the file system filter
driver is available for widespread desktop environments, especially for the cloud desktop with limited storage resources. Further⁃
more, our method supports customizable local cache storage, resulting in user ⁃ friendly experience for thin ⁃clients of the cloud
desktop. The evaluation results show that our virtual disk mapping method performs well in the read⁃write throughput of different
scale files.

virtual disk; cloud desktop; file system filter driver; customizable cache storage
Keywords
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This work on key technologies of the integration of cloud desktop and
cloud storage Platform is supported by ZTE Industry ⁃Academia ⁃Research
Cooperation Funds.

1 Introduction
n recent years, cloud storage has been one of the most
popular internet applications with the maturity of
cloud computing [1]. Cloud storage [2] makes various
types of network storage devices work together by uti⁃

lizing clustering server, network transmission and distributed
file system. Compared with traditional storage devices, cloud
storage is low⁃cost, high security, and flexible setup of capacity
for easy expansion. With the popularity of mobile workforce
and IT resource consumerization, desktop virtualization [3] as
an important application of cloud computing has been devel⁃
oped.

A virtual machine (VM) which is based on thin⁃client data
approach is emerging as a virtual desktop solution for data cen⁃
ters, such as Xen Desktop [4] and VMware View [5]. Most
desktop storage clients of VMs run in the virtual operating sys⁃
tem, of which the computing and storage resources are tight
coupling in a virtual image file stored in the supervisor operat⁃
ing system. However, once the storage client in virtual desk⁃
tops caches the entire user’s cloud data, the size of the virtual
image file increases. This results in inflexible data storage and

scalability.
In this paper, we propose a virtual disk mapping method for

cloud desktop storage client. This method is based on the virtu⁃
al disk driver and file system filter driver and provides a flexi⁃
ble, user friendly cache management schema in a virtual desk⁃
top environment.

The remainder of this paper is organized as follows. Section
2 describes the related works; Section 3 presents the architec⁃
ture of the cloud disk client in Windows, and proposes the
mapping method based on the virtual disk drive and the file
system filter driver in detail. In Section 4, we evaluate the per⁃
formance of the cloud disk and compare it with the local disk
with different data scales.

2 Related Works
Cloud disk services have blossomed in China and else⁃

where since 2012 [6]. These services include Dropbox, Google⁃
Drive, KingSoft KuaiPan, and Baidu CloudDisk. Most of the
client sides of these cloud disks are available for Microsoft
Windows, IOS, and Android. Because Windows is a wide⁃
spread desktop operation system with the largest number of ap⁃
plications and the biggest market share, we mainly study the
cloud disk client in Windows.

There are three popular technologies of the cloud disk client

I
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in Windows:
1) web browser
For the traditional network storage service, uploading/down⁃

loading files through web browsers is the main method of ac⁃
cessing data. Almost all the cloud disks provide web clients for
users to access the cloud content through any operating system
with web browsers. However, it is inconvenient to upload and
download files frequently through web browsers among differ⁃
ent user⁃ terminals, such as smart phones, personal digital as⁃
sistants (PDAs) and PCs.

2) synchronized directory
In the cloud disk service, data synchronization between ter⁃

minals is a typical function. The cloud disk client in Windows
represents a synchronized directory, such as Google Drive [7]
and Baidu CloudDisk [8]. Users drag files between the synchro⁃
nized directory and the local disk is used for data synchroniza⁃
tion. The synchronized directory is integrated into the local sys⁃
tem as the storage space of the cloud disk. However, this meth⁃
od only stores the metadata of the cloud disk user, therefore,
the cloud disk is not available in an environment without net⁃
work.

3) virtual disk
Virtual disk mapping supports local disk operation habits

and offline operations. It is an ideal solution to cloud disk cli⁃
ents. The Windows clients of Dropbox [9] and KingSoft Kuai⁃
Pan [10] use virtual disk mapping. Currently, this method re⁃
lies on the virtual hard disk (VHD) technology. VHD [11], [12]
is a virtual disk image, of which the contents exactly simulate
those of a hard disk by fragmenting the file contents into fixed
512 bytes records. A virtual disk based on the VHD technique
replicates all the cloud disk content. After a VHD image gets
mounted, it is integrated to the local system with a drive letter.
Hence, the client application invokes the ReadDirectoryChang⁃
esW API of Windows [13] to capture user’s operations on the
virtual disk and then synchronizes data to the back⁃end cloud
storage.

However, the client based on the VHD technology does
not apply to the virtual desktop environment in which the com⁃
puting and storage resources of each user are coupled and lim⁃
ited. When storing popular multimedia data, the virtual disk
consumes a lot of storage space on the local hard disk, and this
results in storage pressure on the local system with poor perfor⁃
mance. Application⁃level data protection is realized by calling
the specific Windows API to capture user’s operations. Howev⁃
er, this does not satisfy the needs of data security for enterpris⁃
es.

To solve these problems, we propose a disk mapping
scheme for the cloud disk client in Windows. With the custom⁃
izable cache in the local system, this disk mapping scheme is
available for widespread applied environments, especially for
the virtual desktop storage. The data of cloud disk can be en⁃
crypted at the driver level. In this way, the proposed scheme
can prevent the brute⁃force attacking the cloud content cached

in the local disk.

3The Proposed Method

3.1 System Architecture of the Cloud Disk
The proposed system architecture of the cloud disk desk⁃

top client consists of the cloud storage platform and various us⁃
er terminals (Fig. 1).

In Fig. 1, the cloud disk desktop client typically has four
layers: presentation, logic, network communication, and local
cache.

The presentation layer is the user interface of the client
side, and most cloud disks present the cloud storage space as a
virtual disk or a file directory on the user terminal systems for
the intuitive file control methods.

The business rules on the logic layer are applied as data
passes from the presentation layer, through the network com⁃
munication and local cache layers, and back again.

In the communication layer, all the user’s operations on the
virtual disk can be synchronized to the cloud storage server,
and the desktop client receives update notifications from the
cloud server when other user terminals change the cloud con⁃
tent.

The local cache layer stores the user metadata and cloud
content in the local disk. In order to adapt to different running
environments, the cloud disk client has three local cache
schemes: full, customizable, and no cache.
3.2 Disk Mapping Method

On the presentation layer of the cloud disk client, the
cloud disk is integrated to the operation system as a local disk.
In this way, users can get localized experience of reading and
writing files on the cloud disk. From a user’s perspective,
there is no difference between accessing data from the cloud
disk and accessing data from a local hard disk. All the user op⁃
erations are automatically synchronized to the cloud server by
the background application of the client. We also propose a

▲Figure 1. System architecture of the cloud disk client.

Logic layer
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Data
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Data
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disk mapping scheme of the cloud disk. This scheme is based
on the disk drive [14] and file system filter driver [15].
3.2.1 Virtual Disk Drive

The virtual disk driver maps the cloud storage space to
the desktop system as a local virtual disk. The virtual disk driv⁃
er virtualizes an image file into a local disk partition which al⁃
lows users to read and write. After being mounted, the virtual
disk is integrated into My Computer with the settable drive let⁃
ter, such as the H (Fig. 1). The Windows system provides ma⁃
ture techniques for creating and mounting the virtual disk, in⁃
volving the IOCreateDisk APIs and dispatch functions in the
kernel mode. User operations on the virtual disk are sent to the
file system through the I/O request packages (IRPs) controlled
by Windows NT I/O Manager (Fig. 2).
3.2.2 File System Filter Driver

In Windows NT driver mode [16], every I/O request from
the client process is controlled by Windows NT I/O Manager
when a user operates on the cloud disk. Before sending an
IRP, I/O Manager checks whether there is an additional device
object driver besides the file system driver. If not, it sends the
IRP to the file system driver normally; otherwise, the IRP is
sent to the additional device object driver first. The file system
filter driver is located on the file system driver or between the
file system driver and storage device driver.

We design the filter driver on the file system driver (Fig.
2). The filter driver module intercepts the I/O request before it
reaches the file system. The filter driver captures I/O requests
from the user’s operation on the virtual disk and sends them to
the upper network communication layer of client application.
The whole process is shown in Fig. 2. After receiving these fil⁃
tered IRPs, the network communication layer optimizes them
by the file operation de ⁃duplication. The optimized operation
set are then synchronized to the back⁃end cloud storage via the
network connection.

Based on the file system filter driver, the cloud disk client
can implement the transparent data encryption [17] in the ker⁃
nel mode when the filter driver captures the IRPs. This effec⁃
tively avoids the data leakage on the client.
3.3 Client􀆼Side Data􀆼Caching Schemes

Currently, most cloud disk desktop clients back up all the
cloud disk data onto the local hard disk, so users can access
the cloud data offline. The background of client automatically
synchronizes data to the cloud when the application connects
to the internet. Available offline operations provide a good ex⁃
perience for users. However, because some devices having lim⁃
ited capacity of storage and computing, the full ⁃cache storage
method has poor user experience due to the large storage load
on the local disk. Besides full cache, no⁃cache and customiz⁃
able cache schemes are introduced to fit for different running
environments. Fig. 3 shows the detailed processes of these

three schemes.
The full⁃cache scheme is the main solution of most cloud

disks at present. With this scheme, a client backups all cloud
data on the local disk to support offline operations.

With the no⁃cache scheme, a client only stores the meta⁃
data of the cloud disk, and every data accessing is mapped to
the cloud server via the network. Thin⁃clients of many virtual
desktop are based on the no⁃cache scheme.

The size of a client cache can be set in the customizable⁃
cache scheme, which is applied for different environments.
The customizable ⁃ cache scheme takes advantage of both full
cache and no cache. It supports the offline operation, and also
consumes proper amount of local storage resources. Aiming at
customizing the initial cache space in different running envi⁃
ronments, the client based on customizable ⁃cache scheme al⁃
lows users to change the capacity of local cache in need when
it is running. By using cache⁃ replacement algorithms such as
Least Recently Used (LRU) and First In, First Out (FIFO), da⁃
ta cached in the local disk is regularly updated to become hot

▲Figure 2. The disk driver and file system filter driver of the client.

IRP: I/O request package

▲Figure 3. Three local cache schemes.
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spot data.

4 Evaluation
In this section, we verify the function of the customizable⁃

cache scheme. We also present a range of read ⁃write bench⁃
marks to show the performance of the proposed cloud disk cli⁃
ent and compare it with the local hard disk.

In all the fowling test⁃bed experiments, the proposed cli⁃
ent is configured in the private computer, which runs on Win⁃
dows 7, with dual⁃core 2.7 GHz Intel Pentium processor, 4 GB
of memory, and a 500GB SATA 7200 RPM hard drive. CS⁃
TORE is used as the back⁃end server, which is a desktop⁃ori⁃
ented distributed cloud storage platform.
4.1 Cache Data Replacement

We evaluate the cache data replacement of the cloud disk
client in terms of the times of cache replacement. A directory
tree stored on the local hard disk is copied to the cloud disk for
the simulation of user’s file operations of the cloud disk. As
discussed in section 3, the previous user data cache which is
least recently used is replaced until the cache capacity drops
to the reserve size of the client when the current cache goes be⁃
yond the allowable size. In the following test cases, we the ini⁃
tial size of local cache is 100 MB. To simulate file operations
of the user, we choose 200 files randomly from the file set (in⁃
cludes three level of directories with 500 10 kB files, 200 100
kB files, 200 1024 kB files and 100 10 MB files) stored on the
local disk, copy them to the cloud disk, and estimate the cache
replacement times for each test case.

The cache is successfully replaced when the size of cur⁃
rent cache is more than 100 MB (Fig. 4). In the 6 test cases of
Fig. 4, the average times of the cache replacement is approxi⁃
mately equal to 13. The proposed customizable cache manage⁃
ment is flexible for upper applications and users.
4.2 Read􀆼Write Performance

We use IOzone [18], a disk I/O performance test tool, in
Windows. Previous studies have shown that most file access in⁃
volves random disk access with small request sizes [19]. There⁃

fore, we focus on the random disk read/write and compare the
throughput with the local hard disk. In our test cases, the de⁃
fault local cache size of a cloud disk client is 100 MB; the test
file size is 50 MB; and the data block size of IO request in⁃
creases from 32 kB to 8192 kB in doubling size.

The throughput is shown in Figs. 5 and 6. The blue line
represents the write⁃ read speed of the cloud disk and the red
line represents the write ⁃ read speed of the local disk. The
speed of accessing data to the cloud disk is slightly slower than
the local disk due to the extra processing of the file data. How⁃
ever, from the user’s perspective, there is no difference be⁃
tween the two read⁃write speeds when the user manipulates his/
her data from the disk device. The cloud disk performs well in
the read⁃write throughput for users.

5 Conclusion
In this paper, we have presented a virtual disk mapping

method for cloud desktop storage. Unlike state⁃of⁃the art pro⁃
posals of the cloud disk, we use virtual disk driver and file sys⁃
tem filter driver to simulate a virtual desktop disk associate
with users’cloud storage space. The virtual disk driver pro⁃
vides a user⁃ friendly mode for accessing desktop data. It also
provides a flexible cache space management mechanism. The
file system filter driver intelligently checks I/O requests of up⁃
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▲Figure 4. Cache replacement times of file operations.

▲Figure 5. Read throughput.

▲Figure 6. Write throughput.
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1 Introduction
elational databases have been around since the
1970s and have been an integral part of data stor⁃
age and query applications of numerous companies
and organizations. In recent years, the speed at

which data is created has rapidly increased. A report of IDC in
2011 shows that the amount of global information and will sur⁃
pass 1.8 ZB, or 1.8×109 GB, which growing by a factor of 9 in
just five years [1]. It has become difficult (arguably impossible)
to store all existing and newly created data in RDBMSs be⁃
cause an instance of a common RDBMS can only be installed
on a single server. Another reason that RDBMSs do not work
well with big data is that most data is not structured in a way
that meets RDBMS requirements [1]. Not Only SQL (NoSQL)
has therefore been proposed for big data storage and querying
[2]. NoSQL has no limitations in terms of the type of data that
can be input or queried, and it is easy to deploy in a distribut⁃
ed system. This makes it particularly suitable for big data.
Compared with RDBMS, NoSQL is also cost efficient. Some ap⁃
plications have storage requirements that cannot be met by re⁃

lational databases [3].
In this paper, we propose:

•a hierarchical indexing mechanism
• a prototype distributed data ⁃ storage system, called HMI⁃

Base, which has hierarchical indexes for non⁃primary keys
in tables and enables efficient data querying

•a memory cache replacement algorithm, called Hot Score, in
HMIBase.
To implement out system, we use open ⁃ source Apache

HBase [4], which is designed for big data storage and query⁃
ing. We use HBase because the data schema in HBase is not
as strict as that in RDBMS, and users do not need to tell
HBase the length of every property when creating a table. Sec⁃
ond, the structure of a table can be modified even if the table
is not empty. Third, HBase is based on Hadoop Distributed
File System (HDFS), which means it is easy to scale an HBase
cluster from a single server to hundreds of similar nodes. This
is difficult to do with most RDBMSs.

To reduce query time, a cache is also needed. In fact, data
set queries often conform to the 80⁃20 Rule [5]; that is, they fol⁃
low a Zip ⁃ F Distribution [6] with some specific arguments.
Therefore, storing frequently accessed data in a cache can im⁃
prove performance significantly. Because most SQL and
NoSQL systems do not support caching, a cache needs to be
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built on top of a database system. We use Redis [7] for the
memory cache because it is based on key⁃value pairs and per⁃
forms very well with single⁃key queries. Also, most data in Re⁃
dis is stored in the memory, and the cost in terms of query time
is significantly less than that of HBase.

This paper proceeds as follows. In section 2, we introduce
hindex, an index system in HBase. Our proposed system has
some similarities to hindex. In section 3, we describe HMI⁃
Base, its modules and inner implements. In section 4, we intro⁃
duce the procedure of HMIBase. In section 5, we describe the
architecture of HMIBase. In section 6, provide the results of
tests done on the Hot Score algorithm. Section 7 concludes the
paper.

2 Related Work

2.1 Hindex
J. Mandava et al. introduced hindex to improve the perfor⁃

mance of HBase [8]. Hindex is fully implemented on the server
side implementation along with the HBase coprocessor, which
preserves index data in a separate table. Indexing is region ⁃
wise, and a custom load balancer co⁃locates the index table re⁃
gions with actual table regions. HBase with hindex supports
multiple indexes on a table and multi⁃column indexes. An in⁃
dex may be based on part of a column value. And then, equal
and range condition scans using index if index has been built.
Also, indexing can be done with a bulk load [8].

Hindex has a put operation and scan operation. When a row
is put into the HBase’s user table, coprocessors generate the
index information and then put it into the corresponding index
table. The index table’s rowkey can be spliced as follows [8]:
rowkey = region startkey + index name +
indexed column value + user table rowkey (1)
When scanning on a user⁃table, a scanner will be created by

coprocessor on the index table. Then coprocessor use this scan⁃
ner to scan the index data, and seeks to extract rows in the us⁃
er table. These seeks on HFiles are based on the rowkey ob⁃
tained from index data. By doing this, blocks where data is not
present can be skipped [8]. However, hindex locates its index
on each node of a cluster, so data queries have to be sent to ev⁃
ery node even if the result only exists in one node. It may cost
too much time to execute the query for data.
2.2 Memory Cache Strategies

An appropriate memory cache strategy is necessary to dis⁃
card some records, improve the hit ratio, and reduce query
time. Common cache strategies include first⁃in first⁃out (FIFO)
[9], which involves selecting the first record for data replace⁃
ment; random, which involves randomly selecting a record to
replace; and the Least Recently Used (LRU) [10], which in⁃

volves selecting the least ⁃ accessed record in a recent period
and replacing it. Other strategies, such as TBF, have also been
proposed [11]. We propose a new strategy that involves the use
of Hot Score algorithm. Hot Score uses a property, called“hot
score,”to decide which record to replace.

3 Preliminary

3.1 HBase and Its Coprocessor
HBase is a distributed, fault ⁃ tolerant, highly scalable, col⁃

umn ⁃ oriented, NoSQL database. HBase is used for real ⁃ time
read/write random⁃access to very large databases [5]. It lever⁃
ages the distributed data storage of HDFS, a distributed file
system running on thousands of computers.

As with HDFS, the two main parts of HBase are HMaster
and HRegionServers, both of which are managed by Zookeeper
[6]. In particular, Zookeeper can manage configuration informa⁃
tion, which is often difficult to manage in a distributed system.
HMaster [1] is the master server of HBase and monitors all
HRegionServer [1] instances in the cluster. HMaster also moni⁃
tors the interface of all metadata modifications. Another impor⁃
tant part of HBase is HRegionServer, which serves and manag⁃
es regions. In HBase, region is an important concept that de⁃
scribes the basic element of availability and distribution for
HBase tables. A HRegionServer often runs on an HDFS
DataNode.

HBase is a NoSQL database. However, it is a quasi⁃relation⁃
al database because it lacks some of the important features of a
relational database, e.g., typed columns and triggers. Also, un⁃
like SQL in a relational database, there is no advanced query
language based on HBase. An SQL system may maintain an in⁃
dex for a primary key in a table to improve querying. However,
data in HBase is stored in HDFS and may be located in differ⁃
ent machines. Therefore, it is difficult for HBase to maintain
an index similar to that of an SQL system.

The HBase coprocessor [5] is based on the BigTable copro⁃
cessor of Jeff Dean [6]. With a BigTable coprocessor, each tab⁃
let in the table server can run arbitrary code and support high⁃
level call interface for clients. A BigTable coprocessor is a
very flexible model for building distributed services and en⁃
ables automatic scaling, load balancing, and request routing.
The main modules in a coprocessor are Observer and Endpoint
[5].

An instance of Observer contains three tree observers:
1) RegionObserver, which provides hooks for data manipula⁃

tion events such as Get, Put, Delete, and Scan.
2) WALObserver, which provides hooks for operations related

to write⁃ahead log (WAL).
3) MasterObserver, which provides hooks for DDL⁃type opera⁃

tions such as Create, Delete, and Modify Table.
Endpoint is an interface for dynamic remote procedure call

(RPC) extension. Endpoint is installed on the server side and
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can be invoked with HBase RPC. The client library provides
convenient methods for invoking dynamic interfaces.

The coprocessor procedure is as follows. The coprocessor
initiates RPC invocations of the registered dynamic protocol on
every target table region. The results of those invocations are
returned as they become available. The client library manages
this parallel communication on behalf of the application. The
client library manages messy details, such as retries and er⁃
rors, until all results are returned or there is an unrecoverable
error. Then the client library rolls up the responses into a Map
and hands it over to the application. If an unrecoverable error
occurs, an exception will be thrown to the application code so
that it can take action. Fig. 1 shows a typical process of a co⁃
processor.
3.2 Redis

Besides HBase, another important NoSQL database is Redis
[7]. Redis is a key⁃value store but is often referred to as a data
structure server because keys can contain strings, hashes, lists,
sets and sorted sets. By supporting different types of data struc⁃
tures shown above, Redis can process a wide variety of prob⁃
lems that can be naturally mapped into what Redis offers. Re⁃
dis allows its users to solve their problems without having to
perform the conceptual gymnastics required by other databases
[13].

In our system, Redis can be used as a memory cache to re⁃
duce the time of queries and improve system performance.

4 System Architecture
We propose a new index mechanism for a system called

HMIBase, which is based on HBase with coprocessors. HMI⁃
Base has two parts: client and server. The server contains a
memory cache, and the client provides query and update APIs
similar to HBase.
4.1 HMIBase Index Mechanism

Assume we query a specific table to obtain a record with its
value in a specific column. We create an index table that con⁃

tains only a rowkey but no other columns. The rowkey of in⁃
dextable contains the table’s column information, the value in
column and rowkey of origin table. For example, a table called
telephoneBook has three columns: id, which contains people’s
ids; name, which contains names; and telephone, which con⁃
tains telephone numbers. To obtain the name of a person with
a specific telephone number, we build the index when input⁃
ting the data into the table. The index is constructed as follows:
t, number, id. Here, t describes to the column information and
can be replaced with a column name, abbreviation, or any oth⁃
er content. The number and id is the value in the column for
telephone number and rowkey in telehphoneBook, respectively.

In order to query all values in a specific range, we also pro⁃
pose a value table for each column to be queried. There may
be more than two value tables for a single table. Referring to
the example previously mentioned in subsection 4.1, the prefix
digits of a telephone number indicate the zone of the number; e.
g., a telephone number starting with 025 indicates it comes
from Nanjing. We can therefore send a range query starting
with 025⁃00000000 and ending with 025⁃99999999 to search
for people who live in Nanjing. The telephone numbers in cor⁃
responding value table are sorted in lexicographic order as a
rowkey.

With this index mechanism, non⁃primary keys can be que⁃
ried by querying two rowkeys. First, the value table is queried;
values in a specific range are obtained; and values in the index
table are queried in order to obtain the rowkeys. Finally, an or⁃
dinary query of the rowkeys will provide the answers. This
mechanism is especially suitable to range queries because
HBase has to scan all tables to obtain records of a non⁃primary
key. Querying rowkeys results in much better performance
much than querying non⁃primary keys.
4.2 HMIBase Framework

There are two types of data in HMIBase: hot and cold. The
former is data stored in both the memory cache and HBase,
and the latter is data stored only in HBase.
Fig. 2 shows the HMIBase framework. On the client side,

the main modules in HMIBase are Query Interface, Query Re⁃
quest Process and Update Interface. On the server side, the
main modules in HMIBase are Index⁃Cache in Memory, Data⁃
Cache in Memory, and HBase with coprocessor.

The Query Interface module can receive queries from the us⁃
er and return results to the user. In HMIBase, there are two
types of query request: point and range. A point query request
can be used to query information about a specific key whereas
a range query can be used to query all information between the
lower and upper bounds of the user’s input.

The procedure of HMIBase is as follows. APIs are used to
first send a query or update request. After receiving the re⁃
quest from a user, the Query Interface module passes it to the
Query Request Process module. A point query request is sent
directly to the Index ⁃ Cache in Memory module. However, a▲Figure 1. Coprocessor procedure [12].
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range query request is sent to HBase to find the values within
the range specified by bounds. Then, the range query request
is transformed into a number of point query request and pro⁃
cessed one by one. Finally, the results of all point query re⁃
quests are merged and returned to the Query Interface module
and then the user.

Index ⁃ Cache in Memory is a cache of the hot data index,
and Data⁃Cache in Memory stores the data whose index are In⁃
dex⁃Cached in Memory. Like in other cache systems, the selec⁃
tion of data from HBase depends on the cache strategy. We pro⁃
pose an algorithm to improve system performance. Memory ac⁃
cess is much faster than HBase access (HBase data is stored in
HDFS and HDFS files are stored on the local file system).
Therefore, the time spent on a query is reduced. We use Redis
for Data⁃Cache in Memory.

If not in memory, a query request is sent to HBase. An
HBase module executes a native query and sends the result
back. Whether the data of the queried key is stored in memory
depends on the strategy.

The Update Interface module has update APIs, including in⁃
sert, delete and update. The module sends update requests to
HBase. An update request is a trigger to HBase coprocessors.
If the data corresponding to an update request is duplicated in
the memory cache, the memory cache is temporarily locked
and deleted or replaced with new data.
4.3 HMIBase Implementation

In the client, HMIBase implements a query client object for
each session. A query client tries to establish a connection
with the memory cache server when initiating and disconnects
exiting. Then, a user can call query APIs supported by Query
Client Object in order to finish a job.

The query client contains a memory client object that pro⁃
cesses the connection with the cache server. The memory cli⁃
ent sends a remote process call to the server and obtains a val⁃
ue in return. Both point queries and range queries are pro⁃
cessed by same the RPC; the only difference is the argument
passed to the query client by the user.

▲Figure 2. HMIBase architecture.
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The query client does not support Update APIs because up⁃
date operations trigger the HBase coprocessor. Current HBase
APIs work efficiently in HMIBase, and it is not necessary to
implement new APIs.

When a range query is received, HMIBase turns to HBase to
search for values within the range. HMIBase uses a first ⁃ key
filter [1] to search the index table and obtain suitable values
within the range in HBase. Then, HMIBase executes a number
of value queries.

HMIBase implements a memory cache server at the server
side. The reason the memory cache is called a“server”is that
it can receive remote process call requests from the client and
return results, just like a server. When initiated, the memory
cache server uses Apache ZooKeeper to move data to different
machine nodes. If a table is created by a user, a global index
table corresponding to the table is created simultaneously. Da⁃
ta transfer is much slower than memory caching, and a global
index table can reduce the time spent accessing each node be⁃
cause it maps the query key to its location. In HMIBase, Zoo⁃
Keeper uses a consistent hashing algorithm to map data to dif⁃
ferent nodes [14] (Fig. 3).

ZooKeeper arranges nodes in a logical ring, and the loca⁃
tions of nodes within this ring are uniformly distributed. After
receiving a remote process call from the memory client or
HBase coprocessor, the server tries to hash the query request
(including table name, column information, and value) to a val⁃
ue of the logical ring. The metadata of this value is stored in its
next node, as indicated by the arrows in Fig. 3. If a node within
the cluster is disconnected, the value is mapped to the next
node in the logical ring.

HMIBase also focuses on robustness. Maintaining data is
usually difficult in a distributed database because different
nodes in cluster may get different system status when there are
multiple operations on the same record. HMIBase adds a syn⁃
chronized lock on the server’s update interface. One request of
update can access the data record only after it gets the server’s

update lock. An update session can only be initiated because
an update lock has been obtained from the server. After a ses⁃
sion ends, it unlocks itself and sends an event to ZooKeeper,
which then updates the system status. Another session in the
waiting queue obtains the lock in order to do its job.

5 Hot Score Algorithm
To improve the hit ratio and reduce query time, HMIBase us⁃

es Redis as a memory cache. However, we adopt a new strate⁃
gy—the use of Hot Score algorithm in the cache. Hot Score as⁃
signs a hot score to each record in HBase. This score is given
by:

Hot Score = visitCount
countPeriod

× α + ( )1 - α × lastHotScore (2)

where countPeriod is the cycle of the Hot Score algorithm, i.e.,
the number of query requests between current execution and
the next, and visitCount is the number of times a record has
been queried during the last countPeriod Query Requests. The
parameter α is the weight of the current statistical result when
calculating a new hot score. The lastHotScore is the original
value of the hot score and has a weight of 1 ⁃ α.

The Hot Score algorithm is part of a memory cache server
query procedure, so we describe this algorithm in the function
query. The function query with Hot Score algorithm is de⁃
scribed in pseudo code in Algorithm 1.
Algorithm 1: Query with Hot Score Algorithm
Input: table t, column col, Value value
Output: query result res
res.key = generate_key(t, col, value);
if Cache.contains(res) = true then

get res.data from redis;
end
else

get res.data from HBase;
end
if res.data = null then

return res;
end
Cur_Access_Set.add(res);
res.increase_visit_count();
increase_query_counter();
if get_query_counter() = count_period then

reset_query_counter();
foreach record in Cur_Access_Set do

record.hot_score = record.hot_score * α +
record.get_visit_count()/count_period * (1-α);

sort Cur_Access_Set by hot_score order;
foreach i in [0, MAX_CACHE_SIZE -1] do

▲Figure 3. Consistent hashing.
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record = Cur_Access_Set.get(i);
if Cache.contains(record) = false then

Cache.add(res);
get record.data from HBase;
put record.data into Redis;

end
end
foreach i in [MAX_CACHE_SIZE, Cur_Access_Set.size()⁃1] do

record = Cur_Access_Set.get(i);
if Cache.contains(record) = true then

Cache.remove(res);
delete record.data from Redis;

end
end
Cur_Access_Set.clean();

end
return res;

In Algorithm 1, Cache is the current memory cache, which
only needs to be updated when Hot Score algorithm is execut⁃
ed. Cur_Access_Set is a set of metadata of all the queries over a
period and needs to be cleaned after the Hot Score algorithm
has ended. For each query, HMIBase generates a key using the
table name, columns, and values input by the user. HMIBase
then tries to access the data from Cache using the generated
key. If the data cannot be accessed, it is obtained from HBase.
There is no data exchange between the cache memory and
HBase unless the Hot Score algorithm is executed. When the
number of queries reaches countPeriod, Hot Score Algorithm is
executed. First, hot scores are calculated for all records ac⁃
cessed in Cur_Access_Set, regardless of whether they are in
memory or not. This calculation is made using (1). Then, re⁃
cords are sorted according to their hot scores and the Top⁃K re⁃
cords are chosen. The chosen records are loaded into memory
and others, even if they remained in memory during the last pe⁃
riod, are discarded. After Hot Score is executed, Cur_Ac⁃
cess_Set is cleaned in preparation for the next period.

6 Experimental Evaluation
We conducted experiments (Table 1) to determine how our

methods affect system performance. Brown University’s Ma⁃
pReduce database benchmark was used [15] because it sup⁃

ports a Python script. This enables data records to be generat⁃
ed as much one wants. Ten million records were generated and
stored in HBase (data was put into a test table). After this, the
query time for native HBase, Hindex and our HMIBase was
compared. We compared the query time of different cache
strategies to see the improvement brought about by Hot Score
algorithm.

We also generated some query requests, including point que⁃
ry and range query request on this benchmark. The values of
point and range query are generated in ZipF distribution [11]
and the ranges here are set to be constant values (here, 10 and
100).

We ran some random queries, including point queries and
range queries (range = 10) on HBase without any modification
(native HBase), hindex, and HMIBase. Fig. 4 shows results of
these queries on the different systems.

In Fig. 4, the time cost for point and range queries on HMI⁃
Base is much shorter than that for point and range queries on
HBase and hindex. In HMIBase, time cost for a range query is
nearly 10 times that for a point query. HBase uses a filter to
query and scans all the records in the table; therefore, the time
cost for point and range queries are similar. Hindex creates an
index on each region of HBase; therefore, the time spent on
each node becomes shorter, but there is no obvious improve⁃
ment in accessing nodes from the master. With HMIBase, the
speed of access to nodes from the master has an improvement
with a factor of five to eight. HMIBase locates the index direct⁃
ly and stores hot data in the memory, so it performs much bet⁃
ter than native HBase and hindex. Because HMIBase executes
a range query by executing multiple point queries, the time
cost of a range query depends on the size of result set.

In another experiment, we applied different cache strategies
to HMIBase and add strategy as a property in the configuration
so that it was easy to switch between strategies. We executed
some point queries and range queries using different strate⁃
gies. Fig. 5 shows the time cost of these queries using different
cache strategies.

Hot Score algorithm results in faster point and range query⁃
ing than other caching strategies. As the size of data increases,

▼Table 1. Experiment environment

Environment
Server
Number of nodes
OS kernel
JVM
Hbase
Redis

Information (or Version)
x86⁃64, 2.8GHz × 8 cores/32G memory
2
Linux kernel 2.6.32
Java⁃1.6.38 for Linux
Hbase⁃0.94.14
Redis⁃2.6.8 ▲Figure 4. Experiment results.
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the difference in time cost between Hot Score and other strate⁃
gies increases. The main reason for this difference is that Hot
Score algorithm has a higher hit ratio than other caching strate⁃
gies. The hit ratios for each query executed in the experiment
are shown in Figs 5(b), (d) and (f). We use a coefficient of 0.2
to allow the size of the cache to increase in line with the size of
queried data. In this way, there is no visible difference in hit
ratio when the size of queried data increases.

The hit ratio for LRU is higher than that for random data se⁃
lection because LRU can calculate when the data was last
used and store hot data for faster retrieval. However, LRU may
discard some hot data because it is only concerned with the
last use of the data. Hot Score, on the other hand, calculates
the use of data over a whole period and thus has a higher hit ra⁃
tio than LRU.

Another reason that Hot Score algorithm results in fast que⁃

Query times

◀Figure 5.
Time cost of point and
range queries using
different cache strategies.
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rying is that it reduces data transmission. In Redis, read and
write operations need to be synchronized in order to maintain
data consistency, and this increases time cost. With random da⁃
ta selection or LRU, if not in memory, the memory cache needs
to decide which key to exchange and do a read/write operation
between Redis and HBase files. This means the synchroniza⁃
tion operations may increase the time of the query. Hot Score
algorithm only exchanges data when the number of queries is
large enough, e.g., 10,000. Even though there may be several
updates between HBase and cache, Redis can process these
updates in a pipeline because there are no read operations be⁃
tween the updates, and only one synchronization operation is
required in the end. Therefore, Hot Score also reduces trans⁃
mission time.

7 Conclusion
NoSQL has become more and more popular for data storage

in recent years. To make data querying more efficient, indexes
and memory cache techniques have been used in NoSQL data⁃
bases. In this paper, we have described HMIBase, a NoSQL
system built on Hbase. HMIBase has indexing and has trans⁃
parent features and modules. HMIBase uses HBase for data
storage and creates a memory cache for more efficient data
transmission. HMIBase offers a client query and update APIs
as well as a server to support RPCs from the client and finish
jobs.

HMIBase supports a variety of cache strategies for data ex⁃
change. These strategies include random, LRU, and Hot Score,
a new algorithm introduced in this paper. After the introducing
Hot Score, we described how HMIBase is based on an HBase
cluster. We then performed experiments on HMIBased using
the data cache strategies just mentioned. These experiments re⁃
vealed that Hot Score algorithm is a better cache strategy than
LRU or random.

Future research may be done on NoSQL systems (other than
HBase and Redis) that have not been well researched and the
addition of an exception process procedure for HMIBase in or⁃
der to improve the robustness of HMIBase. This will make
HMIBase more suitable for different scenarios.
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This paper proposes an analytical mining tool for big graph data based on MapReduce and bulk synchronous parallel (BSP) com⁃
puting model. The tool is named Mapreduce and BSP based Graph⁃mining tool (MBGM). The core of this mining system are four
sets of parallel graph⁃mining algorithms programmed in the BSP parallel model and one set of data extraction⁃transformation⁃load⁃
ing (ETL) algorithms implemented in MapReduce. To invoke these algorithm sets, we designed a workflow engine which optimized
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1 Introduction

apid development in fields such as the Internet of
Things, cloud computing, social networking, mo⁃
bile communication and social media, has ushered
in the era of big data. Now, most big data exists as

a graph or can be expressed using graph structure, which is
one of the most widely used abstract data structures in comput⁃
er science. Graph structure enables more complex, comprehen⁃
sive presentation of data than link tables or tree structures.
Graph ⁃ mining theories and techniques are improving all the
time; however, the amount of information is growing exponen⁃
tially, and the scale of graph⁃based data is increasing signifi⁃
cantly. The Internet Data Center in the United States has point⁃
ed out the amount of data on the Internet is expanding by 50%
each year, and more than 90% of data worldwide was generat⁃
ed in the past two years [1]. Millions of smart mobile devices,
both enterprise and personal, are produce data in everywhere
and at any time. YouTube users upload about 70,000 hours of
video every day. According to statistics from the China Inter⁃
net Network Information Center (CNNIC), at the end of Decem⁃
ber 2013, the number of webpages in China was 150 billion, a
22.2% increase over last year. At the same time, there were ap⁃

proximately 308 million microblog users, approximately 54.7%
of all Internet users [2]. The amount of big graph data being
generated is huge, and it will be challenging to efficiently ana⁃
lyze all this data. We therefore propose a system combining
MapReduce and a BSP⁃based graph⁃mining tool (MBGM). This
system has a series of parallel graph⁃mining algorithms based
on the bulk synchronous parallel (BSP) method. It also has a
set of data extract⁃transformation⁃loading algorithms based on
MapReduce. Distributed file systems are also used to store and
manage the graph data, and a workflow engine is used to in⁃
voke the algorithms.

The remainder of this paper is structured as follows. In sec⁃
tion 2, we review related works. In section 3, we describe the
MBGM system architecture. In section 4, we discuss the imple⁃
mentation of several typical graph⁃analysis algorithms and dis⁃
cuss an application. In section 5, we discuss the testing and
performance of the proposed system. In section 6, we discuss
future directions.

2 Related Work
MBGM is closely related to parallel ⁃ computing platforms

and graph⁃mining tools.
Message ⁃passing interface (MPI) is a model for passing on

messages. Many companies and universities have implemented
jobs that can be run on almost any type of parallel computer.This work is supported by ZTE Industry-Academia-Research

Cooperaton Funds.
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Such computers support all existing graph algorithms [3]. How⁃
ever, because the MPI model uses a communication method to
integrate computing resources, this model has several draw⁃
backs. For example, the inefficiency of parallel computing and
high consumption of memory makes it difficult to properly man⁃
age the resources and communication.

MapReduce was created by Google [4]. The best known and
most successful open⁃source implementation of MapReduce is
Hadoop. An application based on the MapReduce framework
can run on large⁃scale clusters in a parallel, fault⁃tolerant way.
A MapReduce program has two main steps: map and reduce.
Each phase comprises an input, computation, and output step:
the output of each phase is the input for the next phase. When
a phase is finished, every machine writes its output data to
shared memory, and the data is synchronized. Therefore, each
machine is allowed to read the data written in the previous
phase. The MapReduce framework relies on the <key, value>
pair to transfer data between the steps. A user can implement
their own map and reduce function to finish the computing
task. The input and output files are stored in a distributed file
system. MapReduce is suitable for processing large⁃scale data
and executing algorithms that do not need much iteration. How⁃
ever, it performs badly with algorithms that are highly iterative.
This means that it is not suitable for most graph algorithms.

Bulk synchronous parallel (BSP) [5] is also a widely used
parallel computing framework. It overcomes some of the weak⁃
nesses of MapReduce and performs well when a program has
much iteration or requires a lot of communication. A BSP pro⁃
gram can be divided into several super ⁃ steps, each of which
consists of three stages: local computation, communication,
and barrier synchronization. A BSP system has a number of
computers with local memory and disks. Each computer can
run several computing processes called peers. In the local com⁃
putation stage, each peer is computed using locally stored da⁃
ta. After finishing local computation, each peer communicates
only necessary data to other peers. When a peer finishes the
communication stage, it waits until all the peers reach the bar⁃
rier synchronization, and a super⁃step is completed.

Spark [6] is newly proposed parallel computing framework.
The basis of Spark is the resilient distributed dataset (RDD),
which is a read⁃only collection of objects partitioned across a
set of machines that can be rebuilt if a partition is lost. The ele⁃
ments of an RDD do not need to exist in physical storage. A
handle to an RDD contains enough information to compute the
RDD starting from data in reliable storage. Another feature of
Spark is the abstract of parallel operation. Instead of map⁃re⁃
duce in the MapReduce model and super⁃step in the BSP mod⁃
el, the computing elements in Spark are reduce, collect and
foreach. Spark performs well with iterative jobs and interactive
analytics.

Apache Mahout [7] supports supply classification, cluster⁃
ing, pattern mining, regression, and dimension reduction, and
machine⁃ learning algorithms. However, it lacks a graph⁃min⁃

ing function. GraphLab [8] improves on MapReduce abstrac⁃
tion by compactly expressing asynchronous iterative algo⁃
rithms with sparse computational dependencies. However, the
asynchronous mechanism may cause non⁃convergence problem
while implement synchronous iterative graph algorithm. PEGA⁃
SUS [9] is a large open⁃source graph⁃mining system implement⁃
ed on Hadoop. The key idea of PEGASUS is to convert graph⁃
mining operations into iterative matrix ⁃ vector multiplications.
PEGASUS supports large ⁃ scale graph data; however, in prac⁃
tice, not all the graph ⁃mining algorithms can be modeled by
matrix⁃vector multiplications. Dryad [10] is a general parallel
computing platform proposed by Microsoft Research. This plat⁃
form abstracts the computing and communication in data⁃min⁃
ing operations into vertexes and edges in order to form a data⁃
flow graph. The platform executes the vertexes on work nodes
and refines the dataflow graph to optimize the running process.
Big Cloud parallel data mining (BC⁃PDM) [11], developed by
China Mobile Research Institute (CMRI), provides visualiza⁃
tion for data mining and analysis of graph data. However, it is
based on Hadoop, so the graph⁃mining algorithms do not per⁃
form well. Pregel [12] was premised on BSP and implemented
by Google. It is a complete solution for large⁃scale graph com⁃
puting but has not been published in the public domain. BC⁃
BSP [13] is another implementation of the BSP parallel plat⁃
form. Although most BSP platforms use memory to exchange
the temporary data, BC⁃BSP a data⁃spill mechanism (including
static data and dynamic data) on the local disk. This improves
data processing for a small cluster, but the management and
updating of this data⁃spill mechanism requires extra communi⁃
cation and system resources and creates new defects in the
platform. GraphX [14], a resilient distribute graph system
based on Spark, was proposed by UC Berkeley. The system has
a Spark computing engine and uses the vertex⁃cut method in⁃
stead of the edge⁃cut method for data partitioning.

3 System Architecture
This system focuses on big ⁃ graph management and graph ⁃

mining. We noticed that, while the original data is huge, but
most graph⁃mining application using part of the original data.
For example, the user phone call data provided by mobile com⁃
munication companies is GB sized, and contains much informa⁃
tion about the detail of caller and answerer, but most graph
analysis does not calculate all the information. We use MapRe⁃
duce to extract the graph data from original data and construct
the graph. To manage graph data and original data, we de⁃
signed a data I/O management component in the parallel plat⁃
form layer and a data ⁃management component in the logical
layer. The algorithm layer is divided into two parts: extraction⁃
transformation⁃ loading (ETL) algorithm set and graph⁃mining
algorithm set. We built the graph⁃mining algorithm set to im⁃
plement graph ranking algorithms, graph clustering algorithms,
and graph attribute analysis algorithms and graph partition al⁃
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gorithms as the foundation of the graph analysis. Finally, we
made this system extendable to enable the addition of other al⁃
gorithm components. An overview of the architecture of MBGM
is shown in Fig. 1. The system consists of four layers, the func⁃

tion of which are described here.
3.1 Parallel Platform Layer

The parallel⁃platform Layer comprises distributed graph file
system, YARN, parallel computing engine, and graph I/O Man⁃
agement component. We used Hadoop Distributed File System
(HDFS) to construct the Distributed Graph File System, en⁃
abling the storage of big graph data. YARN, a framework for
cluster resource management and job scheduling, comprises
an application master (AM), which should integrate multiple
computing frameworks, e.g., MR, BSP. Because the BSP model
performs well with graph ⁃mining algorithms, we chose Hama
BSP [15] as the parallel computing engine and used it to han⁃
dle message communication, data distribution, and fault toler⁃
ance. We used MapReduce as the graph data pre ⁃ processing
engine to extract graph information from original data. The
graph I/O management component transfers data from the data⁃
base into the graph data form that the MBGM can handle and
then exports the MBGM data.
3.2 Algorithm Layer

The algorithm layer is the main layer of MBGM. This layer
can be roughly divided into two parts: ETL algorithm and graph
⁃mining algorithm. In the graph⁃mining algorithm part, we im⁃
plemented four sets of 20 graph⁃mining algorithm components
in the BSP parallel model and four group of data ETL algo⁃
rithm for transform original into graph data. The ETL algorithm
set comprises data⁃cleaning set for detecting and removing er⁃

ror value, data transform set for transform value into the format
user needed, data extract set and data update set. Those graph⁃
mining algorithm components can be divided into four sets:
graph ranking set comprises PageRank [16], Hyperlink ⁃ In⁃
duced Topic Search (HITS) [17], and Random Walk with Re⁃
start (RWR) [18] algorithms components, the graph clustering
set comprises Gauss-Newton

(GN) [19], Clauset, Newman, and Moore (CNM) [20], Clique
Percolation method (CPM) [21], and Label Propagation Algo⁃
rithm (LPA) [22] algorithm components, and the K⁃means algo⁃
rithm is used for the processing of general data. The graph attri⁃
bute analysis set contains the graph diameter, closeness cen⁃
trality, clustering coefficient, network density, betweenness
centrality, and five other algorithm components. The graph par⁃
tition set contains components that are based on the Multilevel
Subgraph Patrolling (MSP) [23] algorithm component and the
Metis [24] algorithm component. These algorithm components
can be run either in the console or can be invoked in a user⁃de⁃
fined workflow from the user interface.
3.3 Logical Layer

The logical layer is based on Open Service Gateway Initia⁃
tive (OSGI) and is used to implement a stable, efficient, scal⁃
able system[25]. This is service platform and manager all
kinds of services that are supported by this layer, such as User
Management Service, Data (HDFS) Management Service , Al⁃
gorithm Service (Each algorithm is a kind of service), and the
workflow engine Service.
Fig. 2 shows the operation of the logical layer. Getting the

start command from tomcat servlet which is a container in the
interface layer, OSGi container will execute a train of opera⁃
tions, starting the lifecycle, activating and registering the each
service that hosted in bundle ⁃ services management. With the
tomcat servlet invoking one of services, Service Register que⁃
ries and gets service that is requested by the tomcat from the
services pool, and then execution environment (EE) calls the

BSP: bulk synchronous parallel ETL: extraction⁃transformation⁃loading

▲Figure 1. Architecture of MBGM.
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ETL: extraction⁃transformation⁃loading OSGI: Open Service Gateway Initiative

▲Figure 2. Operation flow of the logical layer.
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workflow engine service to perform the requested service
which is ultimately implemented in the algorithm layer.
3.4 The Interface Layer

The interface layer is built in HTML, and flex provides an
interactive interface with which the user can login to the MB⁃
GM, management information, and most importantly, use the
graph algorithms’mining graph data.

4 Implementation of Parallel Graph
Analysis Algorithm
Parallel graph ⁃mining algorithms based on the BSP model

are the most important aspects of the BPGM. In the BSP paral⁃
lel model, graph⁃mining algorithms are“think as vertex.”Pro⁃
grammers use the perspective of the vertex to manage the gath⁃
ering of information from other vertexes and to send informa⁃
tion to other vertexes.
4.1 Implementation of PageRank in BSP

PageRank is one of the most important and
famous rank algorithm in graph analysis algo⁃
rithm. The basic idea of PageRank is the impor⁃
tance of a vertex is depending on the quantity
and quality of its neighbor vertex. The formal
of PageRank computation is:
PR( )pi = 1 - d

N
+ d∑

pj ∈M(pj)

PR(pj)
L(pj) (1)

The N is vertex quantity of the graph, M(pj)
is the indegree set of vertex pj , and L( )pj is
the outdegree of vertex pj , d is an empirical value, in this i⁃
mplementation we set d = 0.85 . The pseudo ⁃ code of PageR⁃
ank in BSP method described in Algorithm 1.

In the Algorithm 1，p.pr is the PageRank value of vertex p,
and k is the iteration limited. While compute PageRank value
in a small graph data, it is necessary to set a threshold of Pag⁃
eRank value change between super ⁃steps, if a vertex reached
the threshold it vote to halt and when all vertex vote to halt, the
procession is finished. But in the big graph data, it is hard to
determine the threshold, so we simply limited the maximal su⁃
perstep number, usually set k = 30. The application scenario of
PageRank is showed in section 5, and performance over vari⁃
ous data sets is listed in Table 1.
4.2 Implementation of LPA in BSP

Community⁃detection and analysis is an important methodol⁃
ogy for understanding the organization of various real ⁃ world

networks and has applications in problems as diverse as con⁃
sensus formation in social communities or identification of
functional modules in biochemical networks. Most community⁃
detection algorithms in large⁃scale real⁃world networks require
a priori information, such as the number and sizes of communi⁃
ties, or are computationally expensive.

The label propagation algorithm (LPA) is a community ⁃de⁃
tection algorithm based on label propagation. Suppose a vertex
v has neighbors v1,v2,v3, ...,vk and that each neighbor vertex
carries a label denoting the community to which they belong.
Then v determines its community based on the label of its
neighbors, assuming that each vertex in the network chooses to
join the community to which the maximum number of its neigh⁃
bors belong. The pseudo ⁃ code of LPA in BSP method is de⁃
scribed in Algorithm 2.

Algorithm 1. Implementation of PageRank in BSP
Input：G(V, E) G is the graph data, V is thevertex set, E is the edge set;Output: PageRank value of each vertexPageRank:1. for each p ∈ V {

2. p.pr = 1
N ;

3. for superstep from 1 to k {4. for each p ∈ V
5. sum = 0.0;6. for each q ∈M(p) {
7. sum += q.pr

L(q) ;
8. p.pr = 1 - d

N
+ d∙sum ;

9. }10. }

▼Table 1. Runtime of some graph⁃mining algorithm components (s)

MSP: Multilevel Subgraph Patrolling algorithm RWR: Random Walk with Restart algorithm

Graph
data set

data_set_1
data_set_2
data_set_3
data_set_4
data_set_5
data_set_6
GoogleWeb

Eigenvector
centrality
measure
16.2
25.1
28.2
88.2
173.6
643.7
199.2

InDegree
count
13.2
16.2
22.1
64.2
73.2
199.3
79.2

MSP

166.1
310.1
343.0
696.1
995.2
1278.3
721.3

PageRank

25.2
40.2
61.5
202.4
439.6
1241.6
304.6

Closeness
centrality

31.2
70.5
31.4
25.4
32.1
55.7
31.7

Personal
centrality

13.1
16.1
19.1
22.0
31.2
52.2
34.2

Clustering
coefficient

13.1
19.1
19.2
31.1
55.2
151.2
52.2

RWR

22.2
28.1
37.2
169.2
313.4
688.7
331.5
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11. return p.pr;12. }

Algorithm 2. Implementation of LPA in BSP
Input: G(V, E) G is the graph data, V is the vertex set,

E is the edge set;
Output: Vertex set with community label
LPA:

1.for each p ∈ V {



In Algorithm 2, line 2 initial ever vertex in graph with ran⁃
dom label which indicate the community it belong to. Line 7,
sendLabel operator, is based on the operation of“sendMessag⁃
eToNeighbors”provided by Hama and sends a message of ver⁃
tex label to its neighbors, and in line 11，each vertex received
messages from neighbors, and update its label as the most com⁃
munity label it received in line 12. If a vertex received an
equal number of label types, it should randomly pick one as its
new label. The Max_Iteration is the threshold of the superstep
number, and we set it as 60. The performance of the LPA on
various scale of graph data and different scale of cluster is
shown in Fig. 3.
4.3 Implementation of CPM in BSP

A real⁃life graph tends to have a very complicated structure,
and a vertex always not only belongs to one community, most
traditional community detection algorithm cannot catch this
feature. In response to this challenge, researchers have pro⁃
posed the concept of overlapping community (CPM). The
clique percolation method is one of the most important algo⁃
rithms in this field.

The CPM defines a k⁃clique⁃community as a union of all k⁃
cliques (complete subgraphs of size k) that can be reached from
each other through a series of adjacent k ⁃cliques (where adja⁃
cency means sharing k - 1 vertex). This definition is aimed at
representing the fact that it is an essential feature of a commu⁃
nity that its members can be reached through well ⁃connected
subsets of nodes. There are other parts of the whole network
that are not reachable from a particular k⁃clique, but they po⁃
tentially contain further k⁃clique⁃communities. In turn, a single
node can belong to several communities. All these can be ex⁃
plored systematically and can result in a large number of over⁃
lapping communities.

The CPM mainly has two steps, locate all cliques and find
community structure. The pseudo⁃code of CPM in BSP method
described in Algorithm 3.

▲Figure 3. LPA performance of MBGM on Cluster A and Cluster B.
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Algorithm 3. Implementation of CPM in BSP
Input：G(V,E) G is the graph data, V is the vertex set,E is the edge set; k is the target clique sizeOutput: Vertex set with community labelLPA:locate k⁃clique1. for each p ∈ V {2. A=Ø;3. B = getAdjacentVertex(p) ;4. for ea ch v ∈B {5. A = A∪ v ;6. B.removeVertex ( v );7. B.removeVertexConnect(A);

8. if( || A < k and B =Ø ){
9. goto step 1;10. }
11. else if ( || A = k ){
12. return A∪ p ;13. A=Ø;14. goto step 4;15. }16. }17. }find community structure18. List L= Ø ;color = 1;19. for each c ∈C {20. c.setColor(0);21. }22. for each c ∈C {23. if (c.getColor()=0){24. c.setColor(color++);25. L.add(c);26. }27. while(L.isNotEmpty()){28. for( l ∈ L ){29. for each c ∈C and c.getColor=0;30. if isOverLap(l,c)31. c.SetColor(l.getColor ());32. update C;33. }34. }35. L.remove(l);36. }
37. return C;
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2.v.setLable(RandomLabel);
3.}
4.while(Iteration < Max_Iteration)
5.{
6. For ( v⊆ V ){
7. v.sendLabel(adjVertex );
8. }
9. Peer.sync();
10. For ( v⊆ V ){
11. v.getLabel();
12. v.setLable(MaxNumLabel);
13. }
14. Peer.Sync();
15. Iteration++;
16.}
17.Peers. sync();



In algorithm 2, line 2 the function getAdjacentVertex() return
the k ⁃ 1 hops adjacent vertex of p because to complete a k ⁃
clique, only k⁃1 different adjacent vertex information is need⁃
ed. This strategy helps graph data spread over work node in
cluster and reduce communication. The line 7 function remove⁃
VertexConnect() is to remove all the vertex connect to the ver⁃
tex in set A, to make sure no vertex is compute duplicate. To
keep the pseudo⁃code brief, we skipped the steps between lo⁃
cate k ⁃ clique and find community structure that is build the
clique set C and put the result cliques of“locate k⁃clique”into
C. In the“find community structure”process, we use a chro⁃
matic method to prevent recomputed cliques and use setColor
and getColor to implement this method. The function isOverLap
() in line 31 used for compute whether two k⁃cliques have k⁃ l
identical vertex, which means overlapped.

5 Performance
We tested MBGM for functionality, reliability, usability, effi⁃

ciency, maintainability, and portability. The evaluation was
performed on clusters with 9 nodes, each of which comprises
two Intel(R) Xeon(R) CPU E5530 processors, 48 GB main
memory, and 1024 GB hard drive. The evaluation data is a ran⁃
domly generated graph data set scale ranging from 10,000 edg⁃
es to 2000,000 edges. We also deployed a BC ⁃ PDM on the
same cluster and ran some social network analysis algorithms
using Google web data. Some of the results are shown in Fig.
4. We compared MBGM and BC⁃BSP with the PageRank algo⁃
rithm on a 4⁃node cluster, but where the nodes have the same
hardware. The results are recorded in Fig. 5. Finally, we use
two clusters to test the performance of LPA algorithm, cluster
A is the 9 nodes cluster described previous, and cluster B uses
4 nodes of cluster A. The characteristics of these graphs’data
are shown in Table 2.

The results show that most graph⁃mining jobs can be accom⁃
plished in a short time and benefit from well⁃designed architec⁃
ture. Also, the MBGM has a higher performance than BC⁃PDM
and BC⁃BSP. Fig. 3 shows the LPA has good performance and
scalability to handle various graph data.

6 Discussion
The main reason that MBGM performed better than BC ⁃

PDM and BC⁃BSP is the different parallel computing engine.
MBGM uses BSP as the graph computing engine and MapRe⁃
duce as pre⁃processing computing engine. However, BC⁃PDM
uses MapReduce as the computing engine and BC⁃BSP uses a
modified BSP model as the computing engine.

Most graph computing algorithms require quantity communi⁃
cation among vertex and much iteration. The MapReduce mod⁃
el computing engine can compute big data, but needs to write
temporary results to disk every Map⁃Reduce phase. This limits
the iterative computing ability. BC⁃BSP is based on BSP com⁃

puting model, but modified the mechanism of read and write
data to memory in order to extend the data capability. We be⁃
lieve this mechanism also increase the complexity of BC⁃BSP
and reduced the performance.

The MBGM takes advantage of both MapReduce and BSP

▲Figure 4. Comparison of MBGM and BC⁃PDM on data_set_5.
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▲Figure 5. PageRank performance of MBGM and BC⁃BSP.
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▼Table 2. Networks basic structural properties
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computing models. The BSP model parallel computing engine
ensures the graph algorithm performance and the MapReduce
pre⁃processing engine to reduce the original data scale which
also improves the data computing capability of MBGM. Also,
with the help of operation flow, the MBGM can run several
graph⁃mining tasks in user defined order without people watch⁃
ing. This saves manpower and, compared with other command⁃
line parallel computing tool, saves the time of operator config⁃
ure tasks one after previous one finished.

7 Conclusion and Future Work
In this study, we introduced MBGM based on Cloud comput⁃

ing. It has the ability to analyze big graph data and achieved a
better performance than the Hadoop ⁃ based data mining tools
BC⁃PDM and BSP⁃based parallel platform BC⁃BSP. We expect⁃
ed to mix more parallel computing model to achieve a higher
performance of graph⁃mining both in data scale and computing
speed.
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Abstract

In this paper, we introduce a novel method for facial landmark detection. We localize facial landmarks according to the MAP crite⁃
rion. Conventional gradient ascent algorithms get stuck at the local optimal solution. Gibbs sampling is a kind of Markov Chain
Monte Carlo (MCMC) algorithm. We choose it for optimization because it is easy to implement and it guarantees global conver⁃
gence. The posterior distribution is obtained by learning prior distribution and likelihood function. Prior distribution is assumed
Gaussian. We use Principle Component Analysis (PCA) to reduce the dimensionality and learn the prior distribution. Local Linear
Support Vector Machine (LL⁃SVM) is used to get the likelihood function of every key point. In our experiment, we compare our de⁃
tector with some other well⁃known methods. The results show that the proposed method is very simple and efficient. It can avoid
trapping in local optimal solution.
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F
1 Introduction

acial landmark detection is a crucial step for face⁃re⁃
lated tasks such as face recognition [1]- [3], face
tracking, face animation and 3D face modeling. The
accuracy of detection significantly affects the perfor⁃

mance of such face⁃related systems.
Existing methods [4]-[15] for facial landmark detection are:
1) A component detector, which is usually a classifier

trained for the local feature of each component, is used to
search the whole face image and decide which subwindow is
the relevant component. To make it robust for the degradation
and corruption of local feature, shape constraint is combined to
choose the optimal figuration of the key points.

2) A regressor is trained according to the whole image re⁃
gion or local feature. The regressor directly predicts the posi⁃
tion of the key points. It is more efficient because it predicts
the key points without scanning. Facial landmark detection is
quite challenging when a face image is affected by the face an⁃
gle, facial expression, and accessories such as glasses. In Fig.
1, we show some such challenging images.

In an Active Shape Model (ASM) [6], the deformable face
shapes are represented by a set of key points that are localized
with feature detection methods. The shape variations are mod⁃

eled by Principal Component Analysis (PCA) so that the face
shape can only vary in controlled direction which is learned
during training. An Active Appearance Model (AAM) [4]
solves the problem by jointly modeling holistic appearance and
shape. In AAM, the shape and texture are combined in the
PCA subspace so that PCA coefficients are jointly tuned to re⁃
duce the geometry and texture differences from the mean face.

Everingham et al. [9] model the face configuration by using
pictorial structures and handle a wider range of pose, lighting,
and expression by modeling the joint probability of the location
of nine fiducials relative to the bounding box with a mixture of
Gaussian trees. Belhumeur et al. [12] propose a Bayesian mod⁃
el that combines the outputs of the local detectors with a con⁃
sensus of non⁃parametric global models for part locations. Uri⁃
car et al. [10] jointly optimize appearance similarity and defor⁃
mation cost with a parameterized scoring function where the
parameters are learned from training instances rather than vali⁃
dation instances using the structured output Support Vector
Machine (SVM) classifier. In recent years, many regression
methods have been proposed. These methods make it possible

▲Figure 1. Examples of face image with wider range of pose, expression
and affiliations.
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to precisely localize facial landmarks. Dantone et al. [11] use
the head pose as a global feature and uses conditional regres⁃
sion forests to learn the distributions conditional to global face
properties. Cao et al. [7] directly learns a two⁃level boosted re⁃
gression function based on shape indexed features to infer the
whole facial shape from the image and explicitly minimize the
alignment errors over the training data. Xiong et al. [16] pre⁃
dict shape increment by applying linear regression on SIFT fea⁃
tures.

In this paper, we introduce a novel method for detecting fa⁃
cial landmarks. We localize the landmarks according to the
Maximum a posteriori probability (MAP) criterion. The posteri⁃
or distribution is obtained by learning prior distribution and
likelihood function. Prior distribution is assumed to be Gauss⁃
ian. Local Linear SVM (LL⁃SVM) [17], [18] is used to obtain
the likelihood function of every key point. To maximize the pos⁃
terior distribution and guarantee global convergence, we use
Gibbs sampling [19]. Compare to the existing methods, our
method can efficiently optimize the posterior probability in a
huge probability space.

The remaining of this paper is organized as follows. Section
2 describes the detailed methodology for localizing the facial
landmarks. Section 3 explains the experiment configuration.
We summarize this paper in Section 4.

2 Localization of Facial Landmarks
We localize facial landmarks on the face image. We first ob⁃

tain the face box by an off⁃the⁃shelf face detector, and then we
normalize the face image to 100 × 100 size. We implement the
localization work on the normalized face image and then con⁃
vert back to the original image. We denote the facial landmark
position as a vector X =[x1,y1,x2,y2, ... ,xm,ym]T where xi, yi
are the horizontal and vertical coordinates of the landmark, the
gray face image IG . Localizing the position is used to find an
optimal X* in the face image by maximizing the posterior
probability. The posterior probability is given by:
X* = arg maxX p( )X|IG = arg maxX p( )X p( )IG|X (1)
We first learn the prior probability density distribution

p( )X and the likelihood p( )IG|X . Then, we use a novel meth⁃
od to find the optimal X* . To locate the key points on the face
box detected by our off⁃the⁃shelf face detector, the key points
are restricted to a small region relative to the face box. There⁃
fore, we define a search window for every key point and locate
the key points in the corresponding window. We calculate the
distribution of each key point. Then the search window is de⁃
fined to include almost all points.
2.1 Likelihood Learning

The likelihood is used to measure the feature similarity of

the probe points and the truth points. To obtain the likelihood
score, we use methods such as statistic model, regression meth⁃
od, and discriminative method. We choose the discriminative
method to obtain the likelihood score. We call this likelihood
score in the searching window as salient map in the following
part. We calculate the likelihood probability of normalizing the
likelihood score to 0⁃1.0. The intensity value of each pixel in
the neighborhood is used as the local feature. The LL⁃SVM can
produce the likelihood score for every point. Next, we simply
depict a fast version of LL⁃SVM. As described in [17], the cod⁃
ing vector of orthogonal coordinate coding (OCC) should be
normalized in L1⁃norm. In our experiment, we find that, if we
have normalized x, it is unnecessary to normalize the coding
value Cx because such L1⁃normalization is trivial in improv⁃
ing localization accuracy. So, to simplify our deduction, we
omit the last step of OCC. Further, the localization task is con⁃
cerned only with the relative value of the LL⁃SVM output on
the detected area. Therefore, the bias b can be ignored, and
the decision function is a quadratic form, given by:
∑

j

yjαjK ( )x,xj =∑
j

yjαj x
TGGT xj x

T xj =

xT
æ

è
çç

ö

ø
÷÷∑

j

yjαjGG
T xj x

T
j x = xT Ax

where xj , yj , αj are the support vector, the label of the sup⁃
port vector, and the coefficient of the support vector.
A =∑

j

yjαjGG
T xj x

T
j . G is the generator matrix composed of

the normalized orthogonal bases using SVD. Then we can re⁃
write A to a real symmetric matrix. A' = ( )A + AT /2 , which can
be given as:

A' =ZΛZT (3)
where Z = [ ]Z1,Z2,Z3,Z4,… is the orthogonal matrix consist⁃
ing of eigenvectors of A' and Λ = æ

è

ç
ç

ö

ø

÷
÷

λ1⋯0
⋯⋮⋯
0⋯λn

is a diagonal
matrix whose diagonal element is the responding Eigenvalues.

xT Ax = xT A'x = xTZΛZT x = xTæ
è
ç

ö
ø
÷∑

i = 1

d

λi zi z
T
i x =∑

i = 1

d

λi( )zTi x
2 (4)

where d is the number of nonzero eigenvalues. If λi is sorted
by its absolute value in descend order. We can approximate
xT Ax as:
xT Ax =∑

i = 1

n0

λi( )zTi x
2 (5)

From experience, we find that n0 can be highly compressed

(2)
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relative to n. The result is guaranteed even when n0
n = 110 .

The training procedure for Fast LL ⁃ SVM is shown in Algo⁃
rithm 1. In experiment, the fast LL⁃SVM can be 3 times faster
than LL⁃SVM.
Algorithm 1. Training for Fast LL⁃SVM
Denotes: D is the matrix of training samples. Each columns

of D is a feature vector of a train sample.
1: Learning Orthogonal Basis Vectors (u, s, v) = SVD(D), se⁃

lect the top N columns of u as the basis vectors. These vectors
assemble the generating matrix G.

2: Compute training instance matrix K
Kij =K ( )i, j =<C

DiD
T
i，
C

DjD
T
j

>
3: Use the traditional SVM package to solve Feed matrix K,

training labels and other parameters to the SVM package, get
the support vectors SVs and responding weight α .

4: Compute A′, then the approximate coefficients λi and
vectors zi .

2.2 Prior Learning
The prior probability of X can be learned from the training

set. To make it convenient to deduce, we describe X as a ma⁃
trix with dimension n2 . Each row represents one key point.
First, we decompose X into several independent parameters:
scale, angle, translation and inherent shape factor. Then we get
X = s*V*Tr +Cxy (6)

where s is the scale factor, Tr is the orthogonal matrix
é
ë

ù
û

cos θ sin θ-sinϑ cos θ related to the rotation of key points; Cxy is the
translation component with each row as [Cx Cy]; and V is the
normalized shape. Because these parameters are independent,
the prior probability is:

p( )X = p( )s p( )θ p( )Cxy p( )V (7)
We model different parameters in different ways. Similar to

ASM, the distribution of the inherent shape w is also assumed
Gaussian. Then we use PCA to reduce the dimension and learn
the distribution.
u =BT( )V - uv (8)
In this formula, we unfold V and uv in vector B is the matrix

composed by the eigenvectors of the covariance matrix of V. is
The mean normalized shape is denoted uv. The eigenvalue is
the variance in each dimension. We could obtain the prior dis⁃

tribution of V by distribution of u.
u =Bu + uv

p( )u = 1
z
exp{ }-uTΛ-1u (9)

2.3 The Optimization by Gibbs Sampling
Once the prior and likelihood probability have been deter⁃

mined, we search for the optimal X to maximize the posterior
probability. We find the globally optimal solution by traversal,
but the computation complexity is very high. For example, if
we intend to locate seven key points, every key point has 900
candidate locations. Therefore we have to perform 9007 times.
Markov⁃chain Monte Carlo (MCMC) method is a technique for
sampling from probability distributions by constructing a Mar⁃
kov chain whose equilibrium distribution is equal to the target
distribution. MCMC is used in our system for the property of
guaranteed global convergence. It has been successfully used
in face prior learning and image segmentation. There are differ⁃
ent kinds of MCMC methods, including Metropolis⁃Hastings al⁃
gorithm, Gibbs sampling, and Slice sampling. Gibbs sampling
does not require any tuning if all the conditional distributions
of the target distribution can be sampled exactly. Thus, we
choose Gibbs sampling.

In our Gibbs sampling, the key points location X is decom⁃
posed into different parameters. The probability space is sim⁃
ply controlled by P ={ }u,s,θ,Cxy , where u is the m⁃dimension⁃
al vector decided by PCA and Cxy is two ⁃ dimensional vector.
That is to say, we can sample X by sampling the parameters.
We write P in P ={ }P1,P2,P3, ...，PK , where K is the total
number of parameters of the model. We denote the ith sample
Pi . The sampling process is as follows:

1) Begin with initial value P0 ;
2) For each sample Pi , sample each variable Pi

j from its
conditional distribution up on the others p( )Pi

j |Pi
1,Pi

2, ... ,Pi - 1
K .

That is, sample each variable from its condition distribution up⁃
on all other variables, using of the most recent value for each
variable.

The conditional distribution of each variable can be comput⁃
ed from the joint density. The conditional distribution is the
marginal distribution of each random variable because we have
defined them as independent. Repeating step 2, we obtain the
samples P1, P2, P3, ... subjected to the target distribution.
Then, we get samples of locations X1, X2, X3, ... , Finally, X*
is computed using (1).

For initialization, we have tried two methods: Average of
Synthetic Exact Filters (ASEF) [20] and SVM. We choose SVM
because it is more precise than ASEF. The accuracy of initial⁃
ization affects the convergence rate of Gibbs Sampling. In this
paper, we use LL⁃SVM to obtain the likelihood score for every
key point. Details are given in the last section. We choose the
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maximum probability point as the initial points.

3 Experiment and Comparison
In this section, we present the experiment to evaluate the

proposed facial landmark detector. We also compare the pro⁃
posed method with such methods as the independently SVM
detector, active shape models, and the detector proposed by
Everingham et al.
3.1 Experiment Settings

To determine the effectiveness of the proposed method, we
test our detector in the Labeled Faces in the Wild (LFW) [21]
database. There are 13,233 images, each 250 × 250 pixels. It
contains a great variance and the image quality is very low,
which is realistic. Dantone et al. describe the manual annota⁃
tion of the eight interested landmarks of LFW.

To keep comparability with [10], we randomly split the LFW
database into training, testing and validation sets. The propor⁃
tion of the three sets is 6:2:2. We compared with other compet⁃
ing detectors on the same testing set. The training and valida⁃
tion parts are selected using the same method as in [10].

We used the proposed detector and base line independent
SVM detector. The other competing detectors had their own
training databases. Different evaluation criteria are used to
measure the detectors: mean normalized deviation, defined by
(10); and maximal normalized deviation, defined by (11).

E( )X,X* = K ( )X
M ∑

j = 1

M

 xj - x*
j (10)

E( )X,X* =K ( )X max
j = 1⋯M xj - x*

j (11)

where xj is the jth points ground truth location and x*
j is the

j th points predict location. M is the number of key points. K(X)
is the normalization factor [10], de fi ned as the length of the
line connecting the mid⁃point between the eye centers with the
mouth center.

In our experiment, we test the detector with 7 ⁃ landmarks:
corners of the eyes (4 landmarks), corners of the mouth (2 land⁃
marks), and the nose.
3.2 Compared Methods

In this sub⁃section, we introduce all the methods compared
in our experiments. Some examples of localization are shown
in Fig. 2.
3.2.1 Proposed Method

First, we use the Fast LL⁃SVM to determine the likelihood
score for every key point. Details are given in the last section.
We choose the maximum probability point as the initial points.
In theory, we can obtain the optimal solution of X in a certain

number of steps. Through experimentation, we find that the
time needed for convergence is very long. The reason for this is
that the posture is various, leading to a very huge prior proba⁃
bility space.

We align the key points to a template by procrustes analysis
method [22] and then determine the prior model according to
the aligned points. Thus, the probability space is compressed.
Fig. 3 shows a comparison between the two conditions. We
find that the probability space is small after the alignment pro⁃
cess. Then, we make samples in the probability space by the
Gibbs Sampling algorithm. Finally, the optimal X* is comput⁃
ed using (1).
3.2.2 Independently SVM Detector

This detector consists of eight independent SVM classifiers
for each landmark. For training, LIBSVM [23] (the SVM tool
package) is used. For each individual landmark, the training
set is constructed. This set contains examples of the positive
and negative class. We use the gray value of pixel patch as the
features. That is, for each point, we choose the pixel value in
the neighborhood as its feature. The positive samples are gener⁃
ated by patches cropped around the ground truth positions of
the respective components. The negative samples are patches
cropped from the image with a certain distance to the ground
truth positions. The distance between the negative samples and
the ground truth points satisfies the following condition:
 xj - x~

j > β*K ( )X (12)
where xj is the ground truth location of jth key point and x~

j
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▲Figure 2. Examples of localization in LFW database.

▲Figure 3. Comparison of the probability distribution of scale and theta.
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is the negative samples location, we set β = 0.1 in the experi⁃
ment.

To make the comparison meaningful, we also use Fast LL⁃
SVM. The SVM regularization constant C is also set as 50 in or⁃
der to minimize the classification error computed on the valida⁃
tion part of the LFW database. The parameter setting is the
same as that used in our proposed method.

For testing, we use the well⁃ trained classifier of all compo⁃
nents to predict the results of points in the test image. For each
facial landmark, we choose the point with the maximum re⁃
sponse of the classifier as the predicted position.
3.2.3 Active Shape Models

ASMs [4], [6] are statistical models of the shape of objects
that are iteratively deformed to fit to an example of the object
in a new image. The ASM algorithm has been widely used to
analyze facial and medical images. Some extensions to this al⁃
gorithm have been proposed. For example, Constrained Local
Models [5] use PCA to model the landmark’s appearance, and
Boosted Regression Active Shape Models [24] use boosting to
predict a new location for each point, given the patch around
the current position. Stasm [25] is a C++ software library that
is also based on ASM. We compare our proposed method with
Stasm.
3.2.4 Detector Proposed by Everingham et al.

Everingham et al. [9] handle a wider range of pose, lighting,
and expression by modeling the joint probability of the location
of nine fiducials relative to the bounding box with a mixture of
Gaussian trees. The local appearance model is learned by a
multiple instance variant of the AdaBoost algorithm with Haar⁃
like features used as the weak classifiers. The deformation cost
is expressed as a mixture of Gaussian trees, and the parame⁃
ters in this mix are learned from examples. This landmark de⁃
tector is publicly available and we compare it with our detec⁃
tor, which is trained in a database of consumer images. To com⁃
pare this detector, we consider only the relevant landmarks for
our detector.
3.2.5 Flandmark Detector Proposed by Uricar et al.

Uricar et al. [10] jointly optimize appearance similarity and
deformation cost with a parameterized scoring function. The pa⁃
rameters in this function are learned from training instances
rather than validation instances using the structured output
SVM classifier.
3.3 Analysis and Improvement

3.3.1 Sampling Analysis
We evaluate the sampling performance by the corresponding

minimum⁃error sample. The upper⁃bound of location accuracy
is then calculated. The accuracy is defined as the proportion of
samples whose location errors are within a certain value. By

continually increasing the sampling iterations, we depict the
upper ⁃ bound curve of location accuracy (Fig. 4). As we can
see, within 200 iterations the upper bound of accuracy when

mean deviation within 0.10 is 92.45% , and appears higher
with more samplings, but it is almost stable after 300 itertions.
But the upper bound of accuracy when mean deviation within
0.05 keeps grow with more samplings.

One problem is inaccuracy because it is very hard to only
sample at the ground truth position. We propose two schemes
to solve this problem. The two schemes are denoted as method
Promotion 1, method Promotion 2. First, we filter the likeli⁃
hood score through a Gaussian filter to make the score plane
smooth. In this way, we avoid very low ground truth due to lit⁃
tle noise. In the other solution,“hard”sampling is changed to
“soft”sampling. We sample a soft constraint for every point.
That is, we construct a Gaussian Window centered in the each
sampling point as the soft weight, and then find the maximum
response in the window after weighted. Fig. 5 shows the obvi⁃
ous effect of the two strategies to the proposed methods.

We also propose a method to improve the efficiency of
Gibbs Sampling. The method like restarting is used. After ev⁃
ery few iterations, we restart the sampling procedure with the
last optimal sample. In our experiment, this method can largely
reduce the sampling iterations.
3.3.2 Accuracy Comparison

We present the accuracy comparison in Fig. 6. The evalua⁃
tion criteria are the mean normalized error and maximum nor⁃
malized error. Table 1 shows the percentage of examples from
the test part of the LFW database with the mean/maximal nor⁃
malized deviation less or equal to 10%. The curves of the Flan⁃
dmark detector and detector of Eveingham et al. are estimated
according to the results in [10]. The proposed method esti⁃
mates more than 97% of the images with the mean normalized
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▲Figure 4. The upper⁃bound of accuracy (cumulative histograms for
the mean deviation) increases with the Gibbs Sampling iterations
augment.
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deviation less than 10%. This is similar to the Flandmark de⁃
tector and far better than the other methods. Our method esti⁃
mates more than 65% of the images with the max normalized
deviation less than 10%. This is far better than the Flandmark
detector, which is 53.23%.

Independent LL⁃SVMs only detect the key points in local ar⁃
ea. They do not utilize the shape constraint. The Flandmark de⁃

tector [10] jointly optimizes appearance similarity and deforma⁃
tion cost with a parameterized scoring function using the struc⁃
tured output SVM classifier. The detector proposed by Eveing⁃
ham et al. uses an ensemble of weak classifiers as a local dis⁃
criminative classifier. The deformation cost is expressed as a
mixture of Gaussian trees whose parameters are learned from
examples. ASM also uses PCA to model the face appearance,
while its“profile model”is less powerful then LL⁃SVM. This
“profile model”looks for strong edges or uses the Mahalanobis
distance to match a model template for the point.

The proposed Gibbs Sampling method is a novel method
that combines the local discriminative information with the
global constraint. We use PCA model to constrain the shape
whereas existing methods always design out sophisticated for⁃
mula. The main benefit of this algorithm is its powerful local
discriminative classifier and its simple theory to utilize the
global constraint. Such a simple method can achieve even bet⁃
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▲Figure 5. Cumulative histograms for the mean and the maximal normalized deviation shown for the proposed method and promotion methods.

▲Figure 6. Cumulative histograms for the mean and the maximal normalized deviation shown for all compared detectors.

▼Table 1. Percentage of examples from the test part of the LFW data⁃
base with the mean/maximal normalized deviation less or equal to 10%

Independent LL⁃SVMs
Flandmark detector
Eveingham et al.

ASM
Proposed method

Mean
85.58%
96.59%
85.28%
92.43%
97.20%

Maximal
52.68%
53.23%
22.93%
35.00%
65.26%
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ter results.

4 Conclusion
In this paper, we propose a novel method for facial land⁃

marks detection. We use the MAP criterion to localize the land⁃
marks and LL⁃SVM to get the likelihood function of every key
point. PCA is used to reduce the dimensionality and learn the
prior distribution. The posterior probability is optimized by
Gibbs sampling. Various experiments on LFW database have
shown that this method is efficient. The problem is that pro⁃
posed method is still too slow to apply to real time system.

Facial Landmark Localization by Gibbs Sampling
Bofei Wang, Diankai Zhang, Chi Zhang, Jiani Hu, and Weihong Deng
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Wireless device⁃to⁃device (D2D) communications sharing the
spectrum of cellular networks is important for improving spec⁃
trum efficiency. Furthermore, introducing multicast and multi⁃
hop communications to D2D networks can expand D2D ser⁃
vice functions. In this paper, we propose an angle⁃based inter⁃
ference⁃aware routing algorithm for D2D multicast communica⁃
tions. This algorithm reuses the uplink cellular spectrum. Our
proposed algorithm aims to reduce the outage probability and
minimize the average hop count over all multicast destina⁃
tions (i.e., multicast receivers), while limiting interference to
cellular users to a tolerable level. In particular, our algorithm
integrates two design principles for hop ⁃by ⁃hop route selec⁃
tion. First, we minimize the distance ratio of the candidate⁃to⁃
destination link to the candidate ⁃ to ⁃ base ⁃ station link, such
that the selected route advances closer to a subset of multi⁃
cast receivers. Second, we design the angle ⁃ threshold based
merging strategy to divide multicast receivers into subsets
with geographically close destinations. By applying the two
principles for selection of each hop and further deriving an
adaptive power ⁃allocation strategy, the message can be more
efficiently delivered to destinations with fewer branches when
constructing the multicast tree. This means fewer duplicated
data transmissions. Analyses and simulations are presented to
show the impact of system parameters on the routing perfor⁃
mances. Simulation results also demonstrate the superiority of
our algorithm over baseline schemes in terms of outage proba⁃
bility and average hop count.
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W
1 Introduction

ith the popularity of applications such as so⁃
cial networks and local broadcast, which in⁃
volve direct interaction between end users/
nodes, wireless device ⁃ to ⁃device (D2D) com⁃

munication has aroused great interest in the research communi⁃
ty [1]-[10]. Wireless D2D communication reusing cellular net⁃
work spectrum have shown great potential to relieve spectrum
scarcity issues. Typically, D2D communications employ a non⁃
orthogonal spectrum sharing approach [3]- [10], which needs
specifically designed sharing strategies to control the cross⁃in⁃
terferences between users.

Recently, research on coexistence of cellular and D2D net⁃
works has mainly addressed interference management strate⁃
gies [3], [4], transmission mode selection [5], power control [6],
routing design [7], resources allocations [8], [9], and network
coding [10]. However, the majority of research on D2D net⁃
works has focused on one⁃hop point⁃to⁃point transmission be⁃
tween device nodes, which limits the functions and applica⁃
tions of D2D networks. First, D2D users need to lower trans⁃
mission power to avoid causing intolerable interference to cel⁃
lular users, and the transmission range is limited. Therefore,
multi ⁃hop D2D communications are highly desirable. Second,
multiple users often require the same content, such as software
download, online gaming, and video streaming. Unicast⁃based
approaches for such services would waste considerable spec⁃
trum. Thus, supporting multicast functions in D2D networks is
important to better utilize precious wireless resources. To ad⁃
dress these issues, we concentrate on the routing design for
multicast transmissions over D2D networks.

Much research effort has been dedicated to multicast rout⁃
ing over diverse wireless networks [11]-[19]. However, we still
meet new challenges introduced by the unique features of wire⁃
less D2D networks. In particular, the routing scheme needs to
be aware of interference caused to cellular users. Cellular in⁃
terferences to D2D links also significantly affect route ⁃ selec⁃
tion strategies. These interferences are called inter⁃network in⁃
terferences. Moreover, as the multicast receivers are geographi⁃
cally independent, the multicast tree might expand with multi⁃
ple branches. As a consequence, intra ⁃ network interferences
often exist across different multicast branches. Joint handling
of these two types of interferences for efficient multicast D2D
routing remains an open problem that has not been thoroughly
studied.

Aiming at supporting efficient multi⁃hop multicast over D2D
networks, we propose an angle⁃based interference⁃aware rout⁃
ing algorithm for multicast D2D transmissions. Our proposed
algorithm aims at lowering the outage probability for routing
and minimizing the average hop count. Specifically, we select
the route for each hop by applying the distance ratio minimiza⁃
tion and angle⁃threshold based merging principles. We design
the power allocation strategies to the selected routers for each
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hop to not only avoid causing intolerable interference to cellu⁃
lar users but also lower the outage probability. Simulation re⁃
sults show that our proposed routing algorithm outperforms the
baseline schemes in terms of outage probability and average
hop count.

The remainder of this paper is organized as follows. Section
2 reviews the related work. Section 3 presents the system mod⁃
el. Section 4 proposes our angle⁃based interference⁃aware rout⁃
ing algorithm. Section 5 conducts analyzes and discussions on
our proposed routing algorithm. Section 6 evaluates the perfor⁃
mances on our proposed algorithm through simulations. The pa⁃
per concludes with section 7.

2 Related Work
Recent research on wireless D2D networks has not properly

addressed the multicast routing issue. In contrast, multicast
routing schemes have been proposed in other types of net⁃
works, which provide useful information and valuable referenc⁃
es for our design in D2D networks. We first review existing re⁃
search outcomes on multicast routing in the cognitive networks
[13]- [15] as cognitive and D2D networks reveal similar fea⁃
tures in interference control and protection for prior users.
Then we discuss some multicast routing schemes in other net⁃
works, such as mobile ad⁃hoc networks and wireless sensor net⁃
works [16]-[19].

The authors of [13] jointly considered scheduling and rout⁃
ing. They formulated the problem by a mixed ⁃ integer linear
program and developed a polynomial⁃time algorithm according⁃
ly to identify a near optimal solution. In [14], an on ⁃ demand
multicast routing and channel⁃allocation algorithm called OM⁃
RA was proposed. The OMRA algorithm sent a signaling pack⁃
et to build the multicast tree. The authors of [15] investigated
the routing problem, where directional antenna is applied in
contrast to the generally used omnidirectional antennas.

Multicast routing for wireless sensor networks has been stud⁃
ied in [16], [17] and [18]. The authors in [16] first built a heu⁃
ristic virtual Euclidean Steiner multicast tree by using a specif⁃
ically designed metric termed reduction ratio. Then, each for⁃
warding node divides destinations into subsets based on the
virtual tree and selects respective next hop for each subset.
The authors of [17] proposed a geographic multicast routing
(GMR) algorithm for wireless sensor networks. The GMR algo⁃
rithm makes a tradeoff between multicast tree cost and effec⁃
tiveness of data distribution. The authors of [18] proposed a
routing scheme that avoids getting close to the interfering
source. In particular, each forwarding node uses the minimum
required transmission power to represent the interference
strength level and then makes a routing decision. The authors
of [19] proposed a position ⁃ based multicast (PBM) routing
scheme for mobile ad⁃hoc networks. The proposed PBM algo⁃
rithm does not need to build or expand the data distribution
structure such as multicast tree and/or mesh grid. Next⁃hop se⁃

lection is only based on the positions of the forwarding node,
associated neighboring nodes, and destinations. All these algo⁃
rithms have their respective merits but cannot be directly ap⁃
plied to the D2D networks because of the unique features in in⁃
terference management. In the following sections, discuss the
design of an angle⁃based interference⁃aware multicast routing
scheme.

3 System Model

3.1 System Descriptions
We consider a scenario where the D2D network and cellular

network coexist (Fig. 1). For the cellular network, we consider
one base station and focus on one cellular user′s uplink trans⁃
mission with bandwidth equal to B Hz. The D2D network con⁃
tains U D2D device nodes (indexed by 1,2,...,U), where we fur⁃
ther define the D2D node set by ℵ ≜ { }1,2,...,U . All D2D
nodes can establish direct communications links with each oth⁃
er by reusing the cellular user′s uplink spectrum.

In the D2D network, there is one multicast session where
one source node Msr ( Msr ∈ ℵ ) attempts to multicast a com⁃
mon message to m destinations (multicast receivers)
M1,M2, ...Mm ∈ ℵ through multi ⁃hop connections. As shown in
Fig. 1, other than source and destination nodes, the rest of
D2D nodes can work as the relay nodes (also called forwarding
nodes) to help forward the multicast message towards destina⁃
tions. The destination nodes themselves can function as the re⁃
lay nodes. Following this setup, the source node, destination
nodes, and relay nodes together form a multicast tree. As in
Fig. 1, a multicast tree often expands multiple branches. There⁃
fore, there might be multiple D2D nodes transmitting packets
simultaneously, which causes intra ⁃ network interference be⁃
tween simultaneous transmissions of different D2D links. On
the other hand, D2D links reuse the spectrum of cellular users,
and there is interference between the D2D links and cellular
links. This results in inter⁃network interference. For multicast
routing over D2D networks, we need to take both the inter⁃ and

D2D: device⁃to⁃device
▲Figure 1. System model for D2D multicast communications coexisting
with a cellular network.
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intra⁃network interferences into account.
3.2 Multicast Tree

Following the system model introduced in section 3.1, we
next present several rigorous definitions to precisely describe
the multicast tree structure.

Definition 1 (D2D Multicast tree): A D2D multicast tree κ
is a tree structure indicating the paths for packets to be deliv⁃
ered to multicast destinations. Generally, a tree comprises root
node, internal nodes, and leaf nodes. For multicast tree, the
root node is the source node. All leaf nodes in the tree are des⁃
tination nodes for multicast; however, destination nodes may
not be leaf nodes because they can also function as internal
nodes. A direct connection between two nodes is called a hop
or an edge, where a hop connecting two nodes a and b, and
a,b ∈ ℵ , is written as (a,b) . Furthermore, for the hop (a,b) , a
and b are termed transmitting and receiving node, respectively.

Definition 2 (Level): The level of a node in the multicast tree
is defined by one plus the number of edges from the source
(root) to this node. Accordingly, the source node Msr is at the
first level.

Definition 3 (SL⁃path): Source ⁃ to ⁃ leaf path (SL⁃path) in a
multicast tree represents a sequence of nodes and hops (edges)
connecting the source node to a leaf node. Assume that there
are total Y SL⁃paths in a multicast tree and then we use Wy ,
y = 1,2,..,Y , to denote the set of all edges on yth SL⁃path. We
then have Y≤m . We also define Qy , y = 1,2,..,Y , as the set
of nodes on the yth SL⁃path.

Definition 4 (xth hop): We define the xth hop belonging to
an SL path as the hop connecting the node at the xth level (also
called the xth node of this SL path) and that at the (x+1)th lev⁃
el. The xth hop′s receiving node is the (x+1)th hop′s transmit⁃
ting node. Furthermore, we use Hxy to denote the xth hop of
yth SL⁃path and Txy and Rxy to denote the transmitting node
and receiving node of hop Hxy , respectively, where
y = 1,2,…,Y and x = 1,2,…,|Wy| . Here Y is the total number
of SL paths, and ||Wy is the number of hops on the yth SL
path, both of which depend on how the multicast tree is built,
The cardinality of the set is denoted | · | .

Definition 5 (xth hop set): We define the xth hop set Hx as
the set of the xth hop belonging to each SL path, i.e.,
Hx =∪ y = 1

Y {Hxy} . In addition, we use Tx and Rx to denote the
set of transmitting nodes and receiving nodes, respectively, of
hops in Hx .
Fig. 2 shows a multicast tree example, with a source node

Msr = a , four destination nodes M1 = d , M2 = e , M3 = f , and
M4 = g , and two other D2D nodes b and c, where a through g
are different elements in the D2D node set ℵ . As shown in
Fig. 2, there are three leaf nodes d, e, and g, and three internal
nodes b, c, and f, where f is also a destination node. We can
see from Fig. 2 that there are three SL⁃paths, denoted by W1 ,
W2 , and W3 , where W1 ={ }(a,b),(b,d) , W2 ={ }(a,b),(b,e) ,

and W3 ={ }(a,c),(c, f ),( f,g) . Using the first SL path as a typ⁃
ical example, we get the transmitting and receiving nodes as
T11 = a , R11 = b , T21 = b , and R21 = d . Concentrating on the
2nd hop, we can obtain H21 =(b,d) , H22 =(b,e) , and
H23 =(c, f ) , forming the 2nd hop set H2 ={ }H21,H22,H23 for all
SL⁃paths. In addition, we get T2 ={ }b,c and R2 ={ }d,e, f .
3.3 Problem Formulation

Our target is to develop an interference⁃aware routing algo⁃
rithm. We need to construct the multicast tree according to the
inter ⁃ and intra ⁃ network interferences. Then, we discuss the
transmission and interference model for our framework and for⁃
mulate the multicast routing problem. The transmission and in⁃
terference model in this paper is similar to that in [7], which in⁃
cludes unicast routing over D2D networks. However, multicast⁃
ing involves concurrent transmissions by different branches,
and the interference model needs to be modified accordingly.

We use P0 to denote the transmission power of the cellular
user, which is a constant. If D2D node i (i = 1, 2, ... , U) is a
transmitting node, it uses power Pi , which is regulated accord⁃
ing to the interference statuses. All D2D node transmission
power is characterized by a vector P ={P1,P2, ... ,PU} . If a
D2D node does not transmit data during the multicast transmis⁃
sion, its power is zero. The distance between the BS and cellu⁃
lar user is denoted d0 ; the distance between node i and BS is
denoted Di ; we further use Δ j to denote the distance between
node j and cellular user while using di, j to denote the distance
between node i and node j. While the D2D transmissions reuse
the cellular user's uplink spectrum, the resulted signal⁃to⁃In⁃
terference ratio (SIR) at the BS cannot exceed a tolerable level,
denoted ρth . On the other hand, in order to guarantee the qual⁃
ity of service (QoS) of the D2D communications, the data rate
of each hop for D2D multicast, is required to be no less than a
specified threshold Rth .

The transmissions at each hop for D2D multicast are per⁃
formed in a time ⁃division fashion. Beginning from the source
node, the transmission for the xth hop occupies the xth time
slot. When all destinations have received the data packet, the

▲Figure 2. A multicast tree.
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source node begins to multicast a new packet for all destina⁃
tions. Future D2D networks may work under the coordination
and control of the BS [1], [2]. So, we assume that the BS coordi⁃
nate the entire multicast process and share information such as
the positions and transmission power among D2D nodes.

Following the above principles, we now take the xth hop′s
transmissions to establish the mathematical framework. In this
paper, we mainly consider the path loss for the transmission,
where small⁃scale fading is assumed to be averaged by apply⁃
ing diversity technologies. Correspondingly, the useful signal
power received by BS, represented by G0 , is written by
G0 = αP0d

-η
0 , (1)

where η represents the path ⁃ loss exponent and α is a con⁃
stant decided by antenna gain and/or other factors.

Without loss of generality, we concentrate on the xth hop in
the multicast transmission. Then, within the xth time slot, the
SIR received at the BS station, denoted by SIRBS

x , is derived by
SIRBS

x = G0∑
i ∈ Tx

αPiD
-η
i

= P0d
-η
0∑

i ∈ Tx

PiD
-η
i

, (2)

where Tx is the transmitting node set of the xth hop. In order
to satisfy the interference constraint, i.e., SIRBS

x ≥ ρth , we get

∑
i ∈ Tx

PiD
-η
i ≤ P0d

-η
0

ρth
(3)

For any transmitting node in set Tx , the D2D transmission
is affected by the cellular user′ s signal and also the signals
from other transmitting nodes in set Tx . The physical signals
transmitted by multicast nodes can be different whereas the
carried information is the same. Furthermore, it is hard to syn⁃
chronize multicast nodes. Accordingly, other transmitting
nodes cause interference as the cellular user does. Hence, the
maximum achievable transmission rate from transmitting node
i ∈Tx to its receiving node j, denoted by ℜi, j , can be written as

ℜi, j =B log
æ

è

ç

ç
çç

ö

ø

÷

÷
÷÷1 + αPid

-η
i, j

N0 + αP0Δ-η
j + ∑

k,k ∈ Tx \{i}
αPkd

-η
k, j

, (4)

Following (4), we can obtain the maximum transmission rate
of the xth hop in the yth SL⁃path (i.e., hop Hxy ), denoted by
ℜt,r , where t = Txy & r =Rxy , as

ℜt,r =B log
æ

è

ç

ç
çç

ö

ø

÷

÷
÷÷1 + αPtd

-η
t,r

N0 + αP0Δ-η
r + ∑

k ∈ Tx \{t}
αPkd

-η
k,r

. (5)

We design a routing algorithm that reduces the average hop

count and lowers the outage probability. We define the hop
count for a particular destination as the number of hops for it
to receive a multicast packet from the source. Further, denot⁃
ing the hop count for the vth destination by Lv , the average
hop count over all multicast destinations is calculated by

L = 1
m∑v = 1

m Lv . (6)
Then we formulate a hop⁃count minimization problem as fol⁃

lows:

where κ denotes the multicast tree structure (see Definition 1)
and P characterizes all D2D nodes' transmission power. The
first constraint indicates the root node must be multicast
source, the second constraint limits the interference caused to
the cellular users' signal, the third constraint requires all hops
for multicast can achieve the rate beyond Rth , the fourth con⁃
straint implies that all leaf nodes be multicast receivers, and
the last constraint suggests that any multicast receiver needs to
be on some SL⁃path.

4 Angle􀆼Based Interference􀆼Aware Routing
Algorithm for D2D Multicast Transmissions
The hop⁃count minimization problem formulated in section

3 involves mixed integer ⁃ nonlinear programming, the optimal
solution to which is unrealistic to track. In this section, we pro⁃
pose a heuristic algorithm, called angle ⁃ based interference ⁃
aware multicast routing algorithm. Our algorithm has two main
parts. One is the receiving⁃node selection for each hop and the
other is the power allocation for receiving nodes, which will be
respectively detailed in the following sections. Note that we as⁃
sume that all location information for D2D nodes and cellular
user is known to the BS. The BS will be responsible for the
route selection and power allocation for the multicast session.
4.1 The Selection of Receiving Nodes for Each Hop

We take the following crucial factors into account for our
routing design. First, the routes from the source need to ad⁃
vance towards each specific multicast destination. Second, the
destinations are usually divided into multiple groups lying on
different branches of the multicast tree. Thus, each transmit⁃
ting node often seeks multiple receiving nodes within its trans⁃

min
κ,P { }1

m∑v = 1
m Lv

s.t.: T1 ={ }Msr ;
  ∑

i ∈ Tx

PiD
-η
i ≤ P0d

-η
0

ρth
, ∀ x = 1,2, ... ,maxy{ }||Wy ;

  ℜTxy,Rxy
≥Rth, ∀ y = 1,2, ... ,Y x = 1,2, ... , |Wy| ;

   Rky ∈{ }M1,M2, ... ,Mm ,  k = |Wy|, ∀ y = 1,2, ... ,Y ;
   ∃y ∈{1,2, ... ,Y} su ch th atMv ∈Qy, ∀ v = 1,2, ... ,m. (7)
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mission range, expanding into different branches. Third, the
route selection needs to be regulated according to group char⁃
acteristics of multicast destinations with close positions and/or
similar directions. Following the above guidelines, we intro⁃
duce two principles for receiving node selections, namely, dis⁃
tance ratio minimization principle and angle ⁃ threshold based
merging principle.

Assume that the first (x ⁃ 1) hops have been determined.
Thus, we can obtain the set Tx of transmitting nodes for the
xth hop. Of all the transmitting nodes in Tx , we focus on the
ith transmitting node in Tx , denoted by sxi , to describe our
strategy for hop selections. We use Ni to denote the node set
whose elements satisfy the rate constraint for the link connect⁃
ing them to sxi . Then, we call Ni the neighbor set of sxi . Thenodes in the first (x⁃1)th hop should not been included in Ni .Therefore, Ni can be calculated by
Ni ={ }|u u ∈ ℵ\∪ z = 1

x Tz,ℜsxi u
≥Rth (8)

The multicast tree has multiple branches. Consequently, the
transmitting node sxi is responsible for delivering packets to
only some of the destinations, the target destination set, associ⁃
ated with sxi and denoted M͂x

i . An interesting and convenient
setup for M͂x

i in our algorithm is that each element of M͂x
i is a

target destination subset, which includes destinations with
close locations and similar directions. In particular, we use
M͂ x

ij , 1 ≤ j≤ Ji , to represent the jth element in M͂x
i . Each ele⁃

ment in M͂ x
ij is a multicast destination node instead of a desti⁃

nation subset in M͂x
i .

4.1.1 Distance Ratio Minimization Principle
The destinations in each target destination subset M͂ x

ij are
in a similar direction or close to each other whereas destina⁃
tions in different subsets are in much different directions.
Therefore, we select a receiving node for each M͂ x

ij . Assume
there are Kj elements in M͂ x

ij , which is denoted
M͂ x

ij ={ }M̂
ij

1 , ...,M̂ ij

t , ...,M̂ ij

Kj
, where M̂

ij

t is a multicast destination
(receiver). To select the receiving node for M͂ x

ij , we consider
two factors. First, we should select the node which makes large
advance towards destinations in M͂ x

ij . Second, as shown in (3),
the maximum transmission power of the selected node is quite
limited if the node gets too close to BS. Accordingly, the receiv⁃
ing node needs to stay away from the BS, which is similar to
the unicast routing in [7].

To jointly consider the above two factors, we design a dis⁃
tance ratio minimization (DRM) principle. The ratio here
means the distance ratio of the candidate⁃to⁃destination link to
the candidate⁃to⁃base⁃station link, where the candidate is one
of the nodes in Ni . We denote the distance between candidate
u and destination M͂

ij

t (an element of M͂ x
ij ), 1 ≤ t≤Kj du, t ,

and we denote the distance between u and BS du,BS . The final
receiving node for M͂ x

ij , denoted r xij , can be selected from all
candidates by

r xij = argmin
u ∈Ni

ì
í
î

ü
ý
þ

1
Kj
∑
t = 1

Kj du, t
du,BS

(9)

As in (9), we choose the node whose average distance ration
over all destinations in M͂ x

ij is the minimum. Thus, the routes
will not only advance towards destinations but also stay away
from BS.
4.1.2 Angle⁃Threshold Based Merging Principle

In the last section, we described how to select a receiving
node for each M͂ x

ij but did not discuss how to group all the des⁃
tinations corresponding to sxi into Ji subsets, namely, M͂ x

ij ,
1 ≤ j≤ Ji , which form the final target destination set M͂x

i . Des⁃
tination nodes in different subsets are in much different direc⁃
tions for routes whereas nodes in the same subset are in the
similar direction. In particular, we use a specifically designed
metric hop ⁃ angle to evaluate the difference in directions be⁃
tween any two different destination subsets M͂ x

ip and M͂ x
iq . The

term“hop ⁃ angle”here means the angle ∠r xip - sxi - r xiq , where
r xip and r xiq is the receiving node for M͂ x

ip and M͂ x
iq , respective⁃

ly. Then, we set an angle threshold θth to determine whether
two subsets should be merged into a set or not. The two node
groups(subsets) M͂ x

ip and M͂ x
iq will be merged together only

when ∠r xip - sxi - r xiq < θth . If the receiving nodes for M͂ x
ip and

M͂ x
iq are the same; that is, r xip = r xiq , the hop ⁃angle is zero and

the two subsets merge. By iteratively applying this merging
principle, we can finally group all the destination nodes corre⁃
sponding to sxi into J subsets, which are called target destina⁃
tion subset. Then, we can obtain the target destination set M͂x

i .
Fig. 3 shows a merging process example. There are four des⁃

tinations a, b, c, and d, corresponding to sxi (Fig. 3a). We se⁃
lect a receiving node for each destination according to the
DRM principle. These receiving nodes are denoted r xi1, r xi2, r xi3
and r xi4 (Fig. 3b). We sort the six hop ⁃angles formed by line
segment sxi - r xip,p = 1,2,3,4 and line segment
sxi - r xiq,q = 1,2,3,4,q≠ p in ascending order. As the minimum
angle ∠( )r xi2 - sxi - r xi3 is less than θth , we merge b and c into a
set (Fig. 3c). Then, we select a receiving node for destination
subsets { }a , { }b,c and { }d , respectively. As the angle
∠( )r xi1 - sxi - r xi2 is less than θth , we merge { }a and { }b,c into
a set { }a,b,c (Fig. 3d). Similarly, we select two receiving
nodes r xi1 and r xi2 for { }a,b,c and { }d , respectively. Because
the angle ∠( )r xi1 - sxi - r xi2 is larger than θth , we stop the merg⁃
ing process. Finally, we obtain two target destination subset,
M͂ x

i1 ={ }a,b,c and M͂ x
i2 ={ }d , which form the target destination
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set M͂x
i ={ }M͂ x

i1,M͂ x
i2 ={ }{ }a,b,c ,{ }d . The selected receiving

nodes for the two subsets are r xi1 and r xi2 (Fig. 3e).
4.2 Power Allocation for Receiving Nodes

Once the receiving nodes for each sxi , i = 1,2,..., ||Tx , have
been determined, they perform as the transmitting nodes of (x+
1)th hop. To avoid causing intolerable interference to cellular
user’s transmission, the transmission power of these nodes
need to satisfy (3). However, following (3), we cannot get the
specific power for each node r xij . Consequently, we need a po⁃
wer allocation strategy to not only limit the interference to cel⁃
lular user but also lower the outage probability for routing. A
multicast tree has multiple branches expanding to different
destinations. The branches close to the BS or cellular user are
usually the bottleneck for tree building because of their high
outage probability caused by limited transmission power or
strong inter ⁃ network interference. Therefore, we need to allo⁃
cate more power to the transmitting nodes on these bottleneck
branches. Generally, the maximum transmission rate from a
transmitting node r xij (transmitting node for the (x+1)th hop as
well as receiving node for the xth hop) to its target destination
M̂

ij

t (element of M͂ x
ij ), denoted ℜ

r xij ,M̂
ij

t
, can be used to repr⁃

esent the outage probability of the branch expanding towards
this destination. Therefore, we design a power allocation strate⁃
gy to maximize the minimum ℜ

r xij ,M̂
ij

t
, ∀i,∀ j∀ t . This power all⁃

ocation problem can be formulated as

To obtain the near optimal solution, we traverse all possible
solutions by fixed step⁃size. Assume there are only two trans⁃
mitting nodes sx1 and sx2 for the xth hop, two receiving nodes
for sx1 , i.e., r x11 , r x12 , and one receiving node for sx2 , i.e., r x21 .
The value range of P

rx11 is
é

ë

ê
ê

ù

û

ú
ú0, P0d

-η
0 D

η

rx11

ρth
. Once the value of

P
rx11 is determined, the value range of P

rx12 is
é

ë
êê

ù

û
úú0,æ

è
çç

ö

ø
÷÷

P0d
-η
0

ρth
-P

rx11
D

-η
r x11

D
η

rx12
. After the values of P

rx11 and P
rx12 are

both determined, the value of P
rx21 is determined, i.e.,

æ

è
çç

ö

ø
÷÷

P0d
-η
0

ρth
-P

rx11
D

-η
r x11
-P

rx12
D

-η
r x12

D
η

rx21
. We try to obtain the near opt⁃

imal solution by several rounds. In the first round, we set
P

rx11
= 0 and traverse the value of P

rx12 in the interval
é

ë
êê

ù

û
úú0,æ

è
çç

ö

ø
÷÷

P0d
-η
0

ρth
-P

rx11
D

-η
r x11

D
η

rx12
by step⁃size ΔP

rx12 . Once the value of
P

rx12 exceeds the maximum value allowed, we quit the first
round and start the second round. In the second round, we set
P

rx11
= ΔP

rx11 and traverse the value of P
rx12 by step ΔP

rx12 as be⁃
fore. In the third round, we set P

rx11
= 2ΔP

rx11 and in the next
round, set P

rx11
= 3ΔP

rx11 . Repeat updating the value of P
rx11 u⁃

ntil its value exceeds P0d
-η
0 D

η

rx11

ρth
. Then, we choose the solution

which maximizes min ℜ
r xij ,M̂

ij

t
as the final result of power alloca⁃

tion.
4.3 Routing Protocol

After describing the two principles for the selection of re⁃
ceiving nodes and the strategy for power allocation, we now
concentrate on the whole multicast routing protocol. The pseu⁃
do code for our proposed routing algorithm is listed and ex⁃
plained as follows.

▲Figure 3. A merging process.

max
P

rxij

min ℜ
r xij ,M̂

ij

t

s.t.ℜ
r xij ,M̂

ij

t

=B log
æ

è

ç

ç

ç

ç
çç
ç

ç
ö

ø

÷

÷

÷

÷
÷÷
÷

÷1 +
αP

rxij
d

-η
r xij ,M̂

ij

t

N0 + αP0Δ-η
M̂

ij

t

+ ∑
(u,z)

(u,z)≠(i, j)

αP
rxuz
d

-η
r xuz,M̂

ij

t

, ∀t = 1,2,...,Kj

∑
i
∑

j

P
r xij
D

-η
r xij
= P0d

-η
0

ρth (10)
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00. Initialization:
01. T1: ={Msr} ; x: = 1 ; set PMsr

based on Eq. (3); ! Initialize
source for 1st hop

02. D: ={ }M1,M2,…,Mm ; M͂1
1: ={ }{M1},{M2},…,{Mm} ; ! Destina⁃

tion set03. Routing Algorithm:04. while ( D≠∅ ) { ! Rout⁃ing until all destinations are reached
05. for ( i: = 1; i≤ ||Tx ; i + + ) { ! ith

transmitting node sxi at xth hop
06. Ni: ={u|u ∈ ℵ\∪ z = 1

x Tz,ℜsxi u
≥Rth} ; ! Find neigh⁃

bors for sxi07. M͂
x
i : = M͂x

i \Ni ; D: =D\Ni ; ! M͂x
i includes all

target destination subsets for sxi



Lines 00⁃02 start the routing by initializing the variables for
first hop. Lines 04⁃19 form a loop that ends until all the multi⁃
cast destinations (receivers) have correctly received packets.
Lines 05⁃14 also form a loop which selects the receiving nodes
for each sxi by the two principles given in section 4.1. Line 06
finds the neighbor set for sxi and line 07 excludes destinations
which are within the transmission range of sxi from M͂x

i and u⁃
nreached destination set D . Line 08 identifies the case where
we start the selection process for sxi + 1 . Lines 09⁃13 form a loop
which keeps updating M͂x

i until θmin ≥ θth and then set rx
i ,

namely, the set of all receiving nodes for sxi . Line 14 records
the mapping between each r xij and M͂ x

ij . Line 15 updates (x+1)
th hop's transmitting node set and line 16 constructs M͂x + 1

ibased on the mapping given by line 14. Power allocation for re⁃
ceiving nodes is given by line 17. Lines 18⁃19 start the routing
for (x+1) ⁃ th hop. Finally, the completed multicast tree κ is

built by line 20.

5 Algorithm Analyses

5.1 Computation Complexity
In this section, we analyze the computation complexity of

our proposed algorithm and compare it with the complexity of
two baseline algorithms in [17] and [19]. We use the same pow⁃
er⁃allocation strategy in the two baseline algorithms. In our pro⁃
posed routing algorithm, described in section 6.1., we only dis⁃
cuss the complexity of selecting receiving nodes for each sxi .Assume there are n nodes in neighbor set Ni and D destina⁃
tion nodes in M͂x

i . Assume M͂x
i has been partitioned into Ji

subsets in a step, i.e., Mx
i1,Mx

i2, ...,Mx
iJi . For each subset, we

need to check all of the n nodes in the neighbor set to deter⁃
mine r xij according to (9). Thus, we need n*Ji comparisons to
find nodes for Ji subsets. In the worst case scenario, the se⁃
lected node for each subset is different and we obtain Ji se⁃
lected nodes. Then, some subsets can be merged according to
the principle in section 4.1. To determine the minimum hop an⁃
gle from angles formed by Ji selected nodes, we need
C2

Ji
= Ji( )Ji - 1

2 comparisons. If the minimum hop angle is less
than θth , we merge the corresponding two subsets and get a
new partition result Mx

i1,Mx
i2, ...,Mx

i(Ji - 1) . Therefore, for the case
with Ji subsets, n*Ji + Ji( )Ji - 1

2 = 12 Ji2 + æè ö
ø

n - 12 Ji compar⁃
isons are needed to get a new partition result. The maximum
value of Ji is obtained as follows. If D < n , the number of sub⁃
sets will be, in the worst case scenario, size D. If D > n , the
number of subsets will be n at most. Thus, 0 < Ji ≤min( )D,n .
In the worst case scenario, we need to merge exactly two sub⁃
sets in each iteration. Then, we need
∑Ji = 2

min( )D,n é
ë
ê

ù
û
ú

12 Ji2 + æè ö
ø

n - 12 Ji comparisons in the worst case sce⁃
nario. If D < n , the computation complexity is O( )D3 + nD2 . If
D > n , the computation complexity is O( )n3 . From [17] we
know that the computation complexity of PBM algorithm is
O( )2n and the computation complexity of GMR algorithm in
the worst case scenario is O( )Dnmin( )D,n 3 . Compared with
these two baseline algorithms, our proposed algorithm is not
complex.
5.2 Outage Probability

For a dynamic changing multicast tree, it is difficult to ana⁃
lyze the outage probability for routing because the routing
nodes and transmission power are both uncertain. In this sec⁃
tion, we analyze the outage probability for a hop. For a trans⁃
mitting node i in Tx , the maximum transmission rate from
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08. if M͂x
i =∅ then continue;

09. else{while (1) {
10. get sxi 's receiving node r xij towards M͂ x

ijvia Eq. (9) ∀ j ;
! M͂ x

ij is the jth element (target desti⁃
nation subset) of M͂ x

i ;
11. (γ,λ): = arg min( j, t), j≠ t

{ }∠r xij - sxi - r xit ;
θmin: = ∠r xiγ - sxi - r xiλ ;

! min. hop angle of sxi . θmin is set to
∞ if |M͂i | < 2 .

12. if θmin < θth then
M͂

x
i : = ( )M͂

x
i \{ }M͂ x

iγ,M͂ x
iλ ⋃{ }M͂ x

iγ ⋃ M͂ x
iλ ;

! Merge destination subsets
13. else { r xi : ={r xij|j = 1,2,..., ||M͂x

i } ; Update Hx ;
break; } } }! Finalize all receiving nodes associat⁃

ed with sxi , update hop set Hx ;
14. Ψx + 1

i : = ( )(r xi1,M͂ x
i1),(r xi2,M͂ x

i2), … ,(r xiJ,M͂ x
iJ) , where

J = ||M͂x
i ; }

! Map next ⁃ hop transmittingnodes & their destination subset
15. Tx + 1: =∪ i = 1

||Tx r xi ; Denote sx + 1
i the ith element of

Tx + 1 ; ! Update (x+1)⁃th hop's transmit⁃ting node set
16. construct M͂

x + 1
i based on the mapping given by

Ψx + 1
i for all i;

17. allocate power based on Tx + 1 & Ψx + 1 by using the
algorithm in Section 4.2;18. D: =D\Tx + 1 ; ! Update the overall destinationset19. x: = x + 1 ; } ! Next hop20. Construct multicast tree κ based on all Tx and Hx .



node i to its receiving node j, denoted ℜi, j , is given by (4). If
we set ℜi, j =Rth , we will get a closed curve. Nodes inside the
region enclosed by the curve form the neighbor set of i. If there
are no actual nodes in the region, the routing breaks off. We de⁃
note the region σ and the acreage of σ Sσ , which is hard to
calculate. Assume U D2D nodes are evenly distributed in a
sector area with acreage S0 . Then, the probability that there
are no actual nodes in region σ , i.e., the probability for rout⁃
ing outage, is

Pout = æ
è
ç

ö
ø
÷1 - Sσ

S0

U

(11)

From (11) we know that the outage probability will be lower
if the region σ or the amount of D2D nodes is larger. The
acreage of σ is mainly determined by the transmission power
and the strength of interference. Low transmission power or
strong interference will reduce the acreage of σ , which in⁃
creases the outage probability.
5.3 The Impact of Angle Threshold

The angle threshold is a very important for tree⁃building. It
can determine whether two subsets should be merged or not.
Fig. 4 is an example of different multicast routes resulted from
different angle thresholds with the same network topology. The
threshold ranges from 0∘ to 180∘ . When the threshold is close
to 0∘ , the multicast tree expands into multiple branches earli⁃
er (Fig. 4a). If the threshold is close to 180∘ , the multiple
branches will not be generated until the rest destinations are
too far from each other (Fig. 4b).

6 Simulation Evaluations

6.1 Two Modified Baseline Algorithms
In this section, we describe the two baseline algorithms used

in the following simulation. One is the GMR routing algorithm
in [17], the other is the PBM routing algorithm in [19]. For the
selection of receiving nodes for sxi , the original two algorithms
both only consider the number of receiving nodes and further
advance to destinations. However, the GMR algorithm involves
a merging process of destinations like our proposed algorithm
whereas the PBM algorithm traverses all the possible subsets
of Ni to select one as the set of receiving nodes. As the origi⁃
nal two algorithms do not take into account the power con⁃
straint in (3), they cannot be directly used in the D2D network.
Therefore, we modify the two algorithms to make them suitable
for our simulation scenario. The two modified algorithms are
called modified⁃GMR (M⁃GMR) routing algorithm and modified
⁃ PBM (M ⁃PBM) routing algorithm. The only modification we
make is to introduce the same allocation strategy described in
section 4.2 to allocate power to each r xij selected by the two
original algorithms.
6.2 Simulation Settings

In the simulation, we consider a sector area with a central
angle equal to 2π/3 and radius 500 m, as illustrated in Fig. 4.
The transmission power P0 used by cellular user is 23 dBm
and the threshold ρth of SIR at BS is 8 dB. The path⁃loss expo⁃
nent η is 3. The constant α is set such that the signal ⁃ to ⁃
noise ratio after 500 m transmissions is 0 dB. The positions of
cellular user, D2D source node and D2D destination nodes are
shown in Fig. 4. But other D2D nodes are generated randomly
in the sector and the topology follows uniform distribution. The
following simulation results are obtained by averaging over
1000 randomly generated topologies.
6.3 Simulation Results
Fig. 5a shows the outage probability versus the number U of

D2D nodes. As described in [19], the PBM algorithm has a pa⁃
rameter λ ranging from 0 to 1, which also exists in the M ⁃
PBM algorithm. We have thus run the same routing task 1000

◀Figure 4.
Routing examples with
different angle thresholds:
(a) θth = 45∘ and (b) θth = 90∘ .D2D: device⁃to⁃device
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times. Only the best one λ = 0.8 is included in Fig. 5. Here,
we set Rth = 2Mb/s and θth = 110∘ . As in Fig 5a, M⁃GMR and
M ⁃ PBM have much higher outage probability than our pro⁃
posed algorithm because the routes generated by our proposed
algorithm do not go near the BS and region with strong interfer⁃
ence whereas the others only consider providing advance to
destinations. We can also observe from Fig. 5a that the proba⁃
bility of all three algorithms decreases as U increases. This
phenomenon verifies the outage probability analysis in section
5.2.
Fig. 5b shows the average hop ⁃ count result, where we set

λ = 0.8 , Rth = 2Mb/s and θth = 110∘ . The average hop⁃count of
our proposed one is the least among three algorithms (Fig. 5b).
Meanwhile, the performance of M⁃GMR and M⁃PBM are get⁃
ting closer when U becomes larger. This is because they both
concentrate on finding nodes providing largest advance to des⁃
tinations. Thus, the two algorithms are inclined to choose the
same routing path when U is large enough.

Fig. 6a shows the outage probability versus the angle thresh⁃
old θth , where we set Rth = 2Mb/s and U = 200 . The outage
probability is high when the threshold is small because we gen⁃
erate too many target destination subsets and corresponding re⁃
ceiving nodes. As in (3), the transmission power and transmis⁃
sion range of each node will be quite limited, which will in⁃
crease the outage probability. The outage probability decreases
when θth increases and trends towards a stable value. This is
because we merge all destinations into one target subset and
the multicast tree has hardly any expanded branches. Thus,
the outage probability is mainly decided by the number of D2D
nodes in the network.
Fig. 6b shows the average hop ⁃ count versus the angle

threshold θth . The small threshold leads to more hops because
we generate too many next⁃hop nodes. Their transmission rang⁃
es are quite limited, as discussed in the last paragraph. Thus,
the average hop⁃count is high. The hop⁃count decreases as θthincreases. When θth is larger than 85∘ , the hop⁃count increas⁃

D2D: device⁃to⁃device M⁃GMR: modified⁃ geographic multicast routing M⁃ PBM: modified⁃position⁃based multicast

◀Figure 5.
Performance comparisons
for three routing
algorithms: (a) Outage
probability versus the
number U of D2D nodes,
and (b) Average hop⁃count
versus the number U of
D2D nodes.

◀Figure 6.
Performance evaluations
for our proposed algorithm:
(a) Outage probability
versus angle threshold, and
(b) Average hop⁃count
versus angle threshold.
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es again and trends to a stable value. Therefore, 85∘ is the best
threshold for the specific positions of cellular user, D2D source
node and D2D destination nodes given in Fig. 4.

7 Conclusion
In this paper, we proposed an angle ⁃ based interference ⁃

aware routing algorithm for multicast over wireless D2D net⁃
works. Our proposed algorithm aims to lower the outage proba⁃
bility and minimize average hop⁃count. By utilizing the DRM
principle and the angle⁃threshold based merging principle, the
packets can effectively progress towards destinations. Our pro⁃
posed algorithm has low computational complexity. Simulation
results show that our proposed algorithm outperforms the given
baseline schemes in terms of outage probability and average
hop count.
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In this paper, we investigate advanced digital signal process⁃
ing (DSP) at the transmitter and receiver side for signal pre⁃
equalization and post ⁃ equalization in order to improve spec⁃
trum efficiency (SE) and transmission distance in an optical
access network. A novel DSP scheme for this optical super ⁃
Nyquist filtering 9 Quadrature Amplitude Modulation (9 ⁃
QAM) like signals based on multi⁃modulus equalization with⁃
out post filtering is proposed. This scheme recovers the Ny⁃
quist filtered Quadrature Phase⁃Shift Keying (QPSK) signal to
a 9⁃QAM⁃like one. With this technique, SE can be increased
to 4 b/s/Hz for QPSK signals. A novel digital super ⁃Nyquist
signal generation scheme is also proposed to further suppress
the Nyquist signal bandwidth and reduce channel crosstalk
without the need for optical pre ⁃ filtering. Only optical cou⁃
plers are needed for super⁃Nyquist wavelength⁃division⁃multi⁃
plexing (WDM) channel multiplexing. We extend the DSP for
short ⁃haul optical transmission networks by using high⁃order
QAMs. We propose a high⁃speed Carrierless Amplitude/Phase⁃
64 QAM (CAP⁃64 QAM) system using directly modulated la⁃
ser (DML) based on direct detection and digital equalization.
Decision ⁃ directed least mean square is used to equalize the
CAP ⁃ 64QAM. Using this scheme, we generate and transmit
up to 60 Gbit/s CAP ⁃ 64QAM over 20 km standard single ⁃
mode fiber based on the DML and direct detection. Finally,
several key problems are solved for real time orthogonal ⁃ fre⁃
quency⁃division⁃multiplexing (OFDM) signal transmission and
processing. With coherent detection, up to 100 Gbit/s 16
QAM⁃OFDM real⁃time transmission is possible.

digital signal processing; high spectrum efficiency; super⁃Ny⁃
quist; coherent optical transmission
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I
1 Introduction

n long⁃haul backbone networks and short⁃haul access
networks, bandwidth demand has increased by 30% to
60% annually due to the rapid development of cloud
computing, social media, and mobile data services.

The trend of increasing service bandwidth requires a lower
cost per bit; thus, high ⁃ speed optical transmission interfaces
and high spectrum efficiency (SE) technologies have become
more important. For example, a successful solution for the 100
Gbit/s long⁃haul system is to combine the single⁃carrier Polar⁃
ization ⁃ Division Multiplexing Quadrature Phase Shift Keying
(PDM⁃QPSK) modulation format and the digital signal process⁃
ing (DSP) based coherent detection. Transmission technologies
providing high SE have also been widely investigated. These
technologies fall into two main categories: those that reduce
spectrum bandwidth and those that increase the modulation or⁃
der. The former uses spectrum shaping technologies of optical
or electrical domain filtering, which are also called Nyquist or
Super⁃Nyquist technologies. The latter uses higher⁃order modu⁃
lation formats, such as 32 Quadrature Amplitude Modulation
(32⁃QAM), 64⁃QAM, or even the QAMs that have a higher or⁃
der [1]-[26]. However, the two technologies depend on the ad⁃
vanced DSP of transmitters or receivers, and there are various
restrictions such as high sensitivity to laser frequency offset,
phase noise, and inter⁃symbol interference (ISI). There is also
a variety of intra⁃channel and inter⁃channel impairments.

Higher⁃order modulation is the simplest solution to high SE.
This solution, however, causes impairment, requires high re⁃
ceiver sensitivity and only covers a short distance. Compared
with Quadrature Phase⁃Shift Keying (QPSK) signals, 16⁃QAM
signals require 6 dB higher Optical Signal to Noise Ratio (OS⁃
NR), and the OSNR requirement increases exponentially with
the increase of constellation points. As for optical fiber trans⁃
mission, the nonlinearity of optical fibers restricts the launch
power and significantly limits the OSNR. In addition, the Eu⁃
clidean distance of constellation points in high SE modulation
is shorter, and there is even lower tolerance for the nonlineari⁃
ty of optical fibers. In the latest experiment [27], the OSNR at
BER = 10 ⁃ 3 for 16 ⁃QAM has a penalty of 8 dB whereas for
QPSK only a penalty of 1 dB. Therefore, it is very important to
study the advanced DSP algorithms for higher⁃order QAM. Un⁃
like QPSK, higher⁃order QAM needs new solutions to the po⁃
larization de⁃multiplexing, frequency offset and phase recovery
of signals. In field tests, dual⁃carrier 16⁃QAM signals are trans⁃
mitted at 512 Gbit/s for a maximum distance of 734 km in dis⁃
persion⁃compensated fibers, while at the same time non⁃return⁃
to⁃zero (NRZ) signals are co⁃propagated at 10 Gbit/s within a
200 GHz bandwidth [28]. These results show that it is challeng⁃
ing to use 16⁃QAM and 64⁃QAM to increase the SE. Due to
smaller electrical bandwidth at the same bit rate, high SE
transmission based on higher ⁃ order QAM can bring a better
system performance in a short ⁃ haul optical network that re⁃
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quires a higher OSNR.
With the development of high SE coherent detection and

DSP, spectrum shaping technologies of Nyquist Wavelength ⁃
Division Multiplexing (N⁃WDM) and Super⁃Nyquist WDM (SN⁃
WDM) have become hot topics in the field of 100 Gbit/s long⁃
haul transmission. Current research shows that QPSK modula⁃
tion formats provide the best balance between SE and transmis⁃
sion distance. Therefore, using spectrum shaping technologies
to implement N⁃WDM or SN⁃WDM for increasing the SE of the
PDM⁃QPSK system is a promising and highly efficient solution
for long ⁃ haul large ⁃ capacity optical transmission networks
[11]-[21]. However, filter shaping and DSP may cause ISI, in⁃
ter⁃channel crosstalk and noise amplification, all of which seri⁃
ously affect system performance [11]- [16]. When a linear
equalization algorithm, such as the Constant Modulus Algo⁃
rithm (CMA), is used, high⁃frequency noise and inter⁃channel
crosstalk in the signal spectrum is enhanced. To compensate
for the impairment, extra processing is needed for noise sup⁃
pression and multi ⁃symbol detection decision. In [11]-[16], a
delay ⁃ and ⁃ add post ⁃ filter is used to suppress the enhanced
noise. In addition, a 1⁃bit Maximum Likelihood Sequence Esti⁃
mation (MLSE) is introduced to overcome the ISI impairment.
However, some problems still exist.
1) Although the post ⁃ filter combined with Constant Modulus

Equalization (CMEQ) algorithm has been widely applied to
100 Gb/s and higher optical Nyquist and Super ⁃ Nyquist
transmission [14]-[16], some DSP modules, including carri⁃
er recovery, may still be affected by noise and crosstalk.

2) A Wavelength Selective Switch (WSS), which is costly and
difficult to integrate, cannot be easily integrated with a tra⁃
ditional optical transceiver, especially in a multi ⁃ channel
system.

3) The instability of the filter center window may cause serious
deterioration of the system performance.
To solve these problems, we use a digital⁃to⁃analog convert⁃

er (DAC) with a high sampling rate and high analog bandwidth.
This DAC shapes the spectrum through a digital filter with hun⁃
dreds of taps. This solution does not need any extra device and
parameters can be reset easily. It can be combined with other
functions (such as tilt correction) of a transmitter, and WDM
channels can also be multiplexed by optical couplers.

In this paper, we study DSP algorithms for high SE and long⁃
haul transmission in optical access networks. We describe post
⁃processing at the receiver end and pre⁃processing at the trans⁃
mitter end in an SN⁃WDM system. We propose a 9⁃QAM⁃like
Multi ⁃ Modulus Equalization (MMEQ) DSP scheme based on
optical super⁃Nyquist filtering. By using the Cascaded Multi ⁃
Modulus Equalization algorithm (CMMA), this scheme directly
restores QPSK signals from 9⁃QAM⁃like signals [29]-[30]. In
addition, for Quadrature Duobinary (QDB) signals, the system
performance of post⁃filter CMEQ and MMEQ schemes are com⁃
pared for different filter bandwidths, carrier spacing, and trans⁃
mission distances. We transmit QPSK signals with an SE of 4

b/s/Hz. We also propose a novel digital Super ⁃Nyquist signal
generation scheme that reduces Nyquist signal bandwidth and
channel crosstalk without using optical pre⁃filtering. The spec⁃
trum of Super⁃Nyquist 9⁃QAM signals generated by using this
scheme is more effectively compressed than that of regular Ny⁃
quist QPSK signals. Only an optical coupler is needed to im⁃
plement WDM channel multiplexing. After the 20% soft⁃deci⁃
sion Forward Error Correction (FEC) overhead is removed, this
scheme still achieves a net SE of 4 b/s/Hz. By using higher⁃or⁃
der QAM technologies, we also apply DSP in short⁃haul optical
transmission networks. We propose a high ⁃ speed Carrierless
Amplitude/Phase ⁃ 64 QAM (CAP⁃64 ⁃QAM) system based on
Directly Modulated Laser (DML), direct detection, and digital
equalization. CAP⁃64⁃QAM signal equalization is implement⁃
ed with the Decision Directed Least Mean Square (DD⁃LMS)
algorithm. By using this scheme, we generate high⁃speed CAP⁃
64⁃QAM signals based on DML and direct⁃detection technolo⁃
gies. We transmit the signals over a 20 km Standard Single ⁃
Mode Fiber (SSMF) at a record rate of 60 Gbit/s. This paper al⁃
so describes the latest research progress of the DSP⁃based real⁃
time coherent system.

The remainder of this paper is organized as follows. In sec⁃
tion 2, we describe the MMEQ⁃based post⁃transmission DSP al⁃
gorithms used in the Super ⁃Nyquist system. In section 3, we
discuss a novel digital Super ⁃ Nyquist signal generation
scheme. This scheme reduces channel crosstalk without using
optical pre⁃filtering. In section 4, we show the 64⁃QAM signal
transmission experiments based on Carrierless Amplitude/
Phase (CAP) algorithms. We also discuss the DSP⁃based real⁃
time coherent system in section 5, and conclude the paper in
section 6.

2 MMEQ􀆼Based Post􀆼Processing DSP
Algorithms Used in Optical Super􀆼Nyquist
Channels
Optical super⁃Nyquist shaping can be implemented by 4⁃or⁃

der super ⁃Gaussian narrowband filtering, such as WSS [11]-
[16]. For PDM⁃QPSK signals with a symbol rate of Rs, we use
a filter shaping device with 3 dB bandwidth less than or equal
to Rs in order to implement QDB spectrum shaping. Due to fil⁃
tering effect, 4⁃point QPSK signals can be changed into 9⁃QAM
⁃ like signals from the viewpoint of constellation points. Com⁃
pared with QPSK signals, QDB signals have a narrower spec⁃
trum and side lobe suppression. In general, conventional Ny⁃
quist signals are generated by a raised cosine function that has
a bandwidth equal to symbol rate. We propose a solution to
reach the limit of the Super ⁃ Nyquist SE by adopting a filter
with a 3 dB bandwidth less than signal baud rate. Fig. 1 shows
the principle for the generation of WDM channels of Super⁃Ny⁃
quist filtering 9⁃QAM⁃like signals from QPSK signals, which is
based on optical Gaussian filtering.
Fig. 2 shows the DSP module process. Figs. 2a and 2b show
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the DSP module processes of two different processing schemes.
In [11]-[16], the authors use the CMA and post⁃filterCMEQ al⁃
gorithm. [29] and [30] introduce the MMEQ scheme which we
have proposed recently. For the post⁃filter CMEQ, received sig⁃
nals are first restored to QPSK signals and then converted into

9⁃QAM⁃like signals by delay⁃and⁃add post⁃filter⁃
ing to suppress noise. In the MMEQ scheme,
however, we use the CMMA algorithm to restore
QDB signals to 3⁃modulus 9⁃QAM⁃like signals
and then obtain 9⁃QAM signals by using an im⁃
proved carrier phase recovery (CPR) algorithm.
The detailed DSP algorithm is discussed in [29],
and Fig. 2 shows the signal constellations after
the processing of each DSP module. The main
advantage of using the MMEQ algorithm to pro⁃
cess QDB filtering signals is that the frequency
response of adaptive MMEQ taps has a compres⁃
sion effect on the high ⁃ frequency components,

which, compared with CMEQ, avoids performance deteriora⁃
tion caused by noise and crosstalk. Fig. 2c shows the signal
spectra of different schemes when a 3 dB 22 GHz QDB filter is
used. Noise and crosstalk are improved, and the high⁃frequen⁃
cy components near ± Rs/2 are restored by the CMEQ algo⁃
rithm. However, noise and crosstalk are suppressed by the pro⁃
cessing of the CMMA ⁃ based MMEQ algorithm. This sup⁃
pressed noise is mainly the noise inside the channel near the
high⁃frequency part and includes Amplified Spontaneous Emis⁃
sion (ASE) noise and ISI. Therefore, with the CMEQ ⁃ based
scheme, it is necessary to add a post⁃filter after the CPR pro⁃
cess in order to suppress noise and crosstalk [11]-[16]. Howev⁃
er, some DSP modules are still affected by noise and crosstalk
during CPR. Compared with the CMEQ algorithm, the MMEQ
algorithm better suppresses noise and crosstalk during the ini⁃
tial phase of DSP, and improves system performance.

To compare the filter tolerance for noise and crosstalk of
CMEQ and MMEQ algorithms, we design an 8⁃channel PDM⁃
QPSK experiment with 28⁃Gbaud QDB filtering. The transmis⁃
sion rate of the system is 8 × 112 Gbit/s, and the channel spac⁃
ing is 25 GHz. Single⁃mode fiber⁃28 (SMF⁃28) is used, and the
circulating fiber loop is divided into ten 88 km spans. The aver⁃
age loss of each span is 18.5 dB and chromatic dispersion (CD)
is 17 ps/km/nm. An EDFA is added before each 88 km fiber
span to compensate for the fiber loss. In addition, a programma⁃
ble WSS is introduced into the fiber loop to suppress ASE
noise as an optical bandpass filter (BPF). The WSS has a 4⁃or⁃
der Gaussian spectral feature with a 3 dB bandwidth of 2.2 nm.
At the receiver end, a tunable BPFat 3 dB bandwidth of 0.34
nm is used to select the desired subchannel. Polarization⁃ and
phase ⁃diversity homodyne coherent detection is also adopted.
The External Cavity Laser (ECL) functioning as the Local Os⁃
cillator (LO) in the transmitter or receiver has a linewidth of
about 100 kHz. Each Balanced Photodiode (BPD) is with 3 dB
bandwidth of 42 GHz. The average input optical power of each
photodiode in BPD ranges from ⁃20 dBm to 13 dBm. The pow⁃
er of received signals is 3 dBm, and the power of the pre⁃ampli⁃
fied LO before an optical mixer is 20 dBm. A digital sampling
oscilloscope with a sampling rate of 80 GSa/s and bandwidth of
30 GHz is used for analog ⁃ to ⁃ digital conversion (ADC). The

▲Figure 1. Generation of WDM channels of super⁃Nyquist filtering 9⁃QAM⁃like signals
from QPSK signals.
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crosstalk of adjacent channels is suppressed after the ADC and
there is no need to add an extra filter in offline processing.

The result shows that MMEQ provides a better BER than
CMEQ with post ⁃ filtering because the former more effectively
suppresses noise and crosstalk. When the filter bandwidth is
20.1 GHz, the OSNR corresponding to BER = 1 x 10 ⁃ 3 in the
MMEQ scheme is about 16.5 dB, which improves by 1 dB com⁃
pared with the post ⁃ filtering CMEQ scheme. In addition, the
MMEQ scheme improves the filter tolerance for noise and
crosstalk, and the maximum transmission distance of 25 GHz
QDB signals can reach 2640 km. For post ⁃ filtering CMEQ,
however, the maximum transmission distance at the BER be⁃
low the FEC limit is about 2000 km. Therefore, compared with
the post⁃filtering CMEQ scheme, the MMEQ scheme provides
better transmission and increases transmission distance by
32% when the BER is 3.8 × 10⁃3.

3 Pre􀆼Processing Algorithm for Generation
and Processing of Digital Super􀆼Nyquist
Signal
Fig. 3 shows the difference between the

generation of DAC⁃based Super ⁃Nyquist 9 ⁃
QAM signals and that of regular Nyquist
QPSK signals. For the filtering of regular Ny⁃
quist signals, only Square⁃Root⁃Raised⁃Co⁃
sine (SRRC) filter is needed to generate Ny⁃
quist pulses. However, when the channel
spacing is less than the symbol rate, the
bandwidth beyond the channel spacing may
cause serious crosstalk (Fig. 3). To achieve
Super ⁃ Nyquist transmission, we add a low
pass filter (LPF) to generate super ⁃ Nyquist
pulses. In this way, the signal spectrum is
further compressed to reduce channel cross⁃
talk. In our scheme, the LPF can be imple⁃
mented by the QDB delay⁃and⁃add, and the z
⁃transform of the related transfer function is
HQDB(z)=1+z-1 (1)
Thus, the LPF can be implemented by a 2⁃

tap FIR filter, which converts QPSK signals
into 9⁃QAM signals [11]-[16]. By cascading
QDB and SRRC filters, the Super ⁃ Nyquist
digital filter in the time domain can be ex⁃
pressed as
hSN(t)=hQDB(t)⊕hsrrc(t) (2)

where hsrrc(t) is the time domain pulse re⁃
sponse of the SRRC filter [17]-[20], and hQDB

(t) is the impulse response of the QDB filter
in (1).
Figs. 4a and 4d show the time domain

pulse responses of an SRRC⁃based regular Nyquist filter and a
super⁃Nyquist filter based on cascaded QDB and SRRC filters.
In the figure, the SRRC roll⁃off factor is set to 0. The Super⁃Ny⁃
quist digital filter has a smaller resonance and faster conver⁃
gence compared with the conventional Nyquist filter. Figs. 4b
and 4e are the eye diagrams of a conventional Nyquist QPSK 2⁃
level baseband signal and a Super ⁃ Nyquist 9 ⁃ QAM 3 ⁃ level
baseband signal. Figs. 4c and 4f show the electrical power
spectra of Nyquist QPSK and Super ⁃Nyquist 9⁃QAM signals.
The power spectrum of the Super ⁃Nyquist signal is more se⁃
verely compressed; its spectrum side lobe is greatly sup⁃
pressed; and its 3 dB bandwidth is less than one half of the
baud rate.

4 CAP􀆼64􀆼QAM Short􀆼Haul Transmission
Using Direct Detection and Advanced
Digital Equalization Technologies
Because of the smaller electrical bandwidth at a given bit

rate, high SE transmission based on higher ⁃ order QAM can
bring about better system performance in a short ⁃haul optical

(c) FFT spectrum of Nyquist QPSK signals
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▲Figure 3. DAC⁃based Nyquist and Super⁃Nyquist 9⁃QAM signal generation.
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network that requires a higher OSNR. On the other hand, with
the rapid growth in the demand for short⁃haul communication
bandwidth of optical links between access networks and data
centers, to increase the transmission capacity is a hot topic [5],
[6]. Considering cost and complexity, intensity modulation and
direct detection (IM/DD) using higher ⁃ order modulation for⁃
mats is a universally feasible solution [5], [6], [31]-[41]. IM/DD
⁃based modulation technologies such as QAM⁃subcarrier modu⁃
lation (SCM) [5], [6], pulse amplitude modulation (PAM) [31],
Discrete Multi ⁃ Tone (DMT) or orthogonal frequency division
multiplexing (OFDM) [32], [33], and CAP modulation [34]-
[41] have been proposed.

Studies have shown that the IM/DD⁃based CAP structure re⁃
duces complexity and ensures good performance. It is still able
to provide a high data transmission rate by using only a DML,
a Vertical ⁃ Cavity Surface ⁃ Emitting Laser (VCSEL), a photo⁃
electric device with a limited bandwidth, or other cheap compo⁃
nents [34]-[42]. Compared with QAM⁃SCM [5], [6] and OFDM
[32], [33], CAP does not require complex⁃to⁃real conversion in
the electrical domain, complex mixers, RF sources or optical in
⁃ phase/quadrature (I/Q) modulators. CAP also eliminates the
discrete Fourier transform (DFT) used during OFDM signal
modulation and demodulation [40]. Various CAP⁃based optical
communication systems have been discussed in [35]- [42]. In
[38], the authors describe how multiband CAP ⁃QAM can in⁃
crease the bandwidth in short ⁃ haul communication. G. Step⁃
niak et al. [42] propose a system based on CAP⁃16⁃QAM and
CAP⁃64⁃QAM. However, the bit rates of these systems are only
2 Gbit/s and 2.1 Gbit/s, respectively. In [40], a CMMA⁃based
digital equalizer is used to equalize the ISI of CAP⁃16⁃QAM
signals, and this improves performance. However, higher⁃order
modulation CAP systems, such as CAP⁃64⁃QAM with a rate up
to tens of gigabit per second, have not been demonstrated, and
the corresponding digital equalization technologies also have
not been deeply investigated. Thus, we propose and experimen⁃
tally demonstrate a high⁃speed CAP⁃64⁃QAM system based on
DML, direct detection, and digital equalization technologies.

Fig. 5 shows the principles of CAP M ⁃ QAM transmitters
and receivers that use DML, direct detection, and digital equal⁃
ization. CAP Bell Labs first proposed CAP, a multi⁃level multi⁃
dimensional modulation format suitable for short⁃haul commu⁃
nications [34]-[43]. This modulation format is similar to QAM
but does not require an RF source. Two⁃dimensional CAP can
be implemented by the two orthogonal filters fI and fQ in Fig. 5.
The original bit sequence is first mapped to the complex sym⁃
bol of M⁃QAM, where M is the level of the QAM. In order to
match the sampling rate of the shaping filter, the mapped com⁃
plex symbol is then up⁃sampled. The sampling rate of the shap⁃
ing filter is jointly determined by the data baud rate and DAC
sampling rate. After the outputs of the two filters are com⁃
bined, DAC processing is performed to form S(t), which drives
DML. The receiver uses direct detection. After the ADC pro⁃
cessing, the signals are sent to two matching filters to separate
the in ⁃ phase and quadrature components. After down ⁃ sam⁃
pling, linear equalization and M⁃QAM demodulation, the origi⁃
nal bit sequence is obtained.
fI(t) and fQ(t) represent a pair of quadrature matching filters,

and MfI(t) and MfQ(t) are their corresponding shaping filters.
These two pairs of filters make up a Hilbert pair between the
transmitter and receiver. The two quadrature filters can be es⁃
tablished by multiplying the SRRC of sine and cosine func⁃
tions [43]. Therefore, the relationships between the matching
filters are MfIn(t) =fIn(⁃ t) and MfQn(t) =fQn(⁃ t). Because of the or⁃
thogonality of the filters, in⁃phase and quadrature data can be
obtained with the quadrature matching filters. In order to accu⁃
rately recover the in⁃phase and quadrature data, synchroniza⁃
tion during CAP demodulation is very important. Time errors
of matching Finite Impulse Response (FIR) filters introduce se⁃
rious ISI [40]- [42]. The most suitable sampling point is diffi⁃
cult to determine; therefore, the deviation of the sampling time
point causes subsequent signals to be severely affected by ISI
and I/Q crosstalk, and this results in blurring and phase rota⁃
tion of constellation points.

Therefore, it is necessary to use a linear equalizer after down
⁃sampling to process complex signals, and the
original signals can be obtained by QAM de⁃
coding. In our system, both quadrature filters
and matching filters are implementedby digi⁃
tal FIR filters, and the tap lengths are T⁃OFL
and R⁃MFL, respectively. The tap length of a
FIR filter determines its time domain pulse
shape and frequency response [40]. Its im⁃
pact on system performance is also consid⁃
ered in the experiment.

In the previous work, CAP signals are
equalized by a two⁃stage equalization scheme
that combines ISI equalization and phase re⁃
covery algorithms. CMA is used first for pre⁃
convergence, and then the CMMA algorithm
is used for ISI equalization. For higher⁃order
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CAP⁃QAM signals, however, CMMA equalization is not ideal
because the intervals in a QAM ring are generally smaller than
the minimum inter ⁃ symbol interval. Previous studies have
shown that DD ⁃ LMS results in better SNR than CMMA for
higher⁃order QAM signals [22]. On the other hand, the conver⁃
gence of CMMA is based on the modulus value of a symbol,
and this algorithm is independent of the phase. Therefore,
phase recovery is additionally needed after CMMA in order to
equalize crosstalk.

We propose a novel DSP algorithm for equalizing the ISI
and crosstalk in CAP ⁃QAM signals. After CMA pre ⁃ conver⁃
gence, a DD⁃LMS based 1⁃level equalizer is used to adjust the
tap coefficient of the FIR filter. Figs. 6a and 6b show the struc⁃
ture and principle of the DD ⁃ LMS algorithm. The FIR filter
used for CAP signal equalization is a butterfly⁃configured adap⁃
tive digital filter with a T/2 interval. Unlike DD⁃LMS used in a
coherent optical system, the four time⁃domain tap coefficients
of the FIR filter are all real numbers. ZI(n) and ZQ(n) respec⁃
tively indicate the in⁃phase and quadrature signal outputs after
the Nth equalization of the filter. DI(n) and DQ(n) are the deci⁃
sion results of in⁃phase and quadrature signals. Although the in
⁃phase and quadrature signal inputs are independent, each out⁃
put is related to both inputs. The error function of DD ⁃ LMS
can be expressed as
eI,Q(n)= DI,Q(n)- ZI,Q(n) (3)

where eI(n) and eQ(n) are the error functions of in ⁃ phase and
quadrature signals, respectively, and the four real ⁃ value FIR
filters hii, hiq, hqi, and hqq are updated by the error function after
decision:
hii(n)=hii(n-1)+μeI(n)rI(n) (4)
hqi(n)=hqi(n-1)+μeI(n)rQ(n) (5)
hiq(n)=hiq(n-1)+μeQ(n)rI(n) (6)
hqq(n)=hqq(n-1)+μeQ(n)rQ(n) (7)
This means that the ISI and crosstalk of in ⁃ phase and

quadrature signals can be eliminated.

We compared the CMMA and DD⁃LMS schemes by simula⁃
tion. Figs. 6c and 6d show the CAP⁃64⁃QAM signal equaliza⁃
tion results. Fig. 6c shows the relationship between the sam⁃
pling deviation and phase rotation in the CMMA and DD⁃LMS
equalization schemes, and the up ⁃ sampling rate is 8 Sa/sym⁃
bol. The phase rotation introduced by the clock deviation can⁃
not be compensated by CMMA. Extra phase recovery process⁃
ing is necessary after CMMA. When the DD⁃LMS algorithm is
used, however, the phase of received signals can be correctly
restored, because DD⁃LMS is very sensitive to phase informa⁃
tion. Fig. 6d shows the relationship between the Q value and
SNR of received signals in different equalization schemes. The
results show that the Q value of CAP⁃64⁃QAM signals is high⁃
er in the DD⁃LMS algorithm than in the CMMA algorithm, be⁃
cause for CAP⁃64⁃QAM signals, the error function of DD⁃LMS
is based on the symbol interval whereas that of CMMA is
based on the ring interval. For QAM, the ring interval is small⁃
er than the minimum symbol interval in most cases; thus, the
DD⁃LMS algorithm performs better.

The aforementioned results verify that our proposed CAP⁃64⁃
QAM system, which adopts DML, direct detection, and im⁃
proved DD⁃LMS equalization, is very feasible.

5 DSP􀆼Based Real􀆼Time Coherent System
We have, for the first time, constructed a 100 Gbit/s single⁃

band real⁃time coherent optical 16⁃QAM⁃OFDM transmission
system [44]. The OFDM signal has a high SE and its spectral
resources can be dynamically allocated. It also can effectively
resist chromatic dispersion (CD) in optical fiber transmission.
Therefore, it is an advanced modulation format that has been
continuously studied in the industry. Fig. 7 shows the experi⁃
ment setup. The laser in the experiment has an operating wave⁃
length of 1548.53 nm and a linewidth less than 100 kHz. After
electrical amplification, 16⁃QAM⁃OFDM signals generated by
DAC are used to drive the optical I/Q modulator. The DAC
sampling rate is 62.895 GSa/s. In OFDM modulation, the FFT
size is 1024, of which 256 subcarriers are used to carry data, 8
subcarriers are used to carry pilot signals, the first subcarrier

(a) DD⁃LMS algorithm structure of CAP⁃MQAM signals (b) Principle (c) Relationship between the sampling offset and
phase rotation in different equalization solutions

(d) Relationship between the SNR and Q factor in
different equalization solutions of CAP⁃64⁃QAM
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is zero, and the other 759 subcarriers also are all set to zero. In
the experiment, the DFT⁃spread technology is used to evenly
distribute SNR and reduce the peak ⁃ to ⁃ average power ratio
(PAPR) in signal subcarriers. In addition, intra ⁃ symbol fre⁃
quency⁃domain averaging (ISFA) is used to eliminate the influ⁃
ence of noise in the optical channels in channel estimation.
Thus, the BER of the system can be improved. After the in⁃
verse fast Fourier transform (IFFT), 24 sampling points are
used as cyclic prefix. At the receiver end, the ADC sampling
rate is 41.93 GSa/s, and the bandwidth is 16 GHz. DAC and
ADC resolutions are 8 bits and 6 bits, respectively. The FPGA
chip models are Altera EP4S100G and Xilinx 6VSX475 FPGA
[44]. Fig. 7 shows the photos of DAC and ADC, optical spec⁃
trum and electrical spectrum of signals, and the flow chart of
FPGA register transmission. In the absence of electronic dis⁃
persion compensation (EDC), the BER of 100 Gbit/s polariza⁃

tion division multiplexing 16⁃QAM⁃OFDM is less than 3.8×10⁃3

after 200 km transmission.

6 Conclusion
In this paper, we studied the high SE and long⁃haul trans⁃

mission DSP algorithms in optical access networks. In order to
improve the SE of QPSK signals, we proposed two Super⁃Ny⁃
quist WDM algorithms based on pre⁃processing at the transmit⁃
ter end and post⁃processing at the receiver end. We also pro⁃
posed and verified an MMEQ DSP scheme for optical super ⁃
Nyquist filtering 9⁃QAM⁃like signals. By using the CMMA al⁃
gorithm, this scheme can directly restore QPSK signals from 9⁃
QAM⁃like signals. For QDB signals, we compared the system
performance of post⁃filter CMEQ and MMEQ schemes for dif⁃
ferent filter bandwidths, carrier spacing, and transmission dis⁃
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tances. In addition, we proposed a novel digital super⁃Nyquist
signal generation scheme that further compresses Nyquist sig⁃
nal bandwidth and reduces channel crosstalk without the need
for optical pre ⁃ filtering. The spectrum of super ⁃ Nyquist 9 ⁃
QAM signals is more compressed than that of regular Nyquist
QPSK signals, and only an optical coupler is needed to imple⁃
ment super⁃Nyquist WDM channel multiplexing, with a net SE
up to 4 b/s/Hz (after removing the 20% soft⁃decision FEC over⁃
head). We also expanded the higher⁃order QAM DSP algorithm
to short ⁃haul optical transmission networks and proposed and
experimentally verified high ⁃ speed CAP ⁃ 64 ⁃ QAM systems
based on DML, direct detection, and digital equalization tech⁃
nologies. DD⁃LMS is used for CAP⁃64⁃QAM signal equaliza⁃
tion. By using this scheme, we achieved 60 Gbit/s CAP ⁃ 64 ⁃
QAM transmission over 20 km SSMF based on DML and direct
detection. We first achieved a 100 Gbit/s single⁃band polariza⁃
tion division multiplexing 16⁃QAM⁃OFDM real⁃time coherent
optical transmission system. For the DSP algorithms of a real⁃
time system, we proposed a novel solution, which simplifies
the complex floating point multiplication into simple XOR op⁃
erations by the comparison of only the symbol bits of signals.
Thus, the algorithm complexity of time⁃domain synchronization
and frequency offset estimation can be greatly reduced. In the
experiment, distortion ⁃ less DFT⁃spread technology is used to
reduce the PAPR of OFDM signals. In addition, ISFA is used
to eliminate the influence of noise in the optical channels in
channel estimation. In this way, the BER of the system can be
improved. Our research provides a reliable alternative for real⁃
time transmission in a local area network (LAN) with a channel
rate up to 100 Gbit/s.
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Roundup

Domestic 4G Mobile Phone Shipments Reached 31.6 Million
December 12, 2014—China Academy of Telecommuni⁃

cation Research of MIIT has announced its analysis report
of domestic mobile phone market of November 2014.

In November 2014, the overall shipments of mobile
phones reached 44.543 million units in China. Among
which 2G mobile phone shipments was of 5.742 million,
3G mobile phone was of 7.2 million and 31.601 million for
4G ones. 4G mobile phone shipments continued to in⁃
crease rapidly, which was more than 4 times of 3G mobile
phone shipments.

During January to November in 2014, mobile phone

shipments accumulated to 407 million in China. Among
which 2G mobile phone shipments was of 53.935 million,
3G and 4G mobile phones were of 213 million and 140 mil⁃
lion, respectively.

In November 2014, 122 new mobile phone models was
available in the market. In which 2G mobile phones are of
29 models, 3G mobile phones are 19 and 4G are 74. Dur⁃
ing January to November in 2014, there are 1952 new mod⁃
els in total. Among which the new 2G phone models are
364, 3G new phone models are 870 and 4G are 718.

(source: c114)

MIIT Plans to Open Broadband Access Market
November 28, 2014—Recently, MIIT issued the“Opin⁃

ions On Open Access To Broadband Market (Draft)”,
which regulates that private enterprises should be encour⁃
aged to participate in the construction and operation of
broadband access network infrastructure; encourage the
private enterprises to participate in the relevant invest⁃
ment and carry out cooperation with infrastructure compa⁃
nies and provide broadband resale services etc. The main

three telecom operators shall not sign exclusive agree⁃
ments with private enterprises and dynamic adjustment
mechanism of prices should be established.

The first batch of pilot cities include: Taiyuan,
Shenyang, Harbin, Shanghai, Nanjing, Hangzhou, Ningbo,
Xiamen, Qingdao, Zhengzhou, Wuhan, Changsha, Guang⁃
zhou, Shenzhen, Chongqing and Chengdu. The pilot time
is 3 years. (source:c114)



Influence on MultimodeInfluence on Multimode
Rectangular OpticalRectangular Optical
Waveguide PropagationWaveguide Propagation
Loss by Surface RoughnessLoss by Surface Roughness

Chuanlu Deng1, Li Zhao2, Zhe Liu2, Nana Jia1,
Fufei Pang1, and Tingyun Wang1

(1. Key Laboratory of Specialty Fiber Optics and Optical Access Networks,
Shanghai University, Shanghai 200093, China;
2. Manufacture Technology Research Dept., ZTE Corporation, Shenzhen
518057, China)

Optical scattering loss coefficient of multimode rectangular
waveguide is analyzed in this work. First, the effective refrac⁃
tive index and the mode field distribution of waveguide modes
are obtained using the Marcatili method. The influence on
scattering loss coefficient by waveguide surface roughness is
then analyzed. Finally, the mode coupling efficiency for the
SMF⁃Optical⁃Waveguide (SOW) structure and MMF⁃Optical⁃
Waveguide (MOW) structure are presented. The total scatter⁃
ing loss coefficient depends on modes scattering loss coeffi⁃
cients and the mode coupling efficiency between fiber and
waveguide. The simulation results show that the total scatter⁃
ing loss coefficient for the MOW structure is affected more
strongly by surface roughness than that for the SOW struc⁃
ture. The total scattering loss coefficient of waveguide decreas⁃
es from 3.97 × 10 ⁃ 2 dB/cm to 2.96 × 10 ⁃ 4 dB/cm for the
SOW structure and from 5.24 × 10⁃2 dB/cm to 4.7 × 10⁃4 dB/
cm for the MOW structure when surface roughness is from
300nm to 20nm and waveguide length is 100cm.
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I
1 Introduction

n the past decade, optical printed circuit boards
(PCBs) interconnection based on waveguide theory
has become a research focus [1], [2]. There are many
unique advantages about optical interconnection, in⁃

cluding high transmission rate, no electromagnetic interfer⁃
ence, high density integration, and low power consumption.
Optical PCBs interconnection will be widely applied in broad⁃
band communication [3], high⁃performance computing [4], and
large data centers [5].

Improving transmission performance of waveguide is impor⁃
tant research [1], [6], [7]. Transmission loss of 0.05 dB/cm has
been achieved [1]. Surface roughness can bring about guided
mode to radiation mode, thereby greatly increasing transmis⁃
sion loss. The authors of [8] and [9] established theoretical
model of surface roughness and derived the theoretical expres⁃
sion of scattering loss coefficient of planar waveguide. Kevin
K. Lee [10] modified the theoretical expression of scattering
loss coefficient for rectangular waveguide. E. Jaberansary et al.
[11] reported a method based on Fourier integral and finite⁃dif⁃
ference time ⁃ domain (FDTD) in analyzing surface roughness,
and the results conformed to the above works, which mainly fo⁃
cused on the single⁃mode waveguide. For the multimode wave⁃
guide, there are few research achievements of surface rough⁃
ness. A multimode waveguide contains a large number of trans⁃
mission modes, each of which is influenced by surface rough⁃
ness. D. Lenz [12] analyzed the influence on multimode rectan⁃
gular waveguide modes by surface roughness using radiation
mode theory.

Based on the theoretical model reported by Kevin K. Lee
[10], this paper discusses influence on scattering loss coeffi⁃
cients of multimode rectangular waveguide modes by surface
roughness, deeply studies the coupling efficiencies between
guided modes of fiber (single ⁃mode fiber, single ⁃mode fiber
(SMF) and multimode fiber, multi⁃mode fiber (MMF)) and mul⁃
timode rectangular waveguide modes, and further calculates to⁃
tal scattering loss coefficient of multimode rectangular wave⁃
guide by surface roughness based on SMF⁃Optical⁃Waveguide
(SOW) structure and MMF⁃Optical ⁃Waveguide (MOW) struc⁃
ture.

2 Theory of Transmission Loss Induced by
Surface Roughness
Surface roughness along a waveguide is a random variable

that reflects the degree of smoothness of the core surface. The
geometry and surface roughness of multimode rectangular
waveguide are represented in Fig. 1. The core nc = 1.51 is su⁃
rrounded by the cladding ncl = 1.48 , and the width a and
height b is 50 μm and 50 μm. The transmission wavelength
λ is 850 nm. Surface roughness causes variations of modes e⁃
ffective refractive index. It brings about guided modes to radia⁃
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tion modes, and thereby affects the transmission loss. The scat⁃
tering loss coefficient describes the influence on transmission
loss of waveguide by surface roughness and is given by

α =φ2( )d ( )n2
c - n2

cl

2 k3
04πnc
∫0πR( )β - nclk0 cos θ dθ (1)

where φ( )d is a modal function only depending on waveguide
geometrical parameters, k0 = 2π λ is the wave number in vac⁃
uum, and β = k0neff is propagation constant of mode. R( )Ω is
the power spectrum function, where Ω= β - nclk0 cos θ with
θ as the scattering angle relative to the waveguide axis. The i⁃
ntegral term from (1) takes into account all the spatial frequen⁃
cies Ω induced by surface roughness [10]. R( )Ω is linked to
the autocorrelation function r( )u through a Fourier transform:

R( )Ω = 12π ∫-∞∞ r( )u exp( )iΩu du (2)

where r( )u is an average correlation between one position
along the waveguide at a distance u . In general, exponential
statistic or Gaussian statistic describes the autocorrelation
function. The exponential statistic is well suited to characteriz⁃
ing surface roughness of multimode waveguides. This surface
roughness described by exponential statistic is given by
r( )u =σ2 expæ

è
ç

ö
ø
÷- u

Lc
(3)

where Lc is the correlation length, and σ is the standard devi⁃
ation. Scattering loss coefficient in decibel per centimeter can
be written as [10]
α = 4.34 σ2

2 k0d
4nc

g( )V f ( )x,γ (4)
The function of g( )V is determined by waveguide geometry
g( )V = U2V 2

1 +W (5)
with the normalized coefficients U = k0d n2

c - n2
eff ,

V = k0d n2
c - n2

cl , and W = k0d n2
eff - n2

cl .

The function f ( )x,γ describes the integral over the spe⁃
ctral density function, which depends on the surface rough⁃
ness. It can be expressed as

f ( )x,γ = x 1 - x2 + ( )1 + x2 2 + 2x2γ2

( )1 + x2 2 + 2x2γ2
(6)

with the normalized coefficients x = WLc

d
, γ = nclV

ncW Δ , and
Δ = n2

c - n2
cl

2n2
c

.

3 The Effective Refractive Index
In order to obtain scattering loss coefficients, we need to ob⁃

tain the effective refractive indices. There are two modes Ex
mnand E

y

mn for multimode rectangular waveguide ( m and n are
model number to x and y direction).

The effective refractive indices of rectangular waveguide
modes can be calculated using the Marcatili method. Table 1
shows the effective refractive indexes of Ex

mn mode and E
y

mnmode, where the model number is arranged according to the
value of the effective refractive indexes. When we compare
Ex

13 mode with E
y

13 mode, we find that the effective refractive i⁃
ndices are very close, which means that Ex

mn mode and E
y

mnmode degenerate at the same model number. Thus only Ex
mnmode is analyzed in this paper.

Fig. 2 shows the three⁃dimensional filed distribution of Ex
22

mode and Ex
33 mode respectively. It indicates that Ex

22 mode
is asymmetrical, and Ex

33 mode is symmetrical.

4 Influence on Transmission Loss by
Surface Roughness

4.1 Scattering Loss Coefficient of Waveguide Modes
The rectangular waveguide based on multimode structure in

this paper contains a large number of guided modes, all of

▲Figure 1. (a) rectangular waveguide, and (b) surface roughness.

▼Table 1. Effective refractive index of Ex
mn mode and Ey

mn mode
Ex

mn

Order

1
2
3
4
5
6

Number
x
1
1
2
2
1
3

y
1
2
1
2
3
1

neff

1.50995380
1.50988456
1.50988446
1.50981521
1.50976914
1.50976888

E
y

mn

Order

1
2
3
4
5
6

Number
x
1
2
1
2
3
1

y
1
1
2
2
1
3

neff

1.50995380
1.50988456
1.50988446
1.50981521
1.50976914
1.50976888
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which are influenced by surface roughness. Different order
modes have different scattering loss coefficients.

When σ is 20 nm, Lc is 4 μm and λ is 850 nm, Fig. 3
shows the distribution of scattering loss coefficient of the fun⁃
damental mode and high order modes. From Fig. 3 the scatter⁃
ing loss coefficients of modes increase as the model number in⁃
creases. The scattering loss coefficient is on the m, n ( m = n )
symmetry basically, for example, scattering loss coefficient of
Ex

13 mode and Ex
31 mode is 1.77588 × 10⁃3 dB/cm and 1.77944

× 10⁃3 dB/cm, respectively.
4.2 Total Scattering Loss Coefficient of Waveguide

In multimode rectangular waveguide, each mode carries a
certain proportion of optical power determined by the coupling
efficiency between the excited modes (the guided modes of fi⁃
ber) and the transmission modes of the waveguide. Therefore,
the total scattering loss coefficient is not only related to the
scattering loss coefficient of each mode but also depends on
the coupling characteristics of the joint configurations (fiber ⁃
waveguide) (Fig. 4).
4.2.1 Mode Coupling Efficiency

The coupling efficiency between the guided mode of SMF
and Ex

mn mode of multimode rectangular waveguide in SOW is

||ηmn

2 =
|
|
||

|
|∫-∞∞ ψinφ

*
mndxdy

2

|
|
||

|
|∫-∞∞ ψinψ

*
indxdy |

|
||

|
|∫-∞∞ φmnφ

*
mndxdy

(7)

where ψin is the guided mode field distribution of SMF and
regarded as a Gauss mode field with mode field radius ( ω ).
ω is calculated using the 2nd Petermann method [13] as 3.748
μm. The guided mode field distribution of SMF is expressed as

ψin = exp(- x2

ω2 )exp(- y2

ω2 ) (8)

φmn is the field distribution of Ex
mn mode of multimode recta⁃

ngular waveguide.
However, for the MOW structure, the coupling efficiencies

between the guided modes of MMF and Ex
mn mode of rectang⁃

ular waveguide are given by

||ηmn

2 =∑
i = 1

M
|
|
||

|
|∫-∞∞ ψ0iφ

*
mndxdy

2

|
|
||

|
|∫-∞∞ ψ0iψ

*
0idxdy |

|
||

|
|∫-∞∞ φmnφ

*
mndxdy

(9)

where ψ0i is LP0i mode field distribution of MMF, and M is
the total mode number of MMF.

The coupling efficiencies between the guided modes of fiber
and Ex

mn mode of rectangular waveguide with even model nu⁃
mber is quite small due to different odd⁃even characteristic of
its filed distribution, which can be neglected. The coupling
characteristic means that the energy of input field from fiber is
mostly transferred to the odd number modes of waveguide.
Thus, numerical calculation following considers Ex

mn mode of
rectangular waveguide with odd model number only.
Fig. 5 shows the histogram of mode coupling efficiency of

the SOW structure and MOW structure. The coupling efficien⁃
cies decrease as the model number increases. The coupling ef⁃
ficiency of Ex

mn mode with model number 9 ( m = 1,n = 7 ) b⁃
elow for the SOW structure is higher than that of Ex

mn mode for
the MOW structure, but it is opposite for Ex

mn mode with mo⁃
del number 9 ( m = 1,n = 7 ) above. The coupling efficiency dis⁃

▲Figure 2. Mode field distribution: (a) Ex
22 ; (b) Ex

33 .

(a)

▲Figure 3. Scattering loss coefficient for different model numbers.

▲Figure 4. Optical PCBs interconnection coupling structures:
(a) SOW; (b) MOW.

MMF: multi⁃mode fiber SMF: single⁃mode fiber
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tribution characteristics imply the different transmission loss
for the SOW structure and the MOW structure.

The mode coupling efficiency for the SOW structure and the
MOW structure are shown in Table 2, which proves the cou⁃
pling characteristics previously discussed.
4.2.2 Total Scattering Loss Coefficient

For the SOW and MOW structures, the total scattering loss
coefficient is given by [12]

αtotal = 110L lg
æ

è

ç

ç
ççç

ç
ö

ø

÷

÷
÷÷÷

÷
∑ ||ηmn

2

∑ ||ηmn

2 exp( )-αmnL
dB/cm (10)

where L is the length of waveguide. 10 indicates that the total
scattering loss coefficient is related to the mode coupling effi⁃
ciency and the individual scattering loss coefficient of different
order modes. It also changes with waveguide length.
Fig. 6 shows how the total scattering loss coefficient chang⁃

es with the waveguide length for the SOW and MOW struc⁃
tures when σ = 200 nm and Lc = 4 μm. Overall, the total
scattering loss coefficient decreases linearly as L increases;
however, the total scattering loss coefficient of the MOW struc⁃
ture is larger than that of the SOW structure. For example,

when L = 50 cm, the total scattering loss coefficient is 3.71 ×
10⁃ 2 dB/cm for the MOW structure and 2.53 × 10⁃ 2 dB/cm for
the SOW structure. The reason is that the coupling efficiencies
of waveguide high order modes for the MOW structure are larg⁃
er than those for the SOW structure as shown in Fig. 5, and
that scattering loss coefficients of waveguide high order modes
are also larger relatively as shown in Fig. 3.

When Lc is 4 μm and L is 100 cm, Fig. 7 shows the total
scattering loss coefficients with σ for SOW and MOW struc⁃
ture. The total scattering loss coefficient increases as σ in⁃
creases for the two coupling structures. When σ is less than
120 nm, the loss coefficient is in 10 ⁃ 3 dB/cm order of magni⁃
tude, and when σ is greater than 120 nm, it is in 10⁃2 dB/cm
order of magnitude. Figs. 6 and 7 shows that the total scatter⁃
ing loss coefficient for the MOW structure is also larger than
that for the SOW structure with the same σ . Also, the differ⁃
ence in total scattering loss coefficient between the two cou⁃
pling structure is larger when σ is larger, but the difference is
very small for σ = 20 nm . Given σ is from 20 nm to 300 nm,
the total scattering loss coefficient increases from 2.96 × 10 ⁃ 4

Influence on Multimode Rectangular Optical Waveguide Propagation Loss by Surface Roughness
Chuanlu Deng, Li Zhao, Zhe Liu, Nana Jia, Fufei Pang, and Tingyun Wang

the SOW structure the MOW structure
▲Figure 5. Mode coupling efficiency for SOW and MOW.

▼Table 2. Mode coupling efficiency of SOW and MOW
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▲Figure 6. Total scattering loss coefficient changes with waveguide length.
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dB/cm to 3.97 × 10 ⁃ 2 dB/cm for the SOW structure and from
4.7 × 10⁃4 dB/cm to 5.24 × 10⁃2 dB/cm for the MOW structure.
In other words, the scattering loss of waveguide is 3.97 dB for
the SOW structure and 5.24 dB for the MOW structure when
σ is 300 nm and L is 100 cm. This means that surface rough⁃
ness is a disadvantage for the transmission characteristic of a
waveguide.

In light of current preparation technology of waveguides, the
scattering loss has a large decreasing space. If L = 100 cm
and surface roughness decreases from 300 nm to 20 nm by
technological optimization, the scattering loss of the waveguide
decreases from 3.97 dB to 0.0296 dB for the SOW structure
and from 5.24 dB to 0.047 dB for the MOW structure. Howev⁃
er, for the multimode rectangular waveguide that has been
made, what it is discussed above also produces other idea that
the SOW structure instead of the MOW structure may be a bet⁃
ter method in order to further decrease scattering loss. From
Fig. 7, the scattering loss of waveguide for the SOW structure
reduces about 0.5⁃1.5 dB than that for the MOW structure giv⁃
en σ is from 100 nm to 300 nm and L is 100 cm.

The total scattering loss coefficient for the SOW structure is
affected by the alignment accuracy with 3 directions ( r,θ,z )
more greatly than that for the MOW structure in practical appli⁃
cation, but it is the secondary factor and can be neglected. Our
work theoretically supports improvement of the transmission
characteristic of multimode rectangular waveguide.

5 Conclusion
The scattering loss coefficient is related to the mode scatter⁃

ing loss coefficients of multimode rectangular waveguide and
depends on the coupling efficiency between the guided mode
of fiber and the transmission mode of the waveguide. This pa⁃
per introduces two kinds of coupling structures: SOW and
MOW. The simulation results show that the total scattering
loss coefficient of multimode rectangular waveguide for the
MOW structure is affected more strongly by surface roughness
than for the SOW structure. The total scattering loss coefficient
of waveguide decreases from 3.97 × 10⁃2 dB/cm to 2.96 × 10⁃4

dB/cm for the SOW structure and from 5.24 × 10 ⁃ 2 dB/cm to
4.7 × 10⁃4 dB/cm for the MOW structure when σ is from 300
nm to 20 nm and L is 100 cm. This implies that optical PCBs
interconnection based on the SOW structure performs better.
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In this paper, we develop a futures trading simulation system
to determine how speculative behavior affects the futures mar⁃
ket. A configurable client is designed to simulate traders, and
users can define trade strategies using different programming
languages. A lightweight server is designed to handle large ⁃
scale and highly concurrent access requests from clients.
HBase is chosen as the database to grantee scalability of the
system. As HBase only supports single ⁃ row transaction, a
transaction support mechanism is developed to improve data
consistency for HBase. The HBase transaction support mecha⁃
nism supports multi⁃row and multi⁃ table by using two phase
commit protocol. The experiments indicate that our system
shows high efficiency in the face of the large scale and high
concurrency access request, and the read/write performance
loss of HBase introduced by the transaction support mecha⁃
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1 Introduction
he index futures market is a complex adaptive sys⁃
tem that allows the traders to submit orders to sup⁃
ply liquidity and to consume liquidity. The behav⁃
ior of index futures market is an important consider⁃

ation for both traders and market regulators for the reason that
the orders needs to be placed and execute fluently and the mar⁃
ket has to be functioned smoothly.

One way to estimating and researching the market could be
focused on analyzing and fitting statistical models on past data.
However, the future market conditions and scenarios may nev⁃

er have occurred before. So this approach is very restrictive.
An more effective approach is the multi⁃agent system (MAS) as
emphasized by Dawid and Fagiolo [1]. This is a specialization
to economics of the basic complex adaptive systems paradigm
[2].

Hence, inspired by previous studies like the Santa Fe Artifi⁃
cial Stock Market [1], we propose a distributed MAS for specu⁃
lative trading strategy research and policy design in the
CSI300 index futures market.

Our system is realistic. We build the configurable client on
a distributed architecture. The whole system scales well when
the number of clients increases. We also let the client’s trad⁃
ing strategy be updated with another type written in several dif⁃
ferent programming languages without shutting down the sys⁃
tem. The agents gossip with each other which results the pessi⁃
mistic or optimistic mood among themselves affecting their
trading strategy. Furthermore, the real market data is incorpo⁃
rated as the fundamental parameter which contributes to make
the traders’behaviors more reliable and credible.

Every module in the server is lightweight, especially for FIX
server, it only concerns the transmitting of the trade request.
The business logic modules are implemented as simplified as
possible. The state of orders and traders is transmitted by mes⁃
sages, which enhances the scalability of the system.

Besides, the system is required to process huge volume of
trades concurrently, and the historical market information, in⁃
cluding the intermediate trading messages and the action log of
each agent, summing up results in the generation of significant
data. Meeting up the massive concurrent access as well as pro⁃
viding efficient access to the various data are the major bottle⁃
necks of the database. Furthermore, the various data include
both structured data, like account ID, initial money, contracts
held, and unstructured data like the action log which regis⁃
tered every move the agent made all the time.

In conclusion, there are two major obstacles, large scale and
high concurrent access requests as well as the large scale data
storage and processing, concerning the futures trading simula⁃
tion system. The difficulties of the whole system are listed as
follows. High efficiency has to be met while dealing with large
and high concurrent access requests, as well as the strong con⁃
sistency should also be satisfied while handling large scale da⁃
ta storage and processing.

2 Related Work
The basic economic structure of the market draws heavily on

existing market setups such as Bray [3]. However, in recent
years, agent⁃based simulations of market have been developing
rapidly and are more widely accepted. The Santa Fe Institute
Artificial Stock Market Model was one of the first agent⁃based
models of a financial market, and was developed by Brian Ar⁃
thur et al. The model is inhabited by a population of myopic,
imperfectly rational, heterogeneous agents who make invest⁃
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ment decisions by forecasting the future status of the market
and who also learn from their experience over time. The model
illustrates how simple interactions between such agents may
lead to the appearance of the realistic structure itself.

Researchers at Santa Fe Institute later constructed a widely
used multi ⁃ agent software platform called Swarm that simu⁃
lates financial trading systems. Swarm [4] is an opensource
toolkit with both Objective⁃C and Java bindings. It was origi⁃
nally developed as a software toolkit for the creation of simula⁃
tion models in the field of Artificial Life. It provides modelers
with a flexible, nested approach to modeling interactions.
Minar [4] states that agent⁃based modeling toolkits or libraries
are important in that they save scientists from wasting time on
repetitive and error ⁃prone programming. Object orientation is
also useful because of its close association with agents.

Other agent⁃based simulation platforms are listed as follows.
Repast [5] is a family of three free opensource agent ⁃ based
modeling libraries. The three libraries are Java ⁃based Repast
J, C#⁃based Repast .NET, and NQP (Not Quite Python)⁃based
Repast by StarLogo [5]. NetLogo [6] is a free opensource agent⁃
based simulation environment that uses a modified version of
the Logo programming language.

All these agent⁃based simulation platforms are bound direct⁃
ly to specific programming languages. It is common for people
from business and financial communities are lack of coding
proficiency. Therefore, it is of vital importance to keep high
scalable ability of the Futures trading platform which means
that the platform has to support several different languages im⁃
plementing the trading algorithm.

Based on platforms discussed above, researchers have built
many simulation systems for financial trading. Multi⁃agent au⁃
tomated intelligent shopping system (MAISS) [7] is a distribut⁃
ed system where human users (buyers and sellers) delegate
their tasks to agents, which then shop on their behalf and pres⁃
ent the results. Buyers (customers) and sellers (suppliers) may
be organizations, companies or individuals. S. Mundle [8] intro⁃
duces a multi⁃agent architecture that is designed and simulat⁃
ed using opensource Java Agent Development Framework
(JADE). In this JADE ⁃ based multi ⁃ agent system for mobile
computing in cellular networks, agents interact with each other
to find the optimal threshold for call admission using distribut⁃
ed service architectures. It evaluates connection ⁃ level perfor⁃
mance characteristics of dynamic and mobility based call ad⁃
mission control schemes using agents. A. Shemshandi [9] pro⁃
poses implementing a multi⁃agent system for real⁃time coordi⁃
nation of a typical supply chain based on JADE technology.
This paper addresses the preliminary approach towards process
⁃ oriented collaborative inventory management in supply
chains, taking advantage of multi⁃agent technology in terms of
modeling and simulation.

Almost all the simulation software previously mentioned use
relational databases. However, a futures trading simulation sys⁃
tem faces the challenge of requests on large scale and high con⁃

current access. This means that a NoSQL database [10] is a
better choice. However, NoSQL databases can hardly provide
full support for complicated transactions [11]. This leads to fail⁃
ure in keeping the strong consistency of the data. And that is
an indispensable key technology in our system.

An open source project called Omid [12] provides transac⁃
tional support for HBase. Omid uses a central server called
Transaction Oracle to manage transactions. The API can be
used in transaction clients. Transaction clients are in charge of
connecting to the transaction oracle and perform the required
operations in data ⁃ stores. The transaction oracle replicates
transactional information to the transaction clients which just
contact the transaction oracle when they want to start a transac⁃
tion or commit it. HBASE⁃5229, one of HBase’s updating is⁃
sues, mentioned that it provides basic building blocks for
“multi⁃row”local transactions, however, afterward it also says
this feature is by design and is not available to the client via
the HTable API [13].

Goolge proposed a technique called Percolator for BigTable
[14]. Percolator chooses to use a column of itself to provide
lock service and implements a two phase commit protocol to
guarantee the synchronism of multi ⁃ row and multi ⁃ table. We
implemented the multi⁃row and multi⁃table transactional mech⁃
anism based on HBase referencing percolator. Furthermore, we
extended the multi ⁃ row and multi ⁃ table transaction mecha⁃
nism, such as providing multi⁃level isolation level.

3 Framework and Flow
Fig. 1 shows the architecture of the futures trading simula⁃

tion system. Trading strategies of all kinds of traders are stored
in the client backend. Each client front⁃end stimulates a cer⁃
tain number of traders and communicates with the client back⁃
end. Trading requests generated according to corresponding
strategies are sent to the server side using Financial Informa⁃
tion Exchange (FIX) protocol. FIX is a communication and
messaging protocol widely used to conduct securities transac⁃
tions. After trading requests are received, they are processed
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▲Figure 1. Architecture of the futures trading simulation system.
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by the business logic adopting distributed computation meth⁃
ods. HBase, which is used as the database in our system, only
supports single⁃row transactions. Therefore, we add a transac⁃
tion support layer for multi ⁃ row and multi ⁃ table transactions.
The detailed architecture of client and server will be discussed
in the next section.
Fig. 2 shows a simulated trading process that involves the

interaction between the three modules such as client frontend,
client backend (CSPI) and server. Client frontend is in charge
of generating and transmitting trading requests; client backend
stores all trading strategies used by traders; server is responsi⁃
ble for managing and matching the trading requests. First, one
of the traders that client front end simulates communicates
with the corresponding trading strategies stored in client back
end to decide what kind of data it needs. This data may be real⁃
time and historical data of stock index futures. Then, the client
front end collects the required information from the server and
sends it back to the client backend. After client back end re⁃
ceives the data, trading orders are generated by running rele⁃
vant strategy and then orders are sent to the server. Finally, the
server processes the orders and sends feedback, that the order
is successfully matched or failed, to client frontend.
Fig. 3 shows the transaction supporting mechanism of

HBase. The HBase transaction supporting mechanism is the in⁃
terlayer between the user software and HBase, and the HBase
transaction supporting mechanism invokes the API of HBase
to support multi⁃table transaction. The HBase transaction sup⁃

porting mechanism can be divided into five sections:
1) User program, which uses HBase transaction supporting

mechanism to execute the transaction, The user program is
the entrance to the HBase transactions.

2) HBase transaction supporting API, which is the main body
of the transaction supporting mechanism. This API also of⁃
fers many of the transaction functions, and transactional op⁃
erations such as create, update, and delete.

3) Timestamp Server, which provides unified the timestamp of
the service for the HBase transaction supporting mecha⁃
nism. The timestamp must be monotonically increasing. The
transaction gets a time stamp from the Timestamp Server
each time at the beginning and submitting.

4) ZooKeeper, which monitors and keeps track of the state of
every node in the cluster.

5) Exception server, which is the handler of the abnormal trans⁃
action in HBase transaction supporting mechanism. Each
initiator has to communicate with the Exception Server and
the transaction information stored is used by Exception
Server to process the abnormal transaction after a abnormal
node in the cluster being detected.

4 Key Techniques

4.1 Configurable Client
In order to simulate real, complex futures trading, simulated

traders depend on well ⁃ defined trading strategies and apply
the data they get from the simulated market to make predic⁃
tions and generate trading orders. There are three different
kinds of traders: hedger, speculator and arbitrager. Each kind
of trader has different trading strategies. The client is split into
client front end module and client back end module. Client
front end communicates mutually with a server, and the client
back end provides the trading strategy for client front end. De⁃
tailed realization of the trading strategy is not our top priority.
This is realized by financial professionals. The strategies in the
client back end can be implemented using advanced program⁃
ming language such as Java, C++, C#, and even Matlab. Also
the uniform interface is provided to support different strate⁃
gies, adopting the design pattern of adapter.

The scalability and usability of the system are improved by
using the configuration settings to initialize the client front end
and back end. The configuration settings for client front end
contain the port number, the FIX protocol version, the server’s
IP address and port number, the client backend’s IP address
and port number, the interaction protocol with client back end,
the number of simulated traders, the percentage of each kind
of simulated trader, and the interface of the trading strategy.
The configuration settings for the client back end contain the
port number, the interaction protocol with client front end, the
implementation of the adapter, and the interface of trading
strategy. All configuration settings exist as cfg files that can be

▲Figure 2. A specific simulated trading process.

▲Figure 3. Architecture of transaction support mechanism for HBase.
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edited by text and graphic. The system also provides several
different default configuration settings.
Fig. 4 shows the structure of the client. There are several cli⁃

ent front end modules deployed in a cluster of nodes, and each
of these modules runs a certain number of simulated traders.
The client back end is deployed in a single node and communi⁃
cates with all client front ends. There are multiple types of in⁃
teraction between the client front end and backend. These in⁃
clude RMI and Web Service. The interaction between the cli⁃
ent front end and server relies on FIX protocol. Message for⁃
mats and mechanisms for sending and receiving message are
defined in FIX protocol, and FIX protocol also includes the
content of session layer management, application layer messag⁃
es, and data dictionary. All FIX protocol versions and most
part of the functions are implemented in FIX server module
and FIX client module.
4.2 Lightweight Server
Fig. 5 shows the structure of the server. As soon as the FIX

server receives the trade requests from clients, it transmits
them to the nodes deployed in the cluster. Each node in the
cluster runs two processes: data and transaction support. The
data processing module handles the trade requests according
to the business logic, and transaction support module provides
multi ⁃ row and multi ⁃ table transaction support for HBase. As
with the client, the server also uses the configuration settings,
which can configure the port number of the FIX server, the
FIX protocol version and the port number and IP address of
the node in the cluster.

In order to improve system performance, we designed a light⁃
weight server. First, every module in the server is lightweight,
especially for FIX server, it only concerns the transmitting of
the trade request. Also, we implement the business logic of oth⁃
er modules in the cluster to be as simple as possible. Second,

according to the actual operation condition, we implement dif⁃
ferent transaction isolation levels and use the level will be as
low as possible to decrease the responding time of the data⁃
base. For example, for the operation in the table of the trade re⁃
quest, we set the isolation level to be read⁃committed to guar⁃
antee consistency. For the operation in table of the real ⁃ time
data of the market, we set the isolation level to be read⁃uncom⁃
mitted in order to improve read performance. For the operation
in table of the historical data of the market, we set no isolation
level because it is a read⁃only table. Finally, the server is state⁃
less. The state of orders and traders is transmitted by messages
and this enhances the scalability of our system.
4.3 Non􀆼relational Database Supporting Strong

Consistency
HBase is deployed as the database in our system. Similar to

BigTable, HBase supports only single⁃row transaction. Consid⁃
er a situation where trader A transmits a purchase order to a
server, and trader B sends an order selling the same futures at
the same time. Afterwards, the requests are considered match⁃
ing successfully, and two trade records are generated by the
server. Then, the two records have to be written into the data⁃
base. We need to ensure atomicity because they would both
succeed or fail. However, this operation involves two different
rows, and the above requirement cannot be satisfied by HBase.
Therefore, in our system, a technique similar to Percolator is
used to support multi⁃row and multi⁃table transaction. Beyond
Percolator, we also implement three different transaction isola⁃
tion levels for Hbase: read⁃uncommitted, read⁃committed, and
repeatable⁃read.
4.3.1 The Design of The Distributed Transaction Locks

Our system uses a single row in HBase to represent lock for
the following reasons:
•If a single row in HBase is used to represent lock, lock sim⁃

ply means writing the log data to a unit of the single⁃row rep⁃
resenting the lock, while unlocking by means of deleting the

FIX: Financial Information Exchange protocol

FIX: Financial Information Exchange protocol

▲Figure 4. Structure of client.

▲Figure 5. Structure of server.
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data. The atomicity of lock and unlock operation is ensured
as the HBase provides a single row transaction.

•HBase is a distributed database, data stored in networks of
nodes, and the throughput is related to the bandwidth of the
system. That high throughput of HBase is ensured by storing
data in distributed clusters result in the throughput of the
distributed transaction locks implemented in the HBase.

• Region server in HBase automatically sends the complex
load information to HMater, and HMaster assigns the region
to the Region server according to the load of this server. Low
latency is ensured by a load⁃balancing function provided by
Hbase. This also lead to the low latency of the distributed
transaction locks.

•HBase is built on top of the HDFS file system, and HDFS
provides the backup function. Each file block in HDFS has
three backups by default, which means that if a node in the
cluster malfunctioned, there are still two other modes avail⁃
able. And the persistence of HBase results from the Backup
function supported by HDFS. The distributed transaction
locks implemented in HBase thereby possess the character⁃
istic of persistence.

•Using sing⁃row of HBase as the distributed transaction lock
benefits in a way that the read and write performance of the
lock is the same of the read and write of HBase, so the per⁃
formance of the distributed transaction lock won’t be the
bottleneck of the system.
Consider the requirements for the lock needed by transac⁃

tion operation in HBase. The lock itself must be persistent,
and the lock service has to provide high throughput and low la⁃
tency. HBase runs on top of HDFS, which provides storage
backup capability for HBase, so as to be persistent. As a kind
of distributed database, HBase naturally has high throughput.
Although HBase can do load balancing itself, it also has low la⁃
tency. Therefore, HBase can provide lock service to itself, so
an extra column is added into the table to illustrate the locks.
4.3.2 Synchronization of Distributed Transaction

The atomicity of multi ⁃ row and multi ⁃ table transaction in
HBase is guaranteed by two phase commit protocol which in⁃
volves coordinator and participator. The coordinator can be
viewed as both the initiator and a participator of the transac⁃
tion. Each row contained in the transaction corresponds to a
participator. The two ⁃ phase commit protocol has pre ⁃ commit
and actual⁃commit phases. In the phase of pre⁃commit, coordi⁃
nator informs all participators to be prepared for committing or
cancelling the transaction. And then the coordinator is notified
of the decision made by the participators. While in the phase
of actual ⁃commit, coordinator will make the decision depend⁃
ing on the result of the voting in the previous phase. If and on⁃
ly if all participators agree on committing the transaction, all
participators will be informed to commit the transaction. Other⁃
wise, the transaction will be cancelled.

The traditional two⁃phase commit protocol is adjusted to be

more pragmatic and practical:
1) Participants are no longer the traditional cluster nodes but

rows in HBase. Because the single ⁃ row transaction is sup⁃
ported by HBase, multi⁃row transaction is the emphasis for
the realization of transaction supporting mechanism in
HBase. Thus, each row can be abstract as participants, vot⁃
ing on transaction submission respectively.

2) The result of the vote is submitted to the originator of the
transaction instead of the coordinator. The entire transac⁃
tion submission is completed by the user program invoking
the transaction for the reason that the user program could
collect the vote from the participants conveniently and the
rows is not available to communicate with each other.

3) The coordinator is randomly selected, the first the row in⁃
volved in the transaction is normally selected as the coordi⁃
nator, and the others the participants. Communicating with
participants is no longer the responsibility of the coordina⁃
tor, which is in charge of recording the state of transaction
submitting.

4.3.3 Exception Handling
If there is problem during a transaction, the node processing

the transaction might crash, and the transaction cannot be
properly completed. Therefore, a lock is left behind (Fig. 6). It
is intolerable to the system that the left⁃behind lock is left un⁃
handled and the row involved is locked and invisible.

The key to detecting the left⁃behind locks is to check wheth⁃
er the corresponding software has crashed or collapsed. Time⁃
stamp two, which is obtained from the timestamp server when
the transaction started, is attached to the lock held by the trans⁃
action and facilitates the process of finding the transaction
holding the lock. The Exception Server recodes the information
of all running nodes and transactions. The state of the node is
quickly checked though ZooKeeper. Furthermore, it is still not
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▲Figure 6. Exception handling process.
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efficient automatically detect the left⁃behind locks becuase the
confliction is rare in the system. Therefore, a shortcut is taken
to clean up the left⁃behind locks.

The left ⁃ behind locks are processed by the system in the
manner of rolling back. If the transaction crashed before sub⁃
mission, the result of rows, being locked, participating the
transaction hasn’t been submitted, the main task of rolling
back is to clear up the left⁃behind locks by means of deleting
the lock locking the rows participating the transaction. If the
transaction crashed during the submission, the results are part⁃
ly submitted, the rollback operation has to clear the left ⁃ be⁃
hind locks of uncommitted rows and recover the state of com⁃
mitted rows.

The previously mentioned coordinator’s role is to record the
state of transactions. Whether the transaction crashed before
submission or during submission is distinguished according to
the state of the coordinator. The transaction of coordinator is fi⁃
nally committed meaning that the lock of coordinator row is fi⁃
nally cleared. If the lock of coordinator row doesn’t exist,
there is no need to roll back due to complete transaction sub⁃
mission. The lock of the coordinator row contains the row key
of other transaction, the other rows will be checked in turn
whether the data is updated. If the data existed on the time
stamp of a row, the row committed the transaction already and
crashed during submission, otherwise the row crashed before
submission.
4.3.4 Isolation Level

We implement three kinds of isolation level: read uncommit⁃
ted, read committed and repeatable reads (Table 1).

Also, we use the snapshot isolation provided by HBase to re⁃
duce the happening of conflict and improve concurrency. Each
transaction will get two timestamps from a timestamp server:
one is at the beginning time of transaction and the other is at
the committing time of transaction. The beginning timestamp
of a transaction determines the data it can read and the com⁃
mitting timestamp determines the data other transactions can
read.

5 Experiments and Results

5.1 Load Test
In this section, we discuss the performance of our system for

large and highly concurrent access requests. Because clients

and the process part of server are both distributed, the FIX
server is most likely to be the system’s bottleneck. We run a
load test to measure the performance of FIX server. We simu⁃
lated 100 traders, and by modifying the request frequency of
each trader, we obtained seven results. Fig. 7 shows the re⁃
sponse time of FIX server. The horizontal axis in Figs. 7 and 8
represents the number of concurrent requests per second. In
Fig. 7, when the concurrent number is below 500, the response
time is short, and when the concurrent number grows to 1000,
the response time increases significantly. However this prob⁃
lem can be solved by a larger HBase cluster.
Fig. 8 shows CPU utilization of FIX server. The CPU utiliza⁃

tion rate is grows in a similar way. The linearly increasing of
concurrency, resulting in computation scaling linearly, led to
the CPU utilization increasing accordingly.
5.2 The Influence Caused by Strong Consistency

As mentioned previously, we provide multi⁃row and multi⁃ta⁃
ble transaction support for Hbas. In this section, we discuss
the influence on the read/write performance of HBase caused
by this. We designed four experiments: random write 5M rows
in HBase; random read 5M rows in HBase; random write 5M
transactions in HBase; random read 5M transactions in HBase.
In the last two experiments, each transaction only includes one
write or read operation, and this represents the worst case of

▼Table 1. Used locks and detected locks in different isolation levels

S: shared lock V: exclusive lock

Isolation level
Read uncommitted
Read committed
Repeatable read

Write
lock
V
V
V

Read
lock
Null
S
V

Range
lock
Null
Null
Null

Write operation
Checking V and S
Checking V and S
Checking V and S

Read operation
Null

Checking V
Checking V and S
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▲Figure 8. The CPU utilization of FIX server.
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the transaction. Tables 2 to 4 show the results.
After providing multi ⁃ row and multi ⁃ table transaction sup⁃

port, the random read/write of HBase performance decreases.
Under the read uncommitted isolation level, for no addition

operations in read operation, the performance difference be⁃
tween original HBase API and HBase supporting API is negli⁃
gible. The subtle performance difference results from obtaining
unified time stamp from the Timestamp Server after failure. On
the contrary, a write operation involves an additional read and
write operation, which creates a big performance gap of 0.3 be⁃
tween original HBase API and HBase supporting API.

While at the read⁃committed level and repeatable⁃read lev⁃
el, an extra read and two extra write is required in read opera⁃
tion. There is a difference of 0.34 between original HBase API
and HBase supporting API in random read operation. There is
also a big performance gap as 0.29 and 0.28 between original
HBase API and HBase supporting API for an additional read
and write involved in write operation.

6 Conclusion and Future Work
We have designed and implemented a futures trading simu⁃

lation system that has been used by financial professionals to
study how individual speculation affects the futures market.
Our experiments show that the system is very efficient in the
face of large⁃scale, high concurrency access requests. It is also
very scalable and consistent in the face of the large scale⁃data
storage and processing. Our experiments also show that the
read/write performance loss of HBase introduced by the trans⁃
action support mechanisms is acceptable. We plan to deploy
our system to a much bigger cluster and test the system more
full⁃scale. Also in reality, the futures market and the spot mar⁃
ket are influenced by each other. In order to make the study of
how individual speculative behavior produces an effect on fu⁃
tures market more precise, we should concern the spot market.

So implementing the spot market simulating system will be our
future work.

▼Table 2. Comparison in read uncommitted level

Random write time (s)
Random read time (s)

HBase API
3424
2285

HBase supporting API
1041
2202

Correlation coefficients
0.30
0.96

▼Table 3. Comparison in read committed level

Random write time (s)
Random read time (s)

HBase API
3424
2285

HBase supporting API
992
784

Correlation coefficients
0.29
0.34

▼Table 4. Comparison in repeatable read level

Random write time (s)
Random read time (s)

HBase API
3424
2285

HBase supporting API
955
786

Correlation coefficients
0.28
0.34
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