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n the last five years, great progress has been made in cloud computing, es⁃
pecially in virtualization, standardization, and automation. This has result⁃
ed in numerous cloud services, such as Infrastructure as a Service, Plat⁃
form as a Service, and Software as a Service. Many cloud technologies

have matured and have been commercialized. However, issues such as information
security, mobility, energy efficiency, and infrastructure optimization are becoming
more serious. The key causes of these issues are increased scale of data centers,
convergence of IT and CT, increased user concern about information security, and
increased opex instead of capex.

For this special issue of ZTE Communications, researchers from industry and aca⁃
demia were called to submit articles detailing the latest progress on cloud comput⁃
ing.

The first paper,“Software-Defined Data Center,”by Ali et al., gives an overview
of key technologies and standardization of SDDC as well as challenges associated
with it. The paper points out that a unified control plane allows rich resource ab⁃
stractions to enable orchestration purpose fit systems and/or providing programma⁃
ble infrastructures to enable dynamic optimization in response to business require⁃
ments.”

In their paper“Computation Partitioning in Mobile Cloud Computing: A Sur⁃
vey,”Yang et al. address the issue of computation partitioning in mobile cloud.
This involves partitioning the execution of applications between the mobile side and
cloud side so that the execution cost is minimized. The authors survey computation
partitioning in mobile cloud computing.

In the paper“MapReduce in the Cloud: Data Location Aware VM Scheduling,”
Nguyen el al. see the challenge of MapReduce efficiency in the cloud and develop a
distributed cache system and virtual machine scheduler. They show that their proto⁃
type can improve performance significantly when running different applications.

The paper“Preventing Data Leakage in a Cloud Environment,”by Cang et al.,
deals with the customer information security and avoidance of unauthorized data ac⁃
cess in practical multiparty clouds. The authors survey techniques for preventing
data leakages, and these techniques can be used in three trust models.

In the next paper,“CPPL: A New Chunk-Based Proportional-Power Layout with
Fast Recovery,”by Yin et al, the authors suggest that the size and number of data
centers and cloud storage systems are dramatically increasing, and this, in turn, is
dramatically increasing energy consumption and disk failures in emerging facilities.
The authors propose a new chunk-based power-proportional layout called CPPL to
address these problems.

In the last paper,“Virtualization of Network and Service Functions: Impact on
ICT Transformation and Standardization,”Khasnabish et al. review trends in the
virtualization of network/service functions. They also discuss standardization of and
required management and orchestration of these functions.

In this special issue, it is our intention to inform the reader of state-of-the-art re⁃
search and technology on current cloud computing topics and bring to attention of
the cloud computing community problems that must be investigated.

This special issue would not be possible without the help provided by many. We
would like to thank all the authors for their contributions and all reviewers for their
efforts and dedication. We also want to thank the editorial office of ZTE Communi⁃
cations for their support.
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Abstract

Defining a software-defined data center is a vision of the future. An SDDC brings together software-defined compute, software-de⁃
fined network, software-defined storage, software-defined hypervisor, software-defined availability, and software-defined security. It
also unifies the control planes of each individual software-defined component. A unified control plane enables rich resource abstrac⁃
tions for purpose-fit orchestration systems and/or programmable infrastructures. This enables dynamic optimization according to busi⁃
ness requirements.
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A
1 Software-Defined Data Center
Architecture

software- defined data center (SDDC) architecture
defines data center resources in terms of software.
Specifically, it releases compute, network, storage,
hypervisor, availability, and security from hardware

limitations and increases service agility. This can be consid⁃
ered an evolution from server virtualization to complete virtual⁃
ization of the data center.
1.1 Software-Defined Compute

Software-defined compute (SDC), also called server virtual⁃
ization, releases CPU and memory from the limitations of un⁃
derlying physical hardware. As a standard infrastructure tech⁃
nology, server virtualization is the basis of the SDDC, which ex⁃
tends the same principles to all infrastructure services.

The basic elements of a virtualized environment [1] are
shown in Fig. 1. The resources that comprise this environment
are typically provided by one or more host computer systems.
A virtualization layer (typically firmware or software, but some⁃
times hardware) manages the lifecycle of a virtual computer
system, which comprises virtual resources that are allocated or
assigned to it from the physical host computer system. A virtu⁃
al computer system may be active and run an operating system
and applications with a full complement of defined, allocated
virtual devices.

The virtual computer system may also be inactive with no
software running and only a subset of the virtual devices actual⁃
ly allocated. In this environment, a primary responsibility of
the administrator is to manage the operational lifecycle of

these virtual systems.
Resources of the virtual computer system may have proper⁃

ties or qualities that are different to those of the underlying
physical resources. For example, virtual resources may have
different capacities or QoS (for performance or reliability) than
the underlying physical resources. Managing relationships be⁃
tween virtual and physical resources makes administration
tasks in a virtualized environment more complex.
1.2 Software-Defined Network

In a software- defined network (SDN), the network control

▲Figure 1. Elements of virtualized system management.
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plane is moved from the switch to the software running on a
server. This improves programmability, efficiency, and extensi⁃
bility.

There has been much technical development and implemen⁃
tation of SDN. This paper does not delve into the details of this
vibrant software-defined component.
1.3 Software-Defined Storage

Software-defined storage (SDS) is an ecosystem of products
that decouple software from underlying storage network hard⁃
ware and places it in a centralized controller or hypervisor.
This centralized software makes visible all physical and virtual
resources and enables programmability and automated provi⁃
sioning based on consumption or need. The software can live
on a server or be part of an operating system or hypervisor, but
it is no longer firmware on a hardware device. The software
can also control hardware from multiple vendors and enable en⁃
gineers to build non-proprietary environments [2].

In other words, SDS separates the control plane from the da⁃
ta plane and dynamically leverages heterogeneity of storage to
respond to changing workload demands. The SDS enables the
publishing of storage service catalogs and enables resources to
be provisioned on-demand and consumed according to policy.
The characteristics of software-defined storage could include
any or all of the following [3], [4]:
•pooling and abstraction of the logical storage services and

capabilities from the underlying physical storage systems.
This is reflected in the formerly used term, storage virtualiza⁃
tion.

•automation with policy-driven storage provisioning. This re⁃
quires management interfaces that span traditional storage-
array products, and it requires defining the separation of the
control plane from the data plane (in the spirit of Open⁃
Flow). This issue is not new. Prior industry standardization
efforts, such as SMI-S, began in 2002.

•virtual volumes for better performance and optimized data
management. This is not a new capability for virtual infra⁃
structure administrators (it is already possible using NFS),
but it does give arrays using iSCSI or Fibrechannel a path to
higher administrator leverage for cross- array management
apps that are written to the virtual infrastructure.

•commodity hardware with storage logic abstracted into a soft⁃
ware layer. This is conventionally described as a clustered
file system for converged storage.

•scaled-out storage architecture.
VMWare defines software-defined storage as a fundamental

component of the SDDC. With software- defined storage, re⁃
sources are abstracted to enable pooling, replication, and on-
demand distribution. The result is a storage layer much like
that of virtualized compute: aggregated, flexible, efficient, and
scalable. The benefits are across- the-board reduction of the
cost and complexity of storage infrastructure [5].

International Data Corporation (IDC) defines SDS as any

storage software stack that can be installed on commodity re⁃
sources (e.g. x86 hardware, hypervisors, or cloud) and/or off-
the-shelf computing hardware. Furthermore, to conform to this
definition, software- based storage stacks should offer a full
suite of storage services and integration of the underlying per⁃
sistent data placement resources so that tenants can move free⁃
ly between these resources [6].

IDC asserts that SBS platforms offer a compelling proposi⁃
tion for both incumbent and upcoming storage suppliers [7]. It
is in the long-term interest of incumbents to change their hard⁃
ware-centric mind frame and join the ranks of emerging start-
ups. This will bring about a paradigm shift. With the prolifera⁃
tion of SDS platforms, the delineation between hardware, soft⁃
ware, and cloud storage suppliers will blur and eventually dis⁃
appear [7].

IDC also observes that the SDS market has picked up steam.
Nexenta Systems, based in Santa Clara, CA, raised $24 mil⁃
lion in February 2013, to help advance its NexentaStor open
storage platform [8]. VMware also made waves that month by
snapping up virtual- storage specialist Virsto for an undis⁃
closed amount. In December 2012, storage startup ScaleIO an⁃
nounced that it had raised $12 million to boost its ScaleIO
ECS software operations [6].

SDS, on the other hand, was conceived with cloud environ⁃
ments in mind. According to Debbie Moynihan, VP of market⁃
ing at InkTank (a storage vendor),“Software- defined storage
was designed to scale-out to thousands of nodes and to support
multi-petabytes of data, which will be the norm as the amount
of stored data continues to grow exponentially and as more and
more storage moves to the cloud”[2].

The Storage Networking Industry Association (SNIA) Cloud
Data Management Interface (CDMI) standard defines the func⁃
tional interface that applications use to create, retrieve, up⁃
date, and delete data elements from the cloud. As part of this
interface, the client can discover the capabilities of the cloud
storage offering and use the interface to manage containers and
the data placed in them. Metadata can also be set on contain⁃
ers and the contained data elements [9].
1.3.1 Storage Virtualization versus SDS

SDS is similar to other software-defined elements, such as
SDN, of the data center [10], [11].

In many respects, SDS is more about packaging and how IT
users think about and design data centers. Storage has been
largely software-defined for more than a decade: the vast ma⁃
jority of storage features have been designed and delivered as
software components within a specific storage-optimized envi⁃
ronment.

SDS is sometimes referred to as a storage hypervisor, al⁃
though the two concepts are somewhat different. Both terms
are evolving, and vendors use them to describe different as⁃
pects of their storage systems.

Now the question arises,“Does SDS enable you to do some⁃
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thing that you cannot do with traditional storage?”For the
most part, SDS is an attempt to provide the same functions as
those in traditional storage systems. What is different is the ab⁃
straction, which provides two key capabilities.

First, the storage control function now can execute on any
server hardware. That means a storage system can be built with
commodity hardware and using commodity disks. This makes
the purchase and implementation of a storage system more
“kit- like,”but it also means that system implementation and
management requires more skill and time. This investment,
however, can significantly reduce acquisition costs.

In addition, the storage controller can now be placed any⁃
where, it does not have to be installed on dedicated hardware.
A growing trend is to implement the software storage controller
within a virtual server infrastructure and use available com⁃
pute power from the host or hosts within that infrastructure.
This reduces costs further and creates a simpler scaling model.
If a virtual storage controller is installed every time a host is
added to the infrastructure, storage processing and capacity in⁃
creases in lockstep with server growth.

In many ways, a storage hypervisor is part of SDS; it is the
core element of an entire storage software stack. Again, ven⁃
dors use the term differently, so its meaning is not standard.
1.3.2 Storage Virtualization and Server Virtualization

Storage vendors are trying to do for storage what server virtu⁃
alization did for servers. Many of the things vendors are aim⁃
ing at result in server hypervisors, where one big server is
turned into multiple virtual machines. With a storage hypervi⁃
sor, the opposite is true. Many disparate storage parts are com⁃
bined it into one pool. The result is similarin terms of efficien⁃
cy [12].
1.3.3 Open-Source Storage Software

Another emerging theme is open- source storage software.
The commoditization of storage hardware and new economic
imperative to do more with less has spurred activity in open-
source storage in recent months [13].

It is unlikely that open- source storage will transform the
storage industry overnight; after all, storage strategy is still
dominated by conservative, risk-averse thinking. There is al⁃
ready plenty of momentum in areas where open-source may of⁃
fer adequate performance and functionality at a much better
price than traditional approaches.

Another area of interest is the cloud, where service provid⁃
ers offering storage as a service have turned to open- source
storage in order to compete on price with the economies of
scale enjoyed by cloud giants, such as Amazon.

This is a particularly active space right now, especially from
an object storage perspective. The main area of interest is
OpenStack-based efforts from companies such as Rackspace,
HP, and Dell. Other companies, such as Basho Technologies
and DreamHost spin-off, InkTank (with Ceph), are also lining

up open-source object storage stacks that can underpin cost-
effective, large- scale cloud storage services and potentially
enhance or replace the Swift storage element of OpenStack.

Many other object storage suppliers are considering the
open source route, so activity in this area is likely to increase.
Open source storage may have its niche in small businesses
and service providers, but it has yet to penetrate medium-
sized and large enterprises in a meaningful way.
1.4 Software-Defined Security

In software-defined security (SDSec), protection is based on
logical policies and is not tied to any server or specialized se⁃
curity device. Adaptive, virtualized security is achieved by ab⁃
stracting and pooling security resources across boundaries so
that regardless of where a user resource is located, it can be
protected. It is not assumed that the user resource will remain
in the same location.

One or more instance/virtual machine, storage volume, etc.
can be grouped into a logical resource security group that
shares a common set of rules for controlling who can access the
instances. This set of rules specifies the protocols, ports, and
source IP ranges for traffic filtering.
Fig. 2 shows a basic three- tier web- hosting architecture

and describes inbound and outbound traffic control using secu⁃
rity groups. Each tier has a different security group.

The web server SG only allows access from hosts over TCP
on ports 80 (HTTP) and 443 (HTTPS) and from instances in
the app server SG on port 22 (SSH) for direct host management.

The app server SG allows access from the web server SG for

▲Figure 2. Inbound and outbound traffic control using a security group.
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web requests and from local subnet over TCP on port 22 (SSH)
for direct host management. Developers can directly log into
the application servers from the local network. The database
server SG permits only the app servers SG to access the data⁃
base servers.
1.5 Software-Defined Hypervisor

In virtualization, a hypervisor is a software program that
manages multiple operating systems, or multiple instances of
the same operating system, on a single computer system. The
hypervisor manages the system’s processor, memory, and oth⁃
er resources in order to allocate the resources that each operat⁃
ing system requires. Hypervisors are designed for a particular
processor architecture and may also be called virtualization
managers.

Software-defined hypervisor provides enables virtualization
of the hypervisor layer and decouples it from underlying virtu⁃
alization management. This enables selective use of other hy⁃
pervisors, such as Hyper-V, KVM and VSphere, in response
to business requirements.
1.6 Software-Defined Availability

Software-defined availability (SDavailability) enables two or
more virtual systems to be deployed on different platforms or at
two or more locations according to availability or disaster-re⁃
covery [14]. Table 1 gives a granular view of availability.

In VMWare’s vision of SDavailability, the SDDC provides
availability for all applications, independent of the platform
stack. This enables customers to establish a consistent first
line of defense for the customer’s entire IT infrastructure.
SDavailability can automatically detect and recover from any
software or operating system failure that affects virtual appli⁃
ance [5].

2 DMTF Open SDDC Incubator
The SDDC [15] is an emerging area of technology that could

revolutionize the IT infrastructure over the next several years.

New technologies such as SDN and SDS have begun appearing
on the market. Although there are many management stan⁃
dards for physical, virtual, and cloud-based systems, there are
currently no standard architectures or definitions for SDDC.
According to Dave Bartoletti of Forrester Research,“At the
core of the software- defined datacenter is an abstracted and
pooled set of shared resources. But the secret sauce is in the
automation that slices up and allocates those shared resources
on-demand, without manual tinkering”[16].

To address this demand, DMTF has proposed an Open Soft⁃
ware Defined Data Center (OSDDC) incubator that will devel⁃
op use cases, reference architectures, and requirements based
on real-world customer requirements. With these inputs, the
incubator will help in the development of a set of white papers
and recommendations for industry standardization.

DMTF OSDDC is a pool of compute, network, storage and
other resources that can be dynamically discovered, provi⁃
sioned, and configured according to workload. SDDC provides
abstraction that enables policy- driven orchestration of work⁃
loads as well as management and measurement of resources
consumed. SDDC comprises a set of features, including [17]:
•a pool of compute, network, storage and other resources
•discovery of resource capabilities
•automated provisioning of logical resources based on work⁃

load requirements
•management and measurement of resources consumed
•policy-driven orchestration of resources to meet SLOs of the

workloads.

3 OpenStack Software-Defined
Infrastructure
OpenStack is a cloud operating system, which means that it

is the software that manages the computer resources in a cloud
data center [18].

Currently, there is no data center that is entirely standard⁃
ized on a single virtualization technology. Looking at compute
virtualization alone, one is likely to encounter a mix of
PowerVM, z/VM, KVM, VMware ESX server, Microsoft Hyper-
V, and perhaps a handful of other technologies in any given da⁃
ta center. How is it possible to create a programming layer
across such a diverse set of server virtualization technologies?

An answer to this is OpenStack, which the IT industry has
settled on for software-defined infrastructure (SDI). OpenStack
SDI spans all compute virtual environments and enables the in⁃
tegration of heterogeneous compute, storage, and network envi⁃
ronments into a single, programmable infrastructure to support
(rack of) virtual appliances.

To achieve this goal, OpenStack promotes a disaggregated
resource model of three independent device controllers (Fig. 3)
[19]: compute (NOVA), network (NEUTRON), and storage
(CINDER).

Nova, also known as OpenStack Compute, is the software

▼Table 1. Availability attributes

Attribute
availability

availability-geographic

availability-site

availability-rack

availability-chassis

availability-host

Description
The virtual systems should be placed on different
virtualization platforms.
The virtual systems should be placed in different
geographical areas.
The virtual systems should be placed on different
operator sites.
The virtual systems should be placed on different
physical racks.
The virtual systems should be placed on different
physical chassis.
The virtual systems should be placed on different
physical hosts.
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that controls the IaaS cloud computing platform. It is similar in
scope to Amazon EC2 and Rackspace Cloud Servers. Nova
does not include any virtualization software; rather, it defines
drivers that interact with underlying virtualization mechanisms
that run on the host operating system, and it provides function⁃
ality over a web API.

Neutron is an OpenStack project designed to provide net⁃
work connectivity as a service between interface devices (e.g.
vNICs) managed by other Openstack services (e.g. NOVA). A
neutron server provides a webserver that exposes the Neutron
API and passes all web service calls to the Neutron plugin for
processing.

CINDER is an OpenStack project intended to provide block

storage as a service.
Each device controller comprises the control API, resource

allocator, and device manager.

4 OASIS Topology and Orchestration
Specification for Cloud Applications
Topology and Orchestration Specification for Cloud Applica⁃

tions (TOSCA) is a proposed OASIS standard for portability of
applications/cloud services across diverse cloud infrastruc⁃
tures [20].

TOSCA is intended to be the standard to describe IT servic⁃
es that go beyond IaaS. It is also intended to describe service
templates across *aaS layers, which are built on the resource-
abstraction layer comprising SDC, SDS, and SDN.
Fig. 4 gives a technical overview of TOSCA and the soft⁃

ware-defined component model.
TOSCA defines a metamodel for defining IT services. This

metamodel defines both the structure of a service as well as
how to manage it. A topology template, also called the topology
model, defines the structure of a service. Plans define the pro⁃
cess models used to create and terminate a service as well as
manage the service during its lifetime.

A topology template comprises a set of node templates and
relationship templates. Together, all of these templates define
the topology of a service as a directed graph (not necessarily a
connected graph). A node in this graph is represented by a
node template, which specifies the occurrence of a node type
as a component of a service. A node type defines the properties

▲Figure 3. OpenStack software-defined infrastructure model.
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of such a component (via node type properties) and the opera⁃
tions (via interfaces) available to manipulate the component.

5 Conclusion
To realize an SDDC, data center resources, such as comput⁃

er, network, storage, security and availability, are expressed as
software. They also need to have certain characteristics, such
as multitenancy; rapid resource provisioning; elastic scaling;
policy-driven resource management; shared infrastructure; in⁃
strumentation; and self service, accounting, and auditing. This
ultimately entails a programmable infrastructure. that enables
valuable resources to be automatically cataloged, commis⁃
sioned and decommissioned, repurposed, and repositioned.
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Abstract

Mobile devices are increasingly interacting with clouds, and mobile cloud computing has emerged as a new paradigm. An central topic
in mobile cloud computing is computation partitioning, which involves partitioning the execution of applications between the mobile
side and cloud side so that execution cost is minimized. This paper discusses computation partitioning in mobile cloud computing. We
first present the background and system models of mobile cloud computation partitioning systems. We then describe and compare
state-of-the-art mobile computation partitioning in terms of application modeling, profiling, optimization, and implementation. We
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C
1 Introduction

loud computing is an important new paradigm in IT
service delivery and has been driven by economies
of scale. It enables a shared pool of virtualized,
managed, dynamically configurable computing re⁃

sources to be delivered on demand to customers over the Inter⁃
net and on other available networks. With the advances in tech⁃
nologies for wireless communication and mobile devices, mo⁃
bile computing has become integrated into the fabric of every⁃
day life. Increased mobility means that users need to run
stand-alone mobile applications and/or access remote mobile
applications on their devices.

The application of cloud services to the mobile ecosystem
has created a new mobile computing paradigm called mobile
cloud computing (MCC). MCC offers great opportunities for the
mobile service industry because it allows mobile devices to uti⁃
lize elastic resources offered by the cloud. There are three
MCC approaches: 1) extending cloud service access to mobile
devices; 2) enabling mobile devices to work collaboratively as
cloud resource providers [1], [2]; and 3) augmenting the execu⁃
tion of mobile applications by using cloud resources (i.e. by
offloading selected computing tasks of mobile applications on⁃
to the cloud). This allows us to create applications that far ex⁃
ceed what is possible with a traditional mobile device.

Of the three MCC approaches, most of the recent research fo⁃
cuses on the third because it represents the general trend but
is more challenging. This paper discusses computational parti⁃

tioning, an essential problem in the third MCC approach. Com⁃
putation partitioning involves partitioning the execution of ap⁃
plication between the mobile device and cloud so that execu⁃
tion cost is minimized. This cost can be measured in term of
completion time, throughput (if the application is to process
streaming data), energy consumption, and data transmission
over the network. Execution cost is usually created by the ap⁃
plication itself, the computing capability of the mobile device,
and the bandwidth/quality of connection to the cloud. If the mo⁃
bile device has high computing capability or the network band⁃
width is not fully utilized, we can assign more functions to the
mobile side. If the device has poor computing capability but
the network bandwidth is good, we can execute more functions
at the cloud side.

We present the literature on computation partitioning ac⁃
cording to the taxonomy in Fig. 1. We divide research on com⁃
putation partitioning into two categories based on system mod⁃
el. One of these categories is user- independent computation
partitioning, where partitioning decisions are independent, and
each user can make an optimal partitioning decision. The other
category is user-dependent computation partitioning, where us⁃
er partitioning decisions depend on each other because particu⁃
lar resources that could affect user partitioning are shared. In
this model, the allocation of shared resources and user parti⁃
tioning decisions should be considered jointly. Partitioning de⁃
cisions are made according to global information of all users,
and the aim is to minimize execution cost for all users. We
found that the state-of-the-art computation partitioning model
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is the independent model [3]- [11]. In our recent works, we
have studied the user - dependent partitioning model [12].
Therefore, in our survey here, we focus on the independent
computation partitioning model, and user-dependent computa⁃
tion partitioning is dealt with in the section that summarizes
our own work.

Section 2 describes the two system models. Section 3 de⁃
scribes state-of-the-art independent computation partitioning
in terms of application modeling, device profiling, network profi
ling, and implementation approaches. We describe how to rep⁃
resent the application in a way that correctly reflects the prop⁃
erties of the application and makes the partitioning decision
more convenient. Device pro fi ling and network pro fi ling in⁃
volves collecting device and network information that is criti⁃
cal to the partitioning decision. This information includes the
device computing capability, device CPU/memory state, and
network bandwidth. Optimization involves minimizing the ap⁃
plication’s execution cost based on the cost model, which mea⁃
sures the cost of partitioning. The cost may be increased com⁃
pletion time, data processing throughput, energy consumption,
or a combination of these. The implementation approach is the
way in which the tasks of an application are remotely executed
at the cloud side in a practical system. A client- server ap⁃
proach, VM migration approach, or agent approach may be tak⁃
en to remotely execute tasks in the cloud.

Section 4 describes research issues in computation partition⁃
ing. These issues include energy efficiency, mobile access
management, workload management, performance modeling
and monitoring, and security. In section 5, we present our cur⁃
rent work on a) modeling and partitioning data-streaming ap⁃
plications, b) profiling network bandwidth and partitioning an
application when bandwidth is fluctuating, and c) user-depen⁃

dent computation partitioning. The first two areas are studied
in terms of the user - independent computation partitioning
model. In section 6, we conclude the paper.

2 Background and System Model of Mobile
Cloud Computation Partitioning
A mobile cloud system comprises mobile devices, wireless

access, and clouds. A mobile device can offload some computa⁃
tion to the cloud, and this can reduce computational cost (e.g.
execution time or energy consumption) of the mobile device.
However, such of floading creates additional overhead. If we
treat the application as a black box that has computational cost
when executed locally and data transmission cost when execut⁃
ed remotely, we can decide whether the application should be
executed locally or remotely. However, this level of offloading
decision-making is too coarse. For complex applications that
can be divided into a set of dependable parts, we need to make
offloading decisions for all the parts, and the decision made for
one part depends on the other parts. Of floading decisions
should be optimized for every part of the application: This is
computation partitioning.

The partitioning decision depends on device information,
network bandwidth, and the application itself. Device informa⁃
tion includes the execution speed of the device and the work⁃
loads on the device when the application is launched. If the de⁃
vice computes very slowly and the aim is to reduce execution
time, it is better to offload more computation to the cloud. Net⁃
work bandwidth affects data transmission for remote execution.
If the bandwidth is high, the cost in terms of data transmission
will be low. In this case, it is better to of fload computation to
the cloud. Each part of the application requires computation
and data transmission if it is offloaded to the cloud. The ratio of
the amount of computation (in term of execution instructions)
to data transmitted is called the compute- to- communication
ratio (CCR). If the CCR is high, the application is computation-
intensive, and it is better to execute tasks remotely. If the CCR
is low, the application is data-intensive, and it may be better
to execute tasks locally. Unlike device and network informa⁃
tion, CCR is a static factor that influences the partitioning deci⁃
sion. Different applications usually have different CCRs. De⁃
vice and network information usually change over time. Collec⁃
tion and estimation of device and network parameters in real
time is called profiling and is a challenging issue that will be
discussed in the next section. When the device and network pa⁃
rameters are profiled, an optimization problem can be solved
and the partitioning decision can be made.

We now discuss the system models for user - independent
computation partitioning and user-dependent computation par⁃
titioning. In the user - independent model, each user makes
their own partitioning decision, but partitioning can be done at
various places in the mobile cloud system (e.g. at the device
side, access network, or cloud side). Fig. 2 shows three cases

▲Figure 1. Taxonomy of the survey.
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for the user-independent model. The blocks marked P indicate
the partitioning function. Partitioning can be done at the mo⁃
bile side (Fig. 2a), cloud side (Fig. 2c), or within the access net⁃
work (Fig. 2b). The blocks marked S indicate the scheduling of
of fl oaded computation from mobile users to cloud servers. In
this model, partitioning and scheduling are decoupled. Each
user’s partitioning decision is made independently.

In the user-dependent model, partitioning depends on that
of other users. This model is suitable when users are compet⁃
ing for shared resources, such as servers at the cloud side. Be⁃
cause of this competition, the optimality of a partitioned execu⁃
tion not only depends on the partitioning itself but also on the
availability of the resources (which varies according to other
users’partitioning). Thus, we need to consider the profiling in⁃
formation of all users and make partitioning decisions that
guarantee optimal average performance for all users rather
than optimal performance for each individual user. Fig. 2d
shows how partitioning is done at the cloud side with schedul⁃
ing for all users. The block marked P&S indicates partitioning
coupled with scheduling.

The user-independent model is intuitive, and most existing
works pertain to this model [3]- [11]. A critical assumption of
this model is that resources shared by users are always enough,
and the allocation of resources does not influence the execu⁃
tion of application that has been partitioned in advance. It is
assumed that the cloud always has enough servers to accommo⁃
date the computations offloaded from mobile devices and that
execution time is the metric for optimization. Offloaded compu⁃
tation should be executed on the servers without delay; other⁃
wise, the performance of the partitioned execution is sacri fi
ced. This assumption is true when the cloud has nearly unlimit⁃
ed computing resources or the number of mobile users offload⁃
ing computation to the cloud does not exceed to the cloud’s ca⁃

pacity. This model is suitable for a system that serves a small
or predictable number of users, and the cloud guarantees opti⁃
mal partitioning for each individual user.

The user - dependent model applies when the computation
loads from mobile users exceed the capacity of the cloud, and
users need to compete for resources at the cloud side. In this
scenario, instead of optimizing performance for each individual
user (as in the user-independent model), the objective is to op⁃
timize overall performance. We suggest that the user- depen⁃
dent model is suitable for use in large-scale system with unpre⁃
dictable workloads. In the user-dependent model, coupling of
partitioning and allocation of shared resources make partition⁃
ing more challenging. This model was first proposed in [11].

3 State-of-the-Art Computation Partitioning
for Mobile Cloud Computing

3.1 Application Modeling
An application model may be the model used by program⁃

mers to develop applications. It may also be the mathematical
model that represents the structure of the application. The for⁃
mer provides programming abstractions for application devel⁃
opment, and the latter is the formal representation of the appli⁃
cation to be partitioned. The latter usually depends on the pro⁃
gramming model. Thus, we describe the application model
from the perspective of programming. In our survey, three ap⁃
plication models are: procedure-call, service- invocation, and
dataflow.

In a procedure-call model, an application is represented by
a set of procedures, and each procedure can call other proce⁃
dures [3], [4], [8]. Thus, we can use a procedure-call tree or
graph to model the structure of an application. In the tree/
graph, the node represents the procedure, and the edge repre⁃
sents the call relationship. The programmers write the applica⁃
tion according to a procedure-oriented paradigm. The problem
in partitioning is deciding whether each procedure should be of
floaded or not. This model can be applied to most applications.

In a service- invocation model, an application comprises a
set of services. We usually use a service- invocation graph to
model the application. In this graph, the node indicates the ser⁃
vice, and the edge indicates the service that the programmers
need in order to program the application using a service-ori⁃
ented methodology. The work in [5] and [6] pertains to this
model. In [5], an application with a set of weblets is decom⁃
posed. A weblet is a kind of web service that can be executed
at either the mobile side or cloud side. I. Giurgiu et al. [6]
build their partitioning system on a distributed service comput⁃
ing platform called AlfredO [13]. This platform has been used
to decompose and couple Java applications into software mod⁃
ules.

The service-invocation model and procedure-call model de⁃
compose an application at different granularities. The service

▲Figure 2. (a), (b) and (c) are user-independent system models, and (d)
is the user-dependent model.

S
P

P

P

S

P

P

P
(a) (b)

S

P

P

P

(c)

… …

… P
&
S

…

(d)

December 2013 Vol.11 No.4ZTE COMMUNICATIONSZTE COMMUNICATIONS10

Special Topic

Computation Partitioning in Mobile Cloud Computing: A Survey
Lei Yang and Jiannong Cao



model decomposes the application at its functionalities, and
the decomposed modules are loosely coupled. The procedure-
call model decomposes the application according to the struc⁃
ture of the code. The decomposed procedures are tightly cou⁃
pled with each other, which creates programming difficulties in
terms of distributed execution. However, in terms of the appli⁃
cation’s representation methodology, the service - invocation
model and procedure-call model are the same. They use a very
similar graph to model the application.

The dataflow model is suitable for modeling most media ap⁃
plications that have continuous incoming data to process. In
this model, the application comprises a set of dependable stag⁃
es. The output data at each stage becomes the input data of the
next stage. At each stage, a particular operation is performed
on the incoming data. Dataflow can be represented by a direct⁃
ed acyclic graph in which each node is a stage and each edge
indicates the data dependence between the two connecting
stages. In [9] and [11], the application to be partitioned is mod⁃
eled as dataflow graphs. Fig. 3 shows the dataflow graph of a
face-recognition application.
3.2 Profiling

The profiling process involves collecting information related
to the application, device, and network. Application informa⁃
tion includes the execution load (not dependent on devices) of
each part of the application as well as the amount of data trans⁃
mitted between two dependent parts. Because the application
information is static, it can be gathered offline.

Collecting device- related and network- related information
can be difficult. In terms of device profiling, we are concerned
with estimating parameters such as energy consumption, com⁃

putation capability, and CPU/memory workloads. In terms of
network profi ling, we are concerned with parameters such as
bandwidth, latency, and package loss rate. Parameters such as
device computing capability and energy consumption are stat⁃
ic, so they can be acquired offline. Other parameters, such as
CPU/memory workloads and network bandwidth, may vary in
real environments, thus we need to estimate them online.

MAUI [3] profiles the energy consumption of each part of
the application according to a model that shows energy con⁃
sumption as a function of CPU cycles. The model is learned of⁃
fline from real measurements. The authors of MAUI also evalu⁃
ate the accuracy of the model and show that its error margin is
less than 6%. MAUI [3] estimates network parameters, such as
bandwidth and latency, online through recent offloading oppor⁃
tunities. It also updates its estimations when there is no offload⁃
ing by transferring a 10 KB file to the server. The profiled pa⁃
rameters are used to make online partitioning decisions.

CloneCloud [4] pro fi ling comprises two phases: online and
offline. In the offline phase, the partitions of an application are
obtained for various execution conditions (including those re⁃
lated to the device and network characteristics). The execution
conditions are acquired by real measurements, regardless of
the overhead. The partitions and corresponding execution con⁃
ditions are stored in the database of the device. In the online
phase, the system estimates the execution condition and
searches the matched partition from the database. In [4], the
authors do not describe how to estimate the execution condi⁃
tion accurately and efficiently in the online phase.

Odessay [9] does not profile the application, device, and net⁃
work independently. Instead, it directly pro fi les the running
time of each stage and data transmission time of each connec⁃
tor. The information is updated when the application starts to
execute again. This information is used to determine the parti⁃
tion in the next execution. Most related works on computation
partitioning take the approach of Odessay [5], [8]. This ap⁃
proach avoids the overhead created by direct profiling of net⁃
works and devices; however, it may not be as accurate as direct
profiling because the partition is always made according to the
last execution condition. The partition leads to bad perfor⁃
mance when the execution conditions change quickly. This of⁃
ten happens in mobile environments where the wireless con⁃
nection drops or bandwidth fluctuates. In our current research,
we focus on estimating network bandwidth efficiently in real
time and then updating the application’s partition, even dur⁃
ing the course of the execution of the application.
3.3 Optimization

Computation partitioning requires partitions to be optimized
according to profiling information. The optimization metric can
be execution time, energy consumption, data traffic, or a cus⁃
tomized, weighted summation of these. MAUI [3] was proposed
to optimize the energy consumption of devices. CloneCloud [4]
and ThinkAir [8] support the optimization of either execution

▲Figure 3. Dataflow graph for an image-based face-recognition
application.

Grayscale

Low contrastremoval Edge
elimination

Magn. & orien.comp

Downsampling

Gaussian blur
DoGcomputation

Extramadetection

Orientationassignment
DescriptionGeneration

Classification

Computation Partitioning in Mobile Cloud Computing: A Survey
Lei Yang and Jiannong Cao

Special Topic

December 2013 Vol.11 No.4 ZTE COMMUNICATIONSZTE COMMUNICATIONS 11



time or energy consumption, depending on the programmers’
choices. Odessay [9] aims to optimize the makespan for data-
streaming applications. The framework in [11] was proposed to
optimize the processing throughput for streaming applications.
In [5], the authors propose hybrid optimization that can be cus⁃
tomized by the end user.

Optimization can be done online or offl ine. The offline ap⁃
proach is taken to determine the optimal partitions for various
execution conditions in the offline phase. In the online phase,
one of the partitions is selected according to the current profil⁃
ing conditions. The more the execution conditions traversed,
the more accurate the online partition is. The online approach
enables optimization on the fly according to profiling condition.
Online optimization is accurate but creates overhead. In [4]
and [5], the offline approach is taken, and in [3], [9] and [11],
the online approach is taken.

Online optimization can be done by the mobile device, in
the cloud, or even in a wireless network. Most existing works
describe optimization by the mobile device [3], [4], [9], [14]. In
[11], optimization is done in the cloud. If optimization is done
on the mobile device, the profiled parameters do not need to be
transmitted over the network. This causes additional computa⁃
tional overhead on the device. Optimization in the cloud can
avoid this problem, but the mobile device needs to be continu⁃
ally connected in order to transmit the pro fi led parameters.
This is suitable for partitioning complex applications.
3.4 Implementation

We classify implementation approaches to partitioning as
client - server communication, VM migration, and mobile
agent. The client-server approach requires the program codes
to be pre-installed on the cloud servers. When one function of
the application is offloaded onto the cloud, this function is usu⁃
ally performed by the Remote Procedure Call (RPC) protocol
or by Remote Method Invocation (RMI). In [15] and [10], the
client- server communication approach is taken to implement
the partitioned execution. The drawback of this approach is
that it is prone to failure due to network disconnection. The
codes on the cloud/server side need to be changed from the
original codes on the mobile device. Deployment of the parti⁃
tioning system is not convenient.

Virtual machine (VM) migration is used to implement parti⁃
tioned execution in [3], [4], [8], and [16]. At the mobile side,
the application runs on a VM. When a decision is made to
offload some part of the application to the cloud, the whole VM
migrates to the cloud. The VM migrates back to the mobile
side when the application part is finished in the cloud. This ap⁃
proach does not require the application to be pre-installed in
the cloud; however, VM migration creates more overhead than
remote procedure call because the execution state of the VM,
including the memory and register state, needs to be transmit⁃
ted.

Scavenger [17] uses a mobile agent to implement remote exe⁃

cution. It provides a platform that can help the user easily pro⁃
gram and deploy partitioning- enabled applications. Dynamic
deployment of application can be realized using this approach.
However, agent management is required, and this causes over⁃
head on the mobile device.

4 Research Challenges
4.1 Energy Efficiency

The processing capability of mobile devices is increasing,
and energy consumption has become a significant issue for mo⁃
bile applications. Most device vendors look for approaches to
increasing the battery life. Besides inventing new battery tech⁃
nologies, there are many other approaches to saving energy at
the system and application layers. Computation partitioning is
an important approach to saving energy on devices. With this
approach, energy-consuming components of the application, e.
g. computationally intensive algorithms, are of floaded to the
cloud. However, the difficulty with this approach is designing
effective mechanisms to monitor and profile the energy con⁃
sumption of applications on mobile devices. Designing models
for estimating energy consumption during data transmission is
also not easy. Both the profiled information and models are crit⁃
ical to partitioning the application in order to save energy.

We need to design energy-efficient partitioning software on
the mobile device. The computationally intensive part of the
computation partitioning software is the optimization. As dis⁃
cussed in the last section, optimization can be done offline. Par⁃
titions that are generated from offline optimization are stored
on the mobile device. Whenever the execution environment
changes, the application is configured with the optimal parti⁃
tion from all the backup partitions. Offline optimization saves
energy overhead. In [4], offline optimization is proposed. An⁃
other approach to energy saving is optimization in the cloud.
We have proposed a partitioning framework that implements
optimization in the cloud by using a genetic algorithm [13].

Other researchers look for techniques to optimize energy
consumption during data transmission. Offloading computation
to the cloud requires transmission of the computation input da⁃
ta. Issues related to energy consumption during data transmis⁃
sion in computation partitioning need to be tackled. E. Uysal
Biyikoglu et al. [18] design an energy-efficient data transmis⁃
sion mechanism that monitors network quality and transmits
the data accordingly. If the network quality is good, data is
transmitted; otherwise, no data is transmitted in order to save
energy.
4.2 Mobile Access Management

In the mobile cloud partitioning system, mobile access net⁃
works such as 3G/4G cellular networks and wireless local area
neworks (WLANs) are important components for connecting
the mobile devices to the cloud. The quality or bandwidth of
the user’s connection to the cloud directly determines the par⁃
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titioning of the application.
4.2.1 Network Intermittence

A practical issue is how to partition the application when
the network connection is intermittent. The application is usu⁃
ally partitioned according to a cost model that includes compu⁃
tational cost (on both the mobile and cloud sides) and offload⁃
ing cost (e.g. data transmission cost). In most works, it is as⁃
sumed that offloading cost does not change during application
runtime. This is not practical in mobile environments. In reali⁃
ty, network connectivity can fail because of wireless network
holes, which are places where there is no signal or the signal is
too weak to maintain a connection. Even when the network is
connected, throughput or bandwidth can fluctuate because of
the user’s mobility. Fluctuating network status gives rise to
offloading cost.

C. Shi et al. [19] solve this problem by assuming future net⁃
work connectivity is perfectly known. They designed an offline
algorithm to calculate the optimal partition given a future net⁃
work bandwidth. In practical systems, we need to design an on⁃
line algorithm to partition the application [20]. This algorithm
can update the partition of an application from time to time
during the course of execution and according to the predicted
network status. The prediction of network bandwidth is also a
critical issue to be addressed.

Several previous works discuss the prediction of future net⁃
work status from historical mobility observations. Such an ap⁃
proach has been used in other applications, the first of which
was wireless sensor network (WSN) data delivery. In [21], rout⁃
ing is improved by using a mobility-prediction algorithm. H.
Lee et al. [22] study the problem of delivering data from data
source nodes to the mobile sink. They predict the nodes that
the mobile sink is likely to pass by and stash data on these in
advance. There are also many early works on mobility predic⁃
tion in cellular/Wi-Fi networks. These works discuss ways of
improving network handoff by predicting the next cells/APs
[23], [24].
4.2.2 Network Resource Allocation

Another issue is network resource/bandwidth allocation for
user- dependent computation partitioning modeling. If mobile
users offload computation to clouds through the same access
networks, network resources or bandwidth will be limited. We
need to allocate resources to mobile users. A user who is allo⁃
cated more bandwidth has lower offloading cost, and a user al⁃
located less bandwidth has higher offloading cost. Users’parti⁃
tioning decisions depend on each other because users are com⁃
peting for shared network resources. Thus, the partitioning
problem needs to be solved in light of network resource alloca⁃
tion.

Network resources may include both cellular networks and
WLANs. The research problem can be stated in different ways.
One way is: we need to allocate cellular network and WLAN re⁃

sources to mobile users so that overall system performance is
maximized. Another way is: we need to determine how many of
each type of network resource should be leased by the applica⁃
tion provider and how to allocate resources to mobile users so
that maximum performance is achieved for the lowest cost.
4.3 Workload Management

Workload management is another important issue in compu⁃
tation partitioning. The workload is the computations offloaded
from mobile users to the cloud. The mobile cloud application
needs to serve a large number of mobile users. When the scale
of applications increases, properly managing the workload at
cloud clusters is essential for efficient use of cloud resources
and for good system performance. In the user - independent
model, workload management is unrelated to the computation
partition of each user. Traditional workload scheduling and bal⁃
ancing mechanisms can be used to tackle the problem [25]-
[27]. Next, we discuss workload management in the user-de⁃
pendent model.
4.3.1 Workload Scheduling in a Centralized Cloud

In the user-dependent model, the workload management is
correlated with the application partition of each user. For good
system performance, it is better to consider computation parti⁃
tioning and cloud workload management together. First, we
consider the problem using a simple system model [12]. The
application is modeled as a sequence of dependent tasks, and
mobile users run the same application. On the centralized
cloud there is a set of server nodes that accommodate the work⁃
load (tasks) offloaded by users. The objective is to schedule the
tasks of all users onto their mobile devices and the cloud serv⁃
ers. Each user device can only execute tasks from itself, not
from other users. The problem is abstracted as a job-schedul⁃
ing problem that is similar to (but more difficult than) a tradi⁃
tional job-scheduling problems in parallel computing.

The first classic job-scheduling problem is Task Scheduling
Problem for Heterogeneous Computing (TSPHC) [28]. In this
problem, an application is represented by a directed acyclic
graph (DAG) in which nodes represent application tasks and
edges represent inter-task data dependencies. Given a hetero⁃
geneous machine environment, where machines have different
processing speeds and the data transfer rate between machines
differs, the objective of the problem is to map tasks onto the
machines and order their executions. In this way, task-prece⁃
dence requirements are satisfied, and completion time is mini⁃
mized. In general, TSPHC is NP-complete, and efficient heu⁃
ristics have been proposed in the literature [28], [29].

The workload- scheduling problem [12] can be modeled as
close to TSPHC as possible. In the system model [12], there
are λ × n tasks, where λ is the number of users and n is the
number of tasks in the application. The machines can be ab⁃
stracted as a set of r cloud servers/VMs and one mobile device.
The data transfer rate between the cloud VMs is infinite but
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constrained between any pairs of mobile device and cloud VM.
The problem is to map the tasks onto (r+1) machines so that
the precedence constraints in the application graph are satis⁃
fied, and the weighted summation of the completion time of all
the tasks is minimized. The tasks that appear last in the appli⁃
cation flow are assigned a weighting of one, and others are as⁃
signed a weighting of zero.

The key difference between the workload-scheduling prob⁃
lem [12] and TSPHC is the optimization objective. In TSPHC,
the optimization objective is to minimize the makespan, that is,
the maximum completion time for all the tasks. In [12], the ob⁃
jective is to minimize the total weighted completion time. Al⁃
though efficient heuristics have been proposed to minimize the
TSPHC makespan, few solutions have been proposed to mini⁃
mize the total weighted completion time. Some early efforts
were made to minimize the total weighted completion time on a
single machine or parallel machine, but communication was
not considered. Even simplified solutions to the workload
scheduling problem in [12] are NP-hard [30].

The second classic scheduling problem is Hybrid Flow Shop
(HFS) scheduling [31]. In this problem, the job is divided into
stages, and there are a number of identical machines in paral⁃
lel at each stage. Each job has to be processed at stage one,
then stage two, and so on. At each stage, the job needs to be
processed on one machine only, and any machine will do. It is
assumed that all the jobs are released at the beginning, and the
problem is to find a schedule to minimize the makespan. The
application and its functional modules in our problem are anal⁃
ogous to a job and stages in HFS. The mobile devices and
cloud VMs may be modeled as machines in HFS. However, the
workload- scheduling problem in [12] is much different from
that in HFS. In [12], there is communication overhead between
stages, which makes the problem more complex than that in
HFS. In [12], both the cloud VM and mobile device can exe⁃
cute any module of the application, so a set of machines is not
partitioned into subsets according to the stages. The objective
in [12] is to minimize the total completion time rather than the
makespan.
4.3.2 Workload Scheduling in Distributed Clouds

Workload scheduling in the user-dependent model is more
challenging when we consider that the cloud consists of geo⁃
graphically distributed data centers. In this model, there exists
a set of mobile users from different regions. Each user has a
partitioned execution of the application. The cloud contains a
set of data centers that are distributed in different regions.
Each data center has a certain capacity in terms of computing
resources. For each user, offloading the same component to var⁃
ious data centers can create different offloading costs because
the connection delay and/or bandwidth is different for different
data centers. We need to partition the application for mobile
users as well as allocate the offloaded computation to comput⁃
ing resources at different data centers. There are two types of

workload scheduling: inter - datacenter and intra - datacenter
scheduling. Both scheduling types should be considered when
partitioning the computation of an application for each user so
that overall system performance (e.g. the application execution
time) is maximized.

Several recent works on cloud computing have described so⁃
lutions to the scheduling problem for distributed clouds [30]-
[33]. P. Gao et al. [32] developed an optimization framework to
schedule data access requests/workloads from users to distrib⁃
uted data centers. The scheduling issue is studied with the aim
of minimizing energy consumption in the cloud. Y. Wu et al.
[33] studied the scheduling of video- on- demand access re⁃
quests/workloads to geographically distributed clouds. The
scheduling problem was studied together with the video-place⁃
ment problem. The objective was to minimize the operational
cost while satisfying the delay constraints on video access re⁃
quests.

The request-scheduling problem for live video streaming ap⁃
plications was also studied in [34]. However, the existing
works [32], [33], [34] do not apply to workload scheduling in
computation partitioning systems because scheduling and parti⁃
tioning are coupled in the user-dependent model and cannot
be treated separately.
4.4 Performance Modeling and Monitoring

An important issue is how to design a performance model for
various mobile cloud applications, including applications cen⁃
tered on content delivery and sensing delivery as well as user-
interactive applications. All these types of applications have
different performance requirements in terms of end users and
systems. We need to design an accurate performance model
that can illustrate both sets of performance requirements.

To develop such a performance model, we have investigated
many software engineering works and ISO standards [35]-[35]
that proposed appropriate performance models for various soft⁃
ware systems. In Jain’s model [37], the system is supposed to
give three outcomes for a given request: correct, incorrect, or
refusal to give an outcome. Three system performance metrics
have also been defined: speed, reliability, and availability. The
performance model for a mobile - cloud partitioning system
needs to be developed by adding more practical performance
metrics, such as Service-Level Agreement (SLA), time behav⁃
ior, utilization, capacity, and recoverability.

Another issue is how to detect anomalies or performance
degradation in a mobile-cloud partitioning system. In tradition⁃
al internet applications, anomalies are detected by manually
analyzing the logs [38]. This method is not feasible for a large-
scale cloud system. Some researchers have taken a pattern rec⁃
ognition approach [39], [40] to automating the analysis of mas⁃
sive volumes of system logs. Because of the complex computa⁃
tional cost of analysis, this approach is not feasible for a sys⁃
tem that requires real- time anomaly detection and recovery.
Methods based on log analysis are not enough to detect anoma⁃
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lies or performance degradation in mobile cloud applications.
Usually, the performance of a mobile cloud application de⁃
pends on more complex factors, including failure or inefficien⁃
cy of the mobile device, wireless network, or clouds. Collecting
and analyzing logs from mobile devices may not be possible be⁃
cause of high costs or privacy issues. Faced with these difficul⁃
ties, we need to develop suitable approaches to detecting anom⁃
alies and performance degradation in mobile cloud applica⁃
tions.

To solve this detection problem, we can use a hybrid method
that integrates the log analysis and real-time performance mon⁃
itoring. At the cloud side, we can detect anomalies by analyz⁃
ing the system logs, and at the mobile side, we can design light⁃
weight performance monitors. We also need to design network
protocols to monitor the performance of interactions between
mobiles and the cloud.
4.5 Security

There are three security issues in a mobile cloud partition⁃
ing system. The first issue is authentication between computa⁃
tions that pertain to the same application. Authentication indi⁃
cates the secure communication channel between two computa⁃
tions that may be executed on different mobile or cloud plat⁃
forms. The second issue is access control for sensitive user da⁃
ta. Because the computations of an application may run on a
public, untrusted cloud platform, we should design secure
mechanisms for controlling access to sensitive data from mo⁃
bile devices. For example, computation requires access to very
sensitive data, it is better to do that computation in trusted en⁃
vironments, e.g. on the mobile device or on a trusted cloud plat⁃
form. The third issue is to build and verify a trusted execution
environment, including the mobile platform and cloud plat⁃
forms. This is a fundamental problem in cloud computing. The
work by X. Zhang et al. [41] is one of the few works that de⁃
scribe security problems specifically for mobile cloud partition⁃
ing systems. The authors propose a solution for authentication
and secure session management between weblets/computations
running at the device side and cloud side. The authors also pro⁃
pose a secure migration mechanism and approach to authoriz⁃
ing cloud weblets to access sensitive user data.

5 Summary of Our Own Work
We reviewed the related literature and found that several

new and challenging issues need to be urgently addressed.
First, little work has been done on partitioning data-streaming
applications (which are quite popular today) because of a de⁃
vice’s ability to collect streaming media data. The challenge is
how to design models and architectures for partitioning these
applications. Second, wireless connectivity loss and bandwidth
fluctuations often occur in mobile environments. The challenge
is in designing partitioning mechanisms that can still guaran⁃
tee high performance in these conditions. Third, for large-

scale mobile cloud applications, the number of mobile users
(mobile load) can be unpredictable. The challenge is in design⁃
ing partitioning mechanisms that can achieve optimal overall
performance, even when the system is overloaded.

In our work, we develop and implement a real-world appli⁃
cation, and we show that computation partitioning is a feasible
way of improving performance. Then, we propose our solutions
in terms of the above challenges. Our research on this topic
can be categorized as computation partitioning in an RFID
tracking application, performance optimization for user- inde⁃
pendent computation partitioning, and performance optimiza⁃
tion for user-dependent computation partitioning.

We study the application of computation partitioning in an
RFID tracking application [42]. We focus on a system for at⁃
taching RFID readers on moving objects, and we deploy pas⁃
sive RFID tags in the environment. The moving object collects
the noisy RFID readings and continuously estimates its posi⁃
tion in real time. Traditional approaches, such as Particle Fil⁃
ter (PF), can by highly accurate but require much computation
on the device. These approaches are difficult to implement on
mobile devices that are constrained in terms of computing ca⁃
pability and battery. Other existing approaches, such as
Weighted Centroid Localization (WCL), are cheap in terms of
computational cost but are very inaccurate, especially when
the object is moving quickly. Thus, we propose an adaptive ap⁃
proach to achieving accuracy and energy efficiency. Our ap⁃
proach can be used to choose costly PF or cheap WCL, depend⁃
ing on the estimated speed of the object. It can also be used to
adaptively partition the computations between the mobile de⁃
vice and infrastructure servers or clouds (depending on the
quality of the network connections). We evaluate our solution
in real-world experiments and show that our proposed compu⁃
tation partitioning scheme outperforms other schemes in terms
of accuracy and energy consumption.

We also study two issues in user-independent computation
partitioning, where every user can make their partitioning deci⁃
sion according to their own information. The first issue is parti⁃
tioning of the data-streaming application. Existing approaches
can be taken to optimize the makespan of streaming applica⁃
tions. Throughput/processing speed is more important for
streaming applications. We propose an algorithm to maximize
throughput and develop a reference- implementation architec⁃
ture for partitioning and execution of streaming applications
[11]. The second issue is solving the computation partitioning
problem when network connectivity is intermittent and band⁃
width fluctuates. The existing one- time partitioning approach
may significantly degrade performance when the network fluc⁃
tuates. We develop a predictive partitioning algorithm that ex⁃
ploits knowledge of user’s mobility to predict network status,
and we update the partition based on the predicted network sta⁃
tus [20]. We evaluate our approach according to real data trac⁃
es that are collected in a campus Wi-Fi hotspot testbed. The
results show that our method significantly reduces completion
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time compared with previous approaches.
Last, we study the same issues in user-dependent computa⁃

tion partitioning. Most related works pertain to the user-inde⁃
pendent model, but we are the first to study and propose a us⁃
er - dependent computation partitioning model [12]. In this
model, user partitioning decisions depend on each other be⁃
cause users compete for some shared resources, e.g. cloud serv⁃
ers and wireless access bandwidths. Thus, to achieve high sys⁃
tem performance, allocation of shared resources needs to be
considered in conjunction with user partitioning. This problem
is different from and more difficult than classic job-scheduling
problems. We design both offline and online algorithms to
solve this problem. With benchmarks, we show that our offline
algorithm outperforms listing scheduling algorithms by 10% in
terms of application delay. We also validate the efficiency of
our online algorithm using real-world load traces.

6 Conclusion
The rise of mobile cloud computing is rapidly changing the

IT landscape. Computation partitioning has recently been stud⁃
ied in order to achieve high-quality service provisioning and
operational efficiency for the cloud providers. Despite the signi
ficant benefits offered by the new computing paradigm, current
technologies are not mature enough to realize its full potential.
Challenges related to energy efficiency, mobile access manage⁃
ment, workload management, performance modeling and moni⁃
toring, and security still exist in this domain and are beginning
to attract the attention of the research community. This paper
discussed state-of-the-art mobile cloud computation partition⁃
ing. It covered system models, key technologies, and research
issues and directions. This work is intended to deepen the un⁃
derstanding of design challenges in mobile cloud computing
and pave the way for further research in this area.
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ZTE Contributed to Launch of 4G Network of BASE Company in Belgium

4 November 2013, Shenzhen, China-ZTE Corporation, a publicly-listed global provider of telecommunications equip⁃
ment, network solutions and mobile devices, and BASE Company, the Belgian subsidiary of Dutch mobile operator KPN,
have launched BASE Company’s 4G services in Belgium.

BASE Company has launched 4G services directly in 15 cities and was the second operator to start 4G in Belgium. Dur⁃
ing the press conference at the announcement in early October, a 4G smart phone with only two signal bars reached down⁃
load speeds of up to 42 Mbps, and multimedia files played clearly and smoothly.

As the radio equipment supplier for BASE Company, ZTE helped to construct high-quality UMTS and HSPA dual carri⁃
er networks in Belgium. With a Uni-RAN solution that supports smooth evolution and good equipment performance. ZTE
has been selected as a 4G radio equipment supplier for BASE Company. ZTE’s engineering team helped BASE Company
to construct the high-quality 4G network.

ZTE is a major global provider of end-to-end integrated 4G solutions and services and a reliable strategic partner. By
June 2013, ZTE had obtained 60 4G commercial contracts and 40 EPC commercial contracts. With leading 4G end-to-end
solutions as well as partnerships with major operators around the world, ZTE has carried out 4G trial networks with more
than 140 operators. ZTE has successfully launched commercial 4G services for China Mobile, Telenor, TeliaSonera, Bharti,
Hutchison, and Telstra. (ZTE Corporation)
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We have witnessed the fast-growing deployment of Hadoop, an open-source implementation of the MapReduce programming model,
for purpose of data-intensive computing in the cloud. However, Hadoop was not originally designed to run transient jobs in which us⁃
ers need to move data back and forth between storage and computing facilities. As a result, Hadoop is inefficient and wastes resources
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1 Introduction

ecently, the volume of data being generated as a re⁃
sult of simulation and data mining in the physical
and life sciences has increased significantly. This
trend has necessitated an efficient model of compu⁃

tation. Google MapReduce [1] is a popular computation model
because it is suitable for data-intensive applications, such as
web access logging, inverted index construction, document
clustering, machine learning, and statistical machine transla⁃
tion. There are several implementations of MapReduce, includ⁃
ing Phoenix [2], Sector/Sphere [3], open- source Hadoop [4],
and Mars [5]. In fact, Hadoop is so popular that Amazon offers
a separate service, called Elastic MapReduce (EMR), based on
it. In the past few years, we have witnessed the fast- growing
deployment of Hadoop for data- intensive computing in the
cloud.

In our analysis in section 2, we found that Hadoop is not as
efficient as expected when running in the cloud. The first draw⁃
back is virtual machine (VM) overhead, which includes JVM
overhead because Hadoop was developed with Java. A Hadoop
MapReduce job is typically executed on top of a JVM operated
inside another VM if run in the cloud. Our experiment shows
that the execution time of an application run on VMs is about
four times longer than the execution time of the same applica⁃
tion run on physical machines. The second drawback is the ex⁃

tra overhead created by data movement between storage and
computing facilities in the cloud. In Elastic MapReduce, data
has to be transiently moved online from Amazon’s simple stor⁃
age services (i.e. S3) to the Hadoop VM cluster. Hadoop is of⁃
ten used to process extremely large volumes of data, and tran⁃
sient movement of this data puts a great burden on infrastruc⁃
ture. Resources such as network bandwidth, energy, and disk
I/Os can be greatly wasted. For example, when sorting 1 GB of
data on our testbed, the time taken to move the data was 4.8
times longer than the time taken to sort it. In this work, we fo⁃
cus on the data-movement problem and do not deal with VM
overhead reduction.

We designed and implemented a distributed cache system
and VM scheduler to reduce this costly data movement. In a
warm-cache scenario, which is usually occurs after the cloud
has been running for a while, our system improved perfor⁃
mance by up to 56.4% in two MapReduce-based applications
in the life sciences. It also improved performance by 75.1% in
the traditional Sort application and by 83.7% in the Grep appli⁃
cation.

The rest of the paper is organized as follows: In section 2,
we first show the inefficiency of EMR in terms of performance
and data access. In sections 3 and 4, we describe the design
and implementation of our distributed cache system for improv⁃
ing EMR data movement. The performance of our prototype is
evaluated in section 5, and related work is discussed in section
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6. Conclusions are drawn in section 7.

2 Problem Statement
In this section, we explore how the current cloud and EMR

system works and identify potential issues. In our case, the
first question is: How do Cloud providers generally store user
data? The next question we ask is: How does EMR work with
respect to data processing?
2.1 Background

In this paper, we focus on an Infrastructure as a Service
(IaaS) system, such as Amazon Cloud or Eucalyptus [6]. Be⁃
cause insight into Amazon Cloud is very limited, we have to
use Eucalyptus, an open-source cloud computing platform that
has a similar interface to Amazon EC2, a computing service,
and Amazon S3, a storage service. Eucalyptus supports both
ATA over Ethernet (AoE) and SCSI over Infiniband (iSCSI)
storage networking standards, but the Amazon S3 architecture
has not been published. Whenever possible, we run our experi⁃
ments on Amazon.

We believe that S3 is in a storage-area network that is sepa⁃
rate from EC2 for two reasons. First, the bandwidth between S3
and EC2 instances is smaller than that between EC2 instances
[7]. Second, separation between computation and storage in da⁃
ta centers is a common design feature. S3 is designed specifi⁃
cally for storing persistent data and has strict requirements in
terms of security, availability, reliability, and scalability. EC2
instances are usually used to store transient data which, if not
moved to Amazon Elastic Block Store (EBS) or S3, is destroyed
when the instance is terminated. In the Eucalyptus Community
Cloud, the volumes and bucket directories (similar to EBS and
S3) are also located in the front-end node, which is separate
from the nodes that host VMs [8]. Further information about
the differences between S3 and EBS can be found in [9].

To use EMR, the user first prepares the execution jar files
(in the MapReduce framework) as well as the input data. They
then create and launch a job flow and obtain the results. The
job flow contains all the information, such as the number of in⁃
stances, instance types, application jar and parameters, need⁃
ed to execute a job.
2.2 Problem Identification

There are two issues with EMR: 1) performance degradation
from using VMs and 2) overhead created by data movement. In
this work, we focus on the data-movement problem and do not
deal with VM overhead reduction.

Overhead created by the use of VMs instead of physical ma⁃
chines is a conventional problem that has been well studied
[10]-[12]. Most solutions to this problem are based on general
platforms, such as Xen, KVM and VMware, providing better
virtualization. In [13]-[15], the limited performance of Hadoop
on VMs was investigated [15]. However, this investigation was

problematic because the physical nodes had two quad- core
2.33 GHz Xeon processors and 8 GB of memory, and the VMs
only had 1 VCPU and 1 GB of memory.

The second issue we deal with in this work is the overhead
created by data movement. The above EMR workflow implies
that the user data has to be transferred between S3 and EC2 ev⁃
ery time a user runs a job flow. Although this transfer is free of
charge from the user’s perspective, it consumes resources,
such as energy and network bandwidth. In fact, the cost may
be considerable because the MapReduce framework is often
used for data- intensive computing, and the data to be pro⁃
cessed is massive in scale. The cost of moving all this data is
not negligible.

We carried out two experiments to test our hypothesis that
data movement is not a negligible part of job flow. Both experi⁃
ments were done on our private cloud with Eucalyptus. The
correlation between our private cloud and Amazon will be dis⁃
cussed in the next section. CloudAligner and Sort applications
were executed with varied workloads in order to measure the
execution and data-movement times. Sort is a benchmark built
into Hadoop. Fig. 1 shows that data movement is the dominant
part of the Sort application (it is 4.8 times the execution time)
and also an increasing part of the CloudAligner application.
The largest amount of input data in the CloudAligner experi⁃
ment, although extracted from the real data, is less than one-
tenth the size of the real data. Also, the selected reference

▲Figure 1. Data movement vs. job execution.
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chromosome, chr22, is the smallest of other chromosomes. The
data movement part in the CloudAligner experiment indicates
that data movement is would also be significant if real- sized
data was used.

In general, the current EMR approach violates the rationale
behind the success of Hadoop, i.e. moving computation to the
data. Although optimized to perform on data stored on S3,
EMR still performs better on HDFS (Fig. 2). Fig. 2 shows the
results of running CloudBurst on an EMR cluster of 11 small
EC2 instances with different data sizes and data stored on
HDFS and S3. CloudBurst is a MapReduce application used to
map DNA sequences to the reference genome [16]. Like Clou⁃
dAligner, this type of application is fundamental in bioinfor⁃
matics. It is used because it is also an exemplar application of
EMR.

Data movement is time-consuming, and in EMR, data has to
be moved every time a user executes a job flow. With the elas⁃
ticity and transiency of the cloud, data and VMs are deleted af⁃
ter the job flow has finished. The situation is even worse when,
after the first run, the user wants to tune the parameters and
re-run the application on the same data set. The whole process
of moving the huge data set would be triggered again. One may
argue that the original job could be kept alive, and the EMR
command line tool could be used to add steps with modified pa⁃
rameters. However, for simplicity many users only use the
web-based tool, which is currently rather simple and does not
support such features. Keeping the system alive also means the
user keeps paying.

This wastes a lot of bandwidth. To overcome this, user per⁃
sistent data and computation instances have to be close to each
other. We propose a system that caches user data persistently
in the physical hosts’storage (where the VMs of that user are
hosted). This way, when the same user comes back to the sys⁃
tem, the data is ready to be processed.

3 System Design
As stated in the previous section, our goal is to improve the

movement of data by EMR by reducing the amount of data to

be transferred to the computing system from the persistent stor⁃
age. To achieve this goal, the loaded data should be kept at the
computing instances persistently so that it can be used later.
When a user returns to the system, their VMs should be sched⁃
uled close to the data.
3.1 Terminology, Assumptions and Requirements

Before getting into the details of our solution, we first clearly
identify terminologies, the target system, the intended applica⁃
tions, and requirements.

We use the terms VM, instance, node, and computing node
interchangeably. The terms physical machine and physical
hosts are likewise used interchangeably. The back-end storage
is referred to as persistent storage services, such as S3 or Wal⁃
rus. The front-end, or ephemeral storage, is the storage at the
computing nodes. However, the front- end server is the head
node of the Eucalyptus cloud.

The specific system to which we want to add our cache
should be similar to EMR because EMR is a proprietary pro⁃
duction system and therefore cannot be accessed.

The intended application of our system is the same as that of
the MapReduce framework: a data-intensive application. Us⁃
ing our modified EMR system, a user would not see any
change in the system except for improved performance. The in⁃
teraction between the user and system is also unchanged. The
user still needs to create a job flow and specify instances, pa⁃
rameters, and executable files.

The input assumption of our system, which is the same as
that of EMR, is that the user data and its executions are al⁃
ready stored in the persistent storage (SAN), such as S3. There⁃
fore, it is not necessary to deal with data availability, reliabili⁃
ty, and durability here. If our cache does not contain enough
data (replicas) of a user, it can always be retrieved from the
back-end storage.

Like with Hadoop, the data we are targeting has the property
of“write once, read many times”because it is often extremely
large and difficult to modifying or editing. Usually, the files in
such a system are read-only or append-only. Therefore, strong
consistency between the cached data and back-end (S3) is not
required.

Because the user data is stored in the physical machines
that host the VMs of different users, the system needs to secure
this data. In other words, the cache needs to be isolated from
the local hard drives allocated to VMs.
3.2 Solution

VMs and all retrieved data vanish after the job flow has fin⁃
ished. Therefore, to reduce wasted data movement, this fetched
data is cached persistently in the computing cluster. The data
should not be deleted alongside the VM termination. VMs are
hosted on physical machines, which reserve a part of their lo⁃
cal hard drives for this cache. This part is separated from the
partitions for VMs. Another option is to use EBS because it is▲Figure 2. Execution time of CloudBurst on HDFS and S3.
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also persistent.
Fig. 3 shows how a user views the system. Each user has a

set of VMs, and each VM has its own cache. Many VMs and
caches of different users can share the same physical host.

However, the cluster comprises many physical servers, and

most cloud users only have their VMs running on a very small
part of the cluster. This means that a user’s data is only stored
on a small number of physical servers in the cluster. There is
no guarantee that a user’s VMs are hosted on the same set of
physical servers between two different job flow executions.
This may result in the cached data being unavailable to the us⁃
er.

There are two possible solutions to this problem. We can
move the missed retrieved data to the machines that host the
user’s new VMs or we can modify the VM scheduler to host
the user’s VMs on the same set of physical machines among
different job flows. Each solution has its pros and cons. In the
first solution, although the VM scheduler does not need to be
modified, we need to keep track of the location of the cached
data and the new VM hosts of all users. With the new VM-host
mapping, we can then identify which parts of the cached data
are missing and copy or move them to the new hosts. In the
second solution, the data does not need to be moved, but the
load in the system may become unbalanced because of the af⁃
finity of VMs for a set of physical servers. Even if the preferred
physical machines of the return client do not have enough re⁃
maining resources, the system still has to put VMs into other
available physical machines. In our implementation, we take
the second approach. However, the delayed- scheduling ap⁃
proach [17] can also be taken to achieve both locality and fair⁃
ness.
Fig. 4 shows the logical view of the system. We employ the

traditional master-slave model, which also matches with Euca⁃
lyptus (on which we implement our prototype). The master
node, also called front-end in Eucalyptus, is the cloud control⁃
ler in Fig. 4 and contains the web service interface and VM
scheduler. The scheduler communicates with the nodes in or⁃
der to start VMs on them. Each node also uses web services to

handle requests from the scheduler. On the nodes are running
VMs, the cache partition (system cache), the VM creator (Xen,
KVM, libvirt), and the cache manager. The cache manager at⁃
taches the cache to the VM and also implements replacement
algorithms, such as FIFO and LRU.

When a user submits a job, the VM scheduler system tries
to allocate their VMs to the physical hosts that already con⁃
tained their data. Otherwise, if the user is new and has not up⁃
loaded any data to the system (i.e. HDFS, not S3), the system
can schedule their VMs to any available hosts that do not trig⁃
ger the cache-replacement process (or only trigger the small⁃
est part of it).

To ensure isolation, the cache is allocated to separate parti⁃
tions on the physical hosts. During the cache-replacement pro⁃
cess, the cache is automatically attached to the VMs according
to the appropriate user, and it persists after the VM has been
terminated. Another design- related decision is whether each
user should have a separate partition in the hosts or if all users
should share the same partition as a cache. For security and
isolation reasons, we choose the former.

The size of the cache partition is important and can be var⁃
ied or fixed. For simplicity, we fix the cache size for each user
(user cache). However, the partition for the cache at a physical
machine (system cache) can be dynamic. The same physical
machine can host a different number of VMs depending on the
VM types (m1.small, c1.large, etc.). The user cache size is also
proportional to the VM types, although it is fixed. Different VM
types have different fixed user cache sizes. To ensure fairness,
all users have the same sized cache for the same type of VM.

The size of the system cache is also important. If it is too
small, it does not efficiently reduce data movement because
the system has to replace old data with new. The old data does
not have many chances to be reused. If it is too large, part used
for the ephemeral storage of the VMs (regular storage of the

VM: virtual machine

SAN: storage area network VM: virtual machine

▲Figure 3. The system from user’s point of view.

▲Figure 4. Logical view of the system.
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VMs) is reduced. Hence, the number of VMs available for host⁃
ing on a physical machine is also reduced. In fact, the cache
size depends on the system usage parameters, such as average
number of users and user cache size. If the system has too
many simultaneous users or the user cache is too large, data re⁃
placement can be triggered too many times. We can extend the
system cache or reduce the user cache to relieve this.

There are two cache-replacement levels in our system. The
first is at the physical node and the second is across the whole
system. When the local cache is full, the node should migrate
the data in its cache system to other available machines. When
the global cache is full, the old cache should be removed by
following traditional policies, such as FIFO or LRU. There are
two options available here: remove all the data of users or re⁃
move just enough data to accommodate the newest data.

The cache-replacement mechanism depends on cache avail⁃
ability and VM availability. These two factors are independent.
A physical host may not be able to host new VMs, but it may
still have available cache (and verse versa).

4 Implementation

4.1 EMR versus Private Cloud
Because we do not have insight into Elastic MapReduQ, we

use an open-source private cloud to measure the steps in the
job flow. Fig. 5 shows the execution time for our cloud and
EC2 when running CloudBurst with the same data set and with
the same VM configurations. We also used the same number of
VMs with almost the same configurations. The correlation be⁃
tween our system and EMR is 0.85.

Fig. 5 shows that our system performs worse than EMR be⁃
cause of limitations in our network. According to [7], the band⁃
width between EC2 instances (computing nodes) is 1 Gbit/s,
and the bandwidth between EC2 and S3 is 400 Mbit/s. In our
network, the average bandwidth between the physical nodes
(computing nodes) is only 2.77 Mbit/s, between computing
nodes and persistent storage node Walrus is about 2.67 Mbit/s,
and between the client and front-end is 1.2 Mbit/s. CloudBurst

itself is a network-intensive application [18].
4.2 Our Implementation

Generally, to implement the proposed system, the cache par⁃
tition has to be created at the physical nodes; the VM creation
script has to be changed to attach the cache to the VM; and the
VM scheduler of the cloud has to be modified. Creating a parti⁃
tion in any operating system should be a minor task. Most
cloud implementations have libvirt toolkit for virtualization be⁃
cause it is free, supports many different operating systems, and
supports the main hypervisors, such as Xen, KVM/QEMU, VM⁃
Ware, Virtual Box, and Hyper-V. Therefore, the VM cache at⁃
tachment task can be applied to almost any cloud. Modifica⁃
tion of the VM scheduler depends on the implementation of the
cloud. However, many well-designed implementations enable
the administrator to easily add new schedulers. Such imple⁃
mentations also allow configurability so that the desired sched⁃
uler can be selected. In our implementation, we use Hadoop
0.20.2 and Eucalyptus 2.0.3, and the EMI image is CentOS.

To add our cache system to Eucalyptus, we need to create a
cache partition on each physical node and specify the fixed
size for each type of instance. We then mount the cache system
to a suitable point of the VM so that Hadoop can access the
VM. In our prototype, the size of the user cache is only 1.2 GB.
For simplicity, we also only ran experiments with one type of
instance.

Although the user cache is fixed, the system cache is not. To
enable dynamic sizing of the system cache partition, we use a
logical volume manager (LVM). To attach the user cache as a
block device in a VM, we modify the VM XML creator script of
Eucalyptus. The block device (cache) is not actually mounted
to the file system; therefore, it cannot be used yet.

To mimic EMR, we need to create a script receiving informa⁃
tion like job flow. This script then invokes other scripts to cre⁃
ate instances, start Hadoop, run the job, and terminate the in⁃
stances. The standard Eucalyptus VM image (EMI) does not
have Hadoop; therefore, we modify the EMI so that Hadoop
can be installed and configured, and we also enable the EMI to
run the user script. This enables us to automate the starting/
stopping script easily and to mount the user cache to the direc⁃
tory used by HDFS.

So far, we have only mimicked the EMR and prepared the
cache storage at the node. The main task in our system is to
schedule user VMs close to their data. When a user comes
back to the system, the data should already be in the Hadoop
cluster. To realize this, we modified the Eucalyptus scheduler.

We added code to the Eucalyptus cluster controller to re⁃
cord the map between the user and their VM locations. Then,
we modified the VM scheduler so that if it detects a returning
user with the same number of instances requested (by looking
at the recorded map), it schedules the user’s VMs to the previ⁃
ous locations if possible. If there are no resources remaining
for the new VMs, the system uses the default scheduling policy▲Figure 5. Execution time for EC2 and Eucalyptus.
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to move the corresponding cache to other available nodes and
starts the VMs there. If there is no available cache slot in the
whole system, we should swap the cache in the original node
with the (oldest or random) one on the“available to run VM”
node.

5 Performance Evaluation

5.1 Experiment Setup
We implemented a prototype cache system on Eucalyptus.

Our testbed consisted of 12 machines, the configurations of
which are shown in Table 1.

The workloads used in this section derive from CloudAlign⁃
er, CloudBurst, Hadoop Sort benchmarks and Grep, which is a
built-in MapReduce application used to search for an expres⁃
sion on the input files. The input for Sort is generated by Ran⁃
domWriter. The input for Grep comprises the Hadoop log files
and a Shakespeare play. The search expression is“the*”.

The data for both CloudBurst and CloudAligner comprises
two pieces. The first piece is the read sequences produced by a
sequencer such as Illumina GAII, HiSeq 2000 or Pacific Bio⁃
sciences. We obtained real data from the 1000 Genomes proj⁃
ect; in particular, we used the accession SRR035459 file,
which is 956 MB. We extracted subsets from that file to use in
our experiments. Table 2 shows the size and number of input
splits as well as the size of the data in MapReduce Writable
format and size of the original text file. Another piece of data is
the reference genome. We choose chromosome 22 of the hu⁃
man genome (with original text size of 50 MB, and 9.2 MB of
this is in MapReduce Writable format). This data is small and
is only used here as a proof of concept. The real data is much
larger. For example, there are 22 chromosomes in the human
genome and normally, the alignment software needs to align

the read to all of these.
5.2 Improvements

To show the improvement in performance brought about by
our cache system and the VM scheduler, we should ideally run
experiments on data stored in Walrus and compare the results
with those obtained using HDFS because with a warm cache,
the data already exists in HDFS. However, the jets3t 0.6 li⁃
brary in the Hadoop version we used does not support commu⁃
nication with Walrus. As a result, we took the following two ap⁃
proaches.

First, the data was moved from the Walrus server to HDFS,
and data- movement durations were recorded. Without the
cache, the data always has to be moved in; therefore, the execu⁃
tion time of a job flow should include this data- movement
time. This approach is called addition.
Fig. 6 shows the performance of CloudBurst and Clou⁃

dAligner when using and not using cache. When the data size
increases, especially after 800 k, the difference between using
and not using cache is wider because the data-movement time
increases faster than the processing time. Fig. 7 supports this
observation. If the data is large and time to process it is small
(due to MapReduce), the benefit of using our cache is greater.
For example, in the Sort experiment, moving 1 GB of data to
the system takes 6795 s in our network, but sorting it takes on⁃
ly 1405 s.

Second, we compare the results of running the same applica⁃
tion with data in HDFS and in Amazon S3. In this case, the
computing nodes are in our testbed, not at Amazon. We use
our local cluster to process the data from HDFS and S3. This
method is called HDFS_S3. The execution times for Cloud⁃
Burst and CloudAligner with different configurations are
shown in Fig. 8. Figs. 6 to 8 show the actual time to move and
process the data; however, Fig. 9 shows the relative perfor⁃
mance for the applications without cache and with warm
cache. This helps us see to what degree our system improves
performance. For CloudAligner and CloudBurst, our system im⁃
proves performance by up to 56.4% and 47.4%, respectively.
Performance improvement in Sort and Grep is more significant

▼Table 2. Size of the input read files

Input Split (kB)
100
200
400
600
800
1000
2000

Writable (MB)
4.3
8.6
18
26
35
43
86

Text (MB)
5.2
11.0
21
32
42
53
106

▼Table 1. Testbed configuration

Type
Client

Front-end
Computing

Number of Machines
1
1
10

CPU
AMD 2 GHz

AMD Phenom II
Xeon 2.80 GHz

Memory (GB)
6
8
2

HDD (GB)
250
500
40

OS
Ubuntu
CentOS
CentOS

▲Figure 6. Performance of the CloudAligner and CloudBurst
applications with and without warm cache when addition method is used.
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because these need less time to process larger data. In particu⁃
lar, the Sort application can benefit up to 75.1%, and the num⁃
ber of the Grep application is 83.7%. This result makes sense
because all Grep does is just to cut the large data into small
parts and to search each part in parallel for the pattern linearly.
5.3 Overhead and Scalability

To the old system we introduced new images, added a cache
partition to the VM, mounted the cache partition, started Ha⁃
doop, and modified the scheduler. We made modifications in

three main areas: the cluster controller, the node controller,
and the VM. In terms of VM startup time, overhead is negligi⁃
ble but may arise from the differences between the modified
and original EMIs. These differences are in the installation of
Hadoop, the VM startup xml (libvirt.xml), and the mounting
script. This overhead is negligible because the installation only
needs to be done once, and the size of the image does not
change after this installation. The mounting script also con⁃
tains only one Linux mount command, and the VM startup xml
only has one additional device. In addition, the VM startup
time is very small compared with the time needed to prepare
for the instance (i.e. copy root, kernel, ramdisk files from the
cache or from Walrus, create ephemeral file, etc).

In terms of execution time, overhead is also negligible be⁃
cause our additional scheduler is active only when the user has
already visited the system. In addition, our scheduler improves
the scheduling process because it does not need to spend time
iterating each node in order to find an available node for the us⁃
er request.

The complexity of our scheduler is given by O (U+M ×N ),
where U is the number of EMR users, M is the maximum num⁃
ber of physical nodes that host a user’s VMs, and N is the total
number of physical hosts of the cloud.

Scalability can be expressed in terms of the number of users
and size of the system (i.e. number of physical nodes). In terms

▲Figure 7. Performance of the Sort and Grep with and without warm
cache when addition method is used.

▲Figure 8. Performance of CloudAligner and CloudBurst with
warm cache when HDFS_S3 method is used.

▲Figure 9. Performance of Sort and Grep with warm cache when
HDFS_S3 method is used.
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of system size, our solution does not affect the scalability of the
existing cloud platform. If U is not taken into account, our
scheduler has the same complexity as the original schedulers,
which is given by O (M×N ).

However, because we store user VM schedule plans, our ap⁃
proach does not scale well in terms of the number of users. Our
work focuses on MapReduce applications only, so our cache
system only serves a proportion of cloud users (not all cloud us⁃
ers use EMR).

Our cache solution is a best-effort solution, not an optimal
one. This means that data can still move between different
physical nodes if the previously scheduled physical nodes are
not available. Without our solution, such movement would oc⁃
cur always.

6 Related Works
There is a distributed cache built into Hadoop [19], but our

cache is different. With the Hadoop distributed cache, files are
already in the HDFS. In our cache, the files are in the back-
end storage system (S3). The data in [19] is cached between
the map tasks and reduce tasks. In addition, the target plat⁃
form in [19] is the small cluster, but ours is the cloud. Another
recent work that describes cache in the cloud is [20]. Although
this work mainly focuses on improving the caching of the VM
image template, its concept can be directly applied to our case
in order to further improve overall system performance.

EBS is suitable to use as our cache because it is indepen⁃
dent from the instances. However, the current EMR does not
support it. To use EBS, a user has to manually create suitable
AMI with Hadoop, start it, attach the EBS, configure, start Ha⁃
doop, and run a job. If the user wants to run their job again,
the whole process has to be repeated manually, even though
the data remains on the EBS volumes.

The performance of MapReduce has received much atten⁃
tion recently. For example, in [21] and [22]m it is argued that
Hadoop was designed for a single user and described ways of
improving the performance of MapReduce in multiuser envi⁃
ronment. A more recent work on Hadoop MapReduce for data-
intensive applications is [23], but the authors evaluate the per⁃
formance of data-intensive operations, such as filtering, merg⁃
ing, and reordering. Also, their context is high- performance
computing, not cloud computing.

The closest work to ours on MapReduce and the cloud is
[24]. In this work, Hamoud et al. also exploit data locality to
improve the performance of the system. The main difference
between their work and ours is that they schedule reduce tasks
whereas we schedule VMs. In their evaluations, the authors of
[25] use MapReduce, the cloud, and bioinformatics applica⁃
tions and in this context, their work is similar to ours. The au⁃
thors propose Azure MapReduce as a MapReduce framework
on Microsoft Azure Cloud infrastructure. Interestingly, their
work supports our observation that running MapReduce on a

bare metal cluster results in better performance than running
MapReduce on a cloud-based cluster. It did not try to bridge
this gap like ours.

7 Conclusion and Future Work
We have highlighted several existing issues with MapRe⁃

duce in the cloud. We have also proposed a distributed cache
system and VM scheduler to address the data-movement is⁃
sue. By doing this, we can improve system performance. We
have implemented a prototype of the system with Eucalyptus
and Hadoop, and the experimental results show significant im⁃
provement in performance for certain applications.

If the user application associates with an extremely large da⁃
ta set that cannot fit into our distributed cache, our solution
can still help reducing scheduling overhead. In this case, mov⁃
ing data from back-end storage is inevitable.

In the future, we plan to make Hadoop work with Walrus, ob⁃
tain a real trace to measure cache hit or miss ratios, implement
cache movement across the whole system, and monitor the re⁃
moved data.
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ZTE Achieves TM Forum’s Frameworx 12.0 Conformance Certification

19 November 2013, Shenzhen- ZTE Corporation has announced that ZTE’s ZSmart BSS/OSS V8 has successfully
achieved TM Forum’s Frameworx 12.0 Conformance Certification.

TM Forum’s Frameworx Conformance Certification is an independent verification of how a solution’s business processes
and information models align with the industry standards found in Frameworx, including the Business Process Framework
(eTOM) and Information Framework (SID).

ZTE ZSmart BSS/OSS V8 is the latest IT software and service suite developed by ZTE, which can provide end-to-end
operation support for operators. Based on the unified SOA architecture, ZSmart BSS/OSS provides comprehensive function⁃
al components and product suites that can be flexibly combined and configured to help operators cope with rapidly chang⁃
ing markets and customer requirements. In addition, ZSmart BSS/OSS V8 provides many innovative solutions, including in⁃
telligent charging and policy control which can be adopted to help operators realise intelligent traffic operation and precise
marketing, complete OSS upgrades and IT reconstruction, and explore new commercial models to face the new challenges
of the age of data.

ZTE has always promoted the standardisation of telecommunication products and has applied for more than 40,000 do⁃
mestic and international patents. More than 90 percent of all patents held by ZTE have covered basic patents for interna⁃
tional telecommunication technology standards. Over 60 percent of those patents are in new technology fields such as LTE,
cloud computing, the Internet of Things and smart terminals. (ZTE Corporation)
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Abstract

Despite the multifaceted advantages of cloud computing, concerns about data leakage or abuse impedes its adoption for security-sensi⁃
tive tasks. Recent investigations have revealed that the risk of unauthorized data access is one of the biggest concerns of users of
cloud-based services. Transparency and accountability for data managed in the cloud is necessary. Specifically, when using a cloud-
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data. This is a multi-party system. Three particular trust models can be used according to the credibility of these providers. This pa⁃
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1 Introduction
ata protection is a top priority in the business
world, especially in today’s electronic era. In prior
times, critical information, such as accounts and
treaties, were recorded on paper and kept in safes.

Such documents could not be stolen without great effort. How⁃
ever, such documents are now saved as digital bits and stored,
transferred, and even traded using computers. As hacking
methods become more advanced and electronic technologies
become more complicated, the risk of important records being
compromised is growing.

Compounding the problem is the fact that cloud computing
has various benefits that have led to it being adopted at rapid
speed by both companies and individuals. This quick uptake
further weakens the user’s control over their data. In the
cloud- computing model, customers plug into the cloud via a
network and access a shared pool of computing resources (e.g.
networks, servers, storage, and applications) to process their
data or hosting their own services. Although on-demand pric⁃
ing and scaling are attractive, the fact that private customer da⁃
ta is handled and stored on systems outside the customer’s
control should not be forgotten. This is especially true for com⁃
panies, such as Dropbox, whose entire business is built upon
infrastructure as a service (IAAS). Such companies depend on
the honesty and competency of the IaaS provider for data secu⁃
rity. This honesty and competency has been called into ques⁃
tion with a number of past security incidents and data breach⁃
es [1]- [3]. However, even if a service provider is considered
trusted and follows best security practices, unauthorized ac⁃

cess due to software bugs or misconfiguration is still a threat.
A great deal of work has been done on the prevention, detec⁃
tion, and mitigation of such risks. Data owners want to have
transparency and accountability so that they can see how their
data is being handled by the cloud-hosted service and ensure
their data is not being abused or leaked.

An investigation by M. Armbrust et al. [4] revealed that data
confidentiality was the third- biggest obstacle to faster adop⁃
tion of cloud computing. In 2010, Fujitsu Research Institute
conducted a survey on potential cloud customers [5] and found
that 88% of these potential customers were worried about who
could access their data and demanded more awareness of what
goes on in the back end.

In recent years, many techniques have been proposed to ad⁃
dress these challenges, which, in our survey, divided into three
main categories. There are three distinct participants in a typi⁃
cal cloud computing scenario: end users, cloud service provid⁃
er, and cloud infrastructure provider (Fig. 1). In this work, we
refer to both IaaS and PaaS providers as cloud infrastructure
providers because they all provide base infrastructures for on⁃
line services that are hosted on them. In this scenario, users
need to implicitly trust the service provider to secure data. Us⁃
ers also need to implicitly trust the cloud infrastructure provid⁃
er that hosts these services. Thus, three trust models can be es⁃
tablished according to the credibility of these providers. In the
first model, both the cloud service provider and cloud infra⁃
structure provider are trusted (e.g. when using a private cloud).
In the second model, the cloud infrastructure provider is usual⁃
ly a large and reputable company, like Google or Amazon), and
is trusted. However, the cloud service providers are not trust⁃
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ed. In the third model, Neither the cloud infrastructure nor the
cloud service provider is trusted. In the remainder of this pa⁃
per, we discuss current mechanisms that can be used when
these different trust models are applied.

2 Tracking Data When Services are Trusted
If both the cloud service provider and cloud infrastructure

provider are trusted, or when a private cloud is used, the trust
scenario is not much worse than if a cloud were not being used.
However, unauthorized access caused due to software vulnera⁃
bilities or bugs in the cloud service are could still cause data
leakage. To close all loopholes, a data- tracking technique is
proposed. With a standalone data-tracking system, all data ac⁃
cess is traced and recorded. The administrator can prevent un⁃
authorized data access by checking the operator’s privilege be⁃
fore an operation is actually executed. An administrator can al⁃
so audit a user’s behavior by checking the logs afterward. This
is an added security measure that alleviates user concerns
about security in industries such as banking.

Although this tracking can be done within various layers of
abstraction, the best choice is the file abstraction layer. Specifi⁃
cally, in a file-level tracking system, access to every file is in⁃
tercepted before any action is taken, and relevant information
is recorded for further analysis after the execution. This tech⁃
nique creates low additional overhead, is highly effective, and
has already been adopted by several popular cloud providers.
For example, Rackspace offers a feature called Access Log De⁃
livery, which allows a user to enable logging for their private
cloud files containers. Rackspace’s blog states,“Customers
sharing an account with multiple users can track which users
are accessing their data, which are uploading the most content,
etc. This gives IT departments more information for better serv⁃
ing their customers and possibly identifying problem users.”[6]
Fig. 2 shows a typical architecture for those who want to im⁃

plement a file-level tracking system from scratch. In this sys⁃

tem, clients are only permitted to access cloud utilities indi⁃
rectly via a portal. When a remote procedure call (RPC) is in⁃
voked by the client, the portal queries a database to determine
whether a user has the authority to perform an operation. If the
user does not have the authority, the request is denied. If the
user does have the authority, subsequent operations are execut⁃
ed in the cloud via the application programming interfaces
(APIs) provided by the service, and results are returned to the
client. The portal also records information such as the user’s
IP address and operation type in a log database for further ref⁃
erence. If a smaller granularity, such as byte-level granularity,
is desired, the range of read/write operations should also be re⁃
corded.

However, tracking data access may not be enough. Even ap⁃
plications are authorized to read a user’s data and access out⁃
put channels, leakage is still possible because an authorized
application may be malwares or have been hijacked by another
unauthorized program. In an attempt to prevent such leakage,
much research has been done on information flow tracking
(IFT). Privacy Scope is a novel system for tracking the move⁃
ment of sensitive user data as it flows through applications [7].
It empowers users to run applications in their own environment
and pinpoints information leaks, even when the data is encrypt⁃
ed. Privacy Scope systems are usually based on dynamic taint
analysis, which is beyond the scope of this paper.

3 Auditing a Cloud Service Provider when
the Cloud Infrastructure Provider is Trusted
Compared with lesser-known companies that provide online

services, big cloud infrastructure providers, such as Amazon,
Google, and Microsoft, are well- known and highly reputable.
Customers usually feel more comfortable handing control of
their data to such providers. By enabling both direct and indi⁃
rect users to inspect data uploaded to the cloud infrastructures,
these companies create a direct relationship between the end
user and themselves. This increases user confidence.
3.1 CloudFence

Much research has been done in this area. Fig. 3 shows a
high-level overview of CloudFence [8] as well as the main in⁃

▲Figure 1. Participants in cloud Computing.

API: application programming interface RPC: remote procedure call

▲Figure 2. The architecture of a file-level tracking system.
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teractions between parties involved in a CloudFence service.
First, a user acquires a universally unique ID from the cloud
infrastructure provider. Then, the user’s sensitive data is
tagged by the service provider with the supplied user ID and is
tracked throughout the cloud infrastructure. At the same time,
audit information is gathered and stored in the cloud infrastruc⁃
ture provider’s database. CloudFence relies on data flow track⁃
ing (DFT) techniques to track the flow of data within all partici⁃
pating services hosted by the same cloud provider and to gener⁃
ate audit logs. Each cloud-hosted service has a separate audit
log that can be correlated with other logs to create an audit re⁃
port for the data owner. At any time, a user can monitor their
data by using a user-friendly web interface or API. The main
component of CloudFence is a DFT subsystem, which provides
explicit, fine- grained, byte- level data flow tracking, and no
modification of applications or underlying OS is needed. The
subsystem can handle 232 different tags at the same time. It us⁃
es Intel Pin, a dynamic binary instrumentation toolkit, to in⁃
strument all instructions that operate tagged data, and it in⁃
jects the tag propagation logic before the corresponding instruc⁃
tions. Both the original and additional instrumentation codes (i.
e. the data tracking logic) are re-translated using Pin’s just-
in-time compiler.

The CloudFence system offers service providers an extra fea⁃
ture that reinforces the trust relationship between them and
their users. It can also be used as the basis of a tag-based se⁃
curity system that prevents inadvertent leaks or unauthorized
data access. The cloud infrastructure provider can improve
transparency for their users by integrating CloudFence into
their infrastructure, and this potentially increases the customer
base.
3.2 Provenance

Besides the tags used in CloudFence, there are several other
systems that provide similar functionality (called provenance).
In [9], provenance is also referred to as lineage and pedigree
and is defined as“the information that helps determine the der⁃
ivation history of a data product, starting from its original re⁃

sources.”The provenance of a data block mainly includes in⁃
formation about where the data is derived and how the root an⁃
cestors transformed into the current data. Provenance- aware
Storage System (PASS) [10] is one of the most-cited early prov⁃
enance systems. In automatic provenance collection and main⁃
tenance, provenance is treated as a first-class object. The sec⁃
ond PASS prototype [11] allowed the original system to operate
one level of abstraction (which better supports a user’s need to
determine their data’s movement) and answer questions that
require an integrated view of the provenance. To facilitate
cloud computing, Macko et al. extend the second PASS proto⁃
type and modify the Xen hypervisor to collect provenance from
running guest kernels [12].

Adding provenance mechanisms to cloud computing and
storage is essential to improve transparency and ensure ac⁃
countability for data managed in a cloud. Provenance mecha⁃
nisms are crucial for further adoption of cloud services [9].

4 Protecting Data Without Trusting a Cloud
Service Provider
In light of past security incidents and the disclosure of the

NSA’s PRISM program, even big, reputable online services
cannot be fully trusted. Thus, the most sensitive data, such as
passwords, should not be devolved to cloud providers. The
question becomes: Can we still leverage the benefits of cloud
computing without needing to trust the cloud provider?
4.1 Fully Homomorphic Encryption

The most straightforward answer to this question is encryp⁃
tion. If all data is encrypted before being uploaded to the
cloud, and the key is kept with the user, there is no need to
worry about the risk presented by the cloud provider. However,
even though encryption helps secure data stored in the cloud,
it does not necessarily protect the data when it is being pro⁃
cessed on remote infrastructure. That is, although the data can
be stored in an encrypted form in the cloud, it generally has to
be decrypted before being processed. The data is vulnerable
when processed in a cloud. To address this challenge, fully ho⁃
momorphic encryption, has emerged. In the future, this tech⁃
nique might allow encrypted data to be directly processed in
the cloud.

The basic idea of this technique is that a specific encryption
function allows a defined set of operations (e.g. addition, multi⁃
plication) to be performed directly on the encrypted data to pro⁃
duce an encrypted result. When this result is decrypted, it is
the same as that obtained by operating on plain-text data.

In other words, for the numbers a and β , the suitable en⁃
cryption function is Encrypt (x) , and the corresponding decryp⁃
tion function is Decrypt (x) . If a⊕ β = γ and
Encrypt (a) ⊕ Encrypt (β) = γ* , then Decrypt (γ*)= γ , where
⊕ is a binary function supported by the encryption function.
Therefore, if addition is supported, two encrypted values are

▲Figure 3. Overview of CloudFence.
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added to get a sum that, when decrypted, is the sum of the orig⁃
inal two numbers. To be fully homomorphic, the code must al⁃
low a third party to add and multiply numbers contained within
it without the need for decryption.

This may sound like a magic. In fact, until 2009, no one was
sure whether homomorphic encryption was even possible.
Then, a Stanford student named Craig Gentry proved its practi⁃
cability in his PhD thesis [13]. This was a step in the right di⁃
rection, but Gentry only provided an existence proof that
showed that homomorphic encryption was no longer impossi⁃
ble. He did not implement the encryption in practice. Gentry
estimated that performing a Google search with encrypted key⁃
words would increase the amount of computing time a trillion
times, which is unacceptable.

However, since Gentry’s work, there have been a number of
improvements that have made the scheme practical. At the end
of 2009, M. Dijk et al. presented a simplified, fully homomor⁃
phic system called Brakerski-Gentry-Vaikuntanathan (BGV)
homomorphic encryption scheme. This scheme uses integers
only [14].

Moving forward, Victor Shoup and Shai Halevi, working at
the IBM T J Watson Research Center, have just released an
open source (GPL) C++ library called Helib. The code incorpo⁃
rates many optimizations to make the encryption faster [15]. As
described in its package description,“HElib is a software li⁃
brary that implements homomorphic encryption (HE). Current⁃
ly available is an implementation of the Brakerski- Gentry-
Vaikuntanathan (BGV) scheme, along with many optimizations
to make homomorphic evaluation run faster, focusing mostly on
effective use of the Smart- Vercauteren ciphertext packing
techniques and the Gentry-Halevi-Smart optimizations.”
4.2 Trusted Cloud Computing

Besides advanced encryption, many other methods have
been proposed for achieving trusted cloud computing. These
methods involve a trusted cloud provider attesting service to
end users. Although cloud service providers are making sub⁃
stantial efforts to secure their systems, insiders that manage
these software systems at the provider’s backend ultimately
still have the technical means of accessing customer VMs [16].
Thus, there is a pressing need for a technical solution that guar⁃
antees confidentiality and integrity during processing and that
can be verified by the customers.

To this end, the Trusted Computing Group (TCG) has pro⁃
posed a set of hardware and software technologies that enable
the construction of trusted platforms [17]. Specifically, the
TCG proposed a standard for the design of the trusted platform
module (TPM) chip, which is often bundled with commodity
hardware. The TPM contains a private key that uniquely identi⁃
fies the TPM, and it also contains some cryptographic func⁃
tions that cannot be modified. Just like secure sockets layer
(SSL), some manufacturers sign the corresponding public key
to guarantee the correctness and validity of the chip. Then, a

trusted platform can be implemented by leveraging the fea⁃
tures of TPM chips to build a TPM attestation chain. This en⁃
ables trustworthy remote attestations. Typically, this mecha⁃
nism works as follows [18]: At boot time, the host (a physical
machine) computes a measurement list (ML) comprising a se⁃
quence of hashes of the software involved in the boot sequence
(i.e. BIOS, bootloader, and the software implementing the plat⁃
form). This ML is securely stored inside the host’s TPM,
which cannot be modified even by the administrator of the ma⁃
chine. Then, a remote client can verify the platform in the fol⁃
lowing three steps:
1) The client sends the platform running at the host with a

nonce N
2) The platform asks its local TPM to create a message contain⁃

ing both the stored ML and the received nonce N. Then, the
platform encrypts the message with the TPM’s private key.

3) The host sends the message back to the remote client, which
can decrypt the message using the TPM’s corresponding
public key. This authenticates the host. This is achieved by
checking that the nonce matches and the ML corresponds to
a configuration that deems to be trusted.
Now the remote client can reliably identify the platform on

an untrusted host, and this platform secures the users’data.
For example, the trusted platform Terra implements a thin vir⁃
tual machine manager (VMM) that enforces a closed-box exe⁃
cution environment [18]. This means that a guest VM running
on it cannot be inspected or modified by a user with full privi⁃
leges over the host. To put it simply, TPM allows a user to reli⁃
ably detect whether or not the host is running a platform that
can be trusted by the remote party. This trusted platform effec⁃
tively secures the VMs running on it.

This attesting chain can be broken if the administrator can
migrate the VM from one tested host to another untrusted host
in the cloud environment. Therefore, Santos et al. [16] pro⁃
posed the Trusted Cloud Computing Platform (TCCP), which
provides a closed-box execution environment by extending the
trusted platform to an entire IaaS back end. The TCCP guaran⁃
tees confidentiality and integrity for a user’s VM and allows a
user to determine up front whether the IaaS enforces these.

5 Conclusion
This paper describes current mechanisms for preventing da⁃

ta leakage, one of the biggest concerns with using cloud-host⁃
ed services. Transparency and accountability for data managed
in the cloud needs to be improved so that users can be more
confident in the safety of their data stored in the cloud.

Usually, a user has to trust both the third-party cloud ser⁃
vice provider and the cloud infrastructure provider to properly
handle the user’s data. This is a multiparty system. Three trust
models can be used according to the credibility of these provid⁃
ers. There are techniques that can be used for each of these
models.
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When both the cloud services provider and cloud infrastruc⁃
ture provider are trusted, the main cause of data leakage is un⁃
authorized access. However, this can be prevented by using a
file-level tracking system. With a standalone tracking system,
all data access attempts must be authorized. The administrator
is empowered to audit user behaviors by checking recorded in⁃
formation.

If the cloud infrastructure provider is trusted but the cloud
service provider is not, the infrastructure provider can be more
transparent by offering auditing systems that can be used by in⁃
direct users to inspect the movement of their data. This kind of
method often involves additional meta information, such as
tags or provenance, that is propagated with the data.

It is still possible to use the cloud services without handing
over control of data. Fully homomorphic encryption is an en⁃
cryption technique that allows encrypted data to be directly
processed in the cloud without decryption. Much effort has
been put into achieving trusted cloud computing, which lever⁃
ages the TPM to build a chain of trust that allows users to re⁃
motely check on trustworthiness.

Preventing data leakage must not only be limited to a single
cloud service provider solution. Instead, data movement within
multiple clouds or between the internet and cloud should also
be investigated.
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1 Introduction

o satisfy the requirements for performance, reliabili⁃
ty, and availability in large-scale data analytics, dis⁃
tributed processing frameworks, such as Yahoo! Ha⁃
doop and Google MapReduce, have been adopted by

many companies. The increasing number and size of data cen⁃
ters raises the problem of power consumption. To reduce power
consumption, efficiency must be increased, and low- power
modes for underutilized resources are required. Power propor⁃
tionality has been used to evaluate the efficiency of computer
power usage [1]- [3]. Power proportionality means that power
used should be proportional to the amount of work performed,
even though the system is provisioned to handle a peak load.

Achieving power proportionality in a CPU requires dynamic
voltage scaling [1], [4]-[6]. However, achieving power propor⁃
tionality in a storage system is very difficult because most hard
drives do not work in multipower states. There are very few du⁃
al-rotation-rate hard drives on the market, and it is impossi⁃
ble to finely scale the power consumed by disks. A feasible al⁃
ternative for a large data center is to use dynamic server provi⁃
sioning to turn off unnecessary disks and save power [7]-[10].
A CPU’s dynamic provisioning schemes depend on the specif⁃

ic data layout, but powering disks on and off does not. At any
point, all active disks in a storage system need to contain an
entire data set in order to guarantee uninterrupted service for
incoming requests.

In recent years, several research efforts have resulted in
group- based proportional- power layout schemes for storage
systems. Lu et al. [11] introduced a family of power-efficient
disk layouts for simple RAID1 data mirroring. Thereskaet et
al. [2] developed a power-aware data layout in which all serv⁃
ers are divided into groups of equal size, and each group con⁃
tains a copy of the entire data set. Amur et al. [10] developed a
layout that is different from the power- aware grouped layout
and in which the size of each group is different. To achieve ide⁃
al power- proportionality, the groups comprise an increasing
number of disks.

All of these layouts use disk/server groups for simplicity.
There are two main limitations for group-based proportion⁃

al-power layouts. First, the whole disk group is either powered
on or off, so unneeded disks often consume power and result in
performance loss. Second, a group- based layout usually re⁃
quires a whole group of disks to be powered on, even if a single
disk fails. Recovering a failed disk is also slow because of lim⁃
ited recovery parallelism across groups and no data overlap
within a group.

In this paper, we develop a new chunk-based power-propor⁃
tional layout called CPPL to solve these problems. Our basic
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idea is to leverage current power-proportional layouts by using
declustering techniques to manage power much more finely.
We summarize the contributions of our paper as follows:
1) We establish a set of theoretical rules to study the feasibility

of implementing ideal power proportionality with practical
data layouts. We also study the effects of ideal power propor⁃
tionality on disk recovery.

2) We study specific CPPL layouts according to the theory and
address power proportionality by configuring the overlapped
data between the primary disks, i.e. disks in a primary repli⁃
ca group (p disks) and non-primary disks, i.e. disks not in
the primary replica group (non-p disks).

3) We conduct comprehensive experiments using a disksim-
based framework. Our experimental results show that CPPL
can save more energy than current solutions and is capable
of higher recovery speed than current solutions.

2 Power-Proportional Storage System
Fault tolerance and load balancing [12], [13] are of primary

concern in a traditional storage system and are usually
achieved by randomly placing replicas of each block on a num⁃
ber of disks comprising the storage system. Shifted decluster⁃
ing [14] is a concrete placement scheme that has these proper⁃
ties but also maintains mapping efficiency. However, the data
is distributed, which means subsets of disks cannot be pow⁃
ered down to save energy without affecting data availability.

To discuss these properties by metric, we suppose that the
total number of data chunks (data units) is Q , and each chunk
has k replicas. The chunks are stored on a system that runs in
a data center comprising n disks. We can number the data
chunks with an ID 1,2,3,...,Q and name all the disks
1, 2,...,n . The replicas of chunk i (1 ≤ i≤Q ) are stored on
different disks, and ( )i, j (1 ≤ i≤Q and 1≤ j≤ k) represents
the j th replica of chunk i .
2.1 Fault Tolerance

We define vθ as the number of overlapping chunks of θ
disks. It is an important factor in disk recovery because if
disks fail, only those containing overlapping chunks can pro⁃
vide recovery data for the failed disks. For example, if one disk
fails, another active disk needs to provide data for recovery.
For the best recovery perfomance, the failed disk should have
at least one chunk that overlaps with all other active disks.
2.1.1 Distributed Reconstruction

Lemma: In a layout, if β ( )2≤ β≤ n disks contain the
same amount of distinct data δβ, then β disks also have the
same number of overlapping data chunks v β .

Proof: We map β disks to β sets containing the ID of the da⁃
ta chunks and record them as S =(S1, S2,…, Sβ) . This state⁃
ment can be proved by induction, and ||Si is the number of

chunks in set Si .
The basic case is β = 2 ; δ2 = |S1 ∪ S2| = ||S1 + || S2 -

|S1 ∩ S2| ; and δ2 = |S1 ∪ S2| = ||S1 + || S2 - |S1 ∩ S2| . Because
δ2 = |S1 ∪ S2| = ||S1 + || S2 - |S1 ∩ S2| (assuming that all disks
have the same capacity) and all δ2 are equal on this precondi⁃
tion, v β is a constant for any two sets from S.

Assuming that this statement is true for x - 1
( 2≤ x - 1 < β) , then vx - 1 is a constant for any number of sets
smaller than x - 1 in S. From the inclusion-exclusion princi⁃
ple, we have

By precondition, δ x is a constant and so v x is also a con⁃
stant. The proof is complete.

Theorem: If a layout can support parallel recovery for θ
failed disks, then the disks will be laid with data chunks in
such a way that the difference of ρθ should be at most 1 for
1 < θ < n .
Proof: Suppose the storage system conforms to a degradation

model where x (n > x≥1) disks fail. We rename these disks(d1, d2, ..., dx) . The system needs to recover these disks by re⁃
questing available chunks from the remaining active disks.
Through parallel recovery, the data chunks on the failed disks
should be as distinct as possible so that there is more available
data on the active disks. According to lemma 2, x failed disks
will have the same vx . The total vx for n disks is æ

è
ö
ø

n
x , and

the total number of overlapping data chunks based on x is
æ
è
ö
ø

n
x

× v x .
To fully support fault tolerance, chunks with identical IDs

should be stored on different disks. Thus, each different x
chunk with identical chunk ID counts once, and the total count
for Q different data chunks is Q × æ

è
ö
ø

k
x . The count from a disk

and chunk perspective should be equal:
æ
è
ö
ø

n
x

× vx =Q × æ
è
ö
ø

k
x (2)

where vx =Q × k !
x !( )k - x ! ×

x !( )n - x !
n ! . We have

ρθ = ë ûvx oré ùvx , ë ûvx - é ùvx = 0 or 1 , so the proof is complete.
2.1.2 Power-Proportional Reconstruction

In this section, we describe how a layout can satisfy the dis⁃
tributed reconstruction while supporting power proportionality.
Specifically, we describe how the overlap of chunks changes
between any two disks when the powering- up disks change.
Suppose that m disks are active at time t and any pair of

δx =∑
i = 1

x

||Si - ∑
i, j:1 ≤ i < j≤ x

||Si ⋂ Sj + ... + ( )( )-1 x - 1 ||S1 ⋂ ... Sn =

∑
i = 1

x

||Si - v2 × ∑
i, j:1 ≤ i < j≤ x

1 + ... + ( )( )-1 x - 1
vx

(1)
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disks (i and j) from m have overlap chunks of xi, j . The nu⁃
mber of paired disks among m active disks is
∑i = 0

m - 2 ∑j = i + 1
m - 1 = æ

è
ö
ø

m2 . Thus, the sum of pair chunks among
any two disks is æè ö

ø
m2 × xi, j . On the other hand, consider m a⁃

ctive disks storing Q chunks in portions. The total number of
paired chunks is Q × æ

è
çç

ö

ø
÷÷

æ
è

ö
ø

m
n

× k
2

.
A storage system should be highly available; that is, it

should be k -way (k≥2) replication storage that can at least
provide (k - 1) failure correction. This means that there no two
replicated chunks are located on any one disk. Thus, the sum
of paired chunks from the two perspectives are equal:
æ
è

ö
ø

m2 × xi, j =Q × æ
è
çç

ö

ø
÷÷

æ
è

ö
ø

m
n

× k
2

(3)

where xi, j = Q × k × ( )m × k - n
n2 × ( )m - 1 = Q × k2

n2 - Q × k
n2 × ( )n - k

m - 1
In (3), k , Q and n in a stable storage system are usually

constant, and xi, j is a function of m and increases with m .
Fig. 1 shows how xi, j changes with m . In Fig. 1, k = 4 ,
n = 12 , and Q = 9 . Values of xi, j below 0 are taken to be 0 b⁃
ecause a negative xi, j means no overlapping chunks for any
pair of disks in the m active disks. From Fig. 1, overlapping
chunks on any two disks change with the number of powering-
up disks. Specifically, if the disks are numbered 0 to 11 and
m = 12 or 4, the overlap chunks that could be found between
disk 0 and disk 1 will be 0.8 or 0.35 at different times. There⁃
fore, the chunks need to be redistributed on disk 0 and disk 1.

As mentioned in the introduction, there is the problem of mi⁃
grating petabytes of data and frequently switching servers on
and off. It is very difficult to keep a fully distributed recon⁃
struction while maintaining power proportionality.
2.2 Group-Based Power-Proportional Data-Layout Policy

Group declustering was first introduced to improve the per⁃
formance of standard mirroring. It was then extended to multi⁃
way replication for high-throughput mediaserver systems [15].

Group declustering involves partitioning all disks into several
groups, and the number of groups is equal to the number of da⁃
ta copies. Each group stores a complete copy of all data. In con⁃
trast to standard mirroring, data in the first group is scattered
across all of the servers in the second group. In [2], the authors
propose a power-aware group-data policy that can be imple⁃
mented using a group-declustering scheme.
Fig. 2 shows the group- based layout, which can achieve

power proportionality at the group level because any group can
be used to provide one copy of the data service. The first prob⁃
lem with this method is that disks in each group share nothing,
and better reconstruction parallelism cannot be achieved. For
example, when all disks are powered on during busy periods
but disk 4 fails, then disks 5 and 6 cannot provide available da⁃
ta to disk 4 for recovery. The second problem is that power is
not proportional during recovery because all of the disks in oth⁃
er groups need to be powered on, even though only one disk
has failed. For example, if disk 1 in the first group fails, then
all of the disks in the second or third groups should be pow⁃
ered on for recovery. The third problem is that when the incom⁃
ing request comes with bias, which causes overload on a cer⁃
tain disk, the system may need to power on another entire
group of disks to share the workload of the busy disk. This oc⁃
curs because the data on the busy disk is evenly scattered
across other group of disks.
2.3 Ideal Power Proportional Service

This section discusses the possibility that power used is pro⁃
portional to the services provided by the storage system. Power⁃
ing down or putting disks on standby means that the chunk da⁃
ta in the corresponding disks is not available for service, and
user requests could be viewed as the total number of chunks re⁃
trieved. The service provided by the disks is depends on two
things: the required data must be available on that disk and
the service request on the disk must not exceed the maximum
workload (requests per second).

Observation 1: It is impossible for a storage system to
achieve power proportionality by powering- down or idling
disks unless each disk stores exactly one data chunk.

Proof: We evaluate power proportionality in the following
discussion. In the storage system, the amount of chunk data
that is available for service is k ×Q when all of the disks are
powered on. Over a period of time, suppose partial data (ser⁃
vice) is accessed and the number of chunks for retrieval is x .

▲Figure 1. Overlap chunks shared by any two active disks
for k= 4 , n = 12 , Q = 9 . ▲Figure 2. Three-way replication data layouts by group declustering.

1211109876543210 Number of servers/disks

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0

Chu
nks

× × ×

×

×
×

× × × × × ×

D0

D3

D6

D1

D4

D7

D2

D5

D8

disk 1
Group1

D0

D5

D7

D1

D3

D8

D2

D4

D6

Group3Group2

D0

D4

D8

D1

D5

D6

D2

D3

D7

December 2013 Vol.11 No.4ZTE COMMUNICATIONSZTE COMMUNICATIONS34

Special Topic

CPPL: A New Chunk-Based Proportional-Power Layout with Fast Recovery
Jiangling Yin, Junyao Zhang, and Jun Wang

disk 2 disk 3 disk 4 disk 5 disk 6 disk 4 disk 5 disk 6



Then, the proportion of chunks that are available is
x
kQ

(0 ≤ x≤ kQ) .
The power used by the disks could be represented by the

number of active disks. We assume that all disks consume the
same amount of energy if they are powered on over a period of
time. Thus, the maximum amount of power used is n ; that is,
all disks are powered on. Also, suppose that not all disks are
active so that they can provide service, and the number of ac⁃
tive disks is y . Then, the proportion is y

n
( )0≤ y≤ n .

The power used is proportional to the service performed,
which satisfies x

kQ
= y
n’ ; that is,

y = n
kQ

× x (0 ≤ x≤ kQ,0 ≤ y≤ n) (4)
Given a fixed storage system, k , Q and n should be con⁃

stants. Thus, the number of active disks y is a linear function
of the number of requested chunks x . Both x and y should be
integers (0≤ x≤ kQ,0 ≤ y≤ n) . If n

kQ
< 1 , y will be a non-in⁃

teger, and the power will not be proportional. If n
kQ

> 1 , y ca⁃
nnot get all the integers from 0 to n . This does not make sense
because k ×Q < n , which means that the number of disks is
more than all the chunks. If kQ

n
= 1 (i.e. kQ = n ), then x = y

and the power used is proportional to the service. Thus, power
proportionality can be achieved if and only if kQ = n . This
means that each disk only stores exactly one data chunk.

3 Design of a Chunk-Based
Power-Proportional Layout
In our proposed scheme, we follow theorems previously dis⁃

cussed. First, the proposed scheme keeps has the fast recovery
property of the storage system, and combination theory is used
to select disks on which to place chunks. Then, we modify the
layout scheme to support power efficiency. According to our ob⁃
servations in section 2, it is impossible to achieve absolute
power proportionality. Thus, the design goal of the proposed
scheme is to approximate power proportionality, that is, to max⁃
imize the efficiency of additional power usage when the system
has to power-on another disk.
3.1 Chunk Based Data-Layout Scheme

To achieve better recovery parallelism, any β disks(2 < β < n) should have the same number of overlap chunks
v β . This number will only be greater than zero when the nu⁃
mber of disks under consideration is no larger than the repli⁃
cas k . If k + 1 disks have overlapping chunks, one chunk will
be required to have more than k copies. Thus, to place k cop⁃
ies of a chunk, k disks are selected as a set on which to place

them. For n different disks, the total number of subsets is
æ
è
ö
ø

n
k , and we count them from 1 to æ

è
ö
ø

n
k . The k copies of

chunk i are placed into the disks of the i th subset. If
æ
è
ö
ø

n
k

<Q , the combination sets are repeated to place chunks.
With k = 2 and n = 6 , the subsets of disks in Table 1 are
mapping, with count from 1 to æ

è
ö
ø

62 = 15 . The (i = 26)%15 = 11
and the subset comprising disks x1 = 3 and x2 = 5 (the two
copies of chunk 26) are stored on disks 3 and 5.

In general, the following equation tells us that the i th sub⁃
set comprises k disks with an index value of (x1, x2, ..., xk) . In
Table 1, (i = 26)%15 = 11 =∑i = 1

3- 1 ∑i + 1
6 1+∑3

5-11 , the index is
3 and 5:

According to the combination series, any two disks share the
same number of overlap chunks when Q%æ

è
ç
ö
ø
÷

n
k

= 0 . Because
we place k copies of each chunk into k disks and we take
these k disks as a set from the combination series, any two
disks have an equal chance of being together. This ensures
that any two disks in the series of sets will have the same num⁃
ber of overlapping chunks. The data in one disk will be evenly
declustered to other disks. For the example, in Table 1, disk 1
has the same number of chunks as any other disk. We have
proved that shifted declustering can provide full parallelism re⁃
covery [14].
3.2 Approximating Power Proportionality

It is very difficult to achieve perfect or ideal power propor⁃

▼Table 1. Subcounting example

Subset count
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Subsets
1, 2
1, 3
1, 4
1, 5
1, 6
2, 3
2, 4
2, 5
2, 6
3, 4
3, 5
3, 6
4, 5
4, 6
5, 6

∑
i1 = 1

x1 - 1 ∑
i2 = i1 + 1

n - k + 1… ∑
ik = ik - 1 + 1

n 1+…+ ∑
ii = x1 + 1

xi - 1
…∑

ik = j + 1

n 1+…+ ∑
ik = xk - 1 + 1

xk 1= i%æ
è
ç
ö
ø
÷

n
k
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tionality. Researchers exploit different data layouts to approxi⁃
mate power proportionality on different levels. In practice, the
storage system always keeps at least one copy of all data
chunks active:

x =Q +Δx (6)
Suppose a layout has p disks as an isolated group, and

φ(Δx) is the extra number of disks that contain Δx for ser⁃
vice. According to the discussion in section 2.1, the goal is to
achieve

Q +Δx
kQ

≈ p +φ( )Δx
n

(7)
The three relative variables are Δx,φ(Δx),and p , and the

key is to find the correlation between Δx and φ(Δx) . Gener⁃
ally, φ(Δx) has an increasing relationship with Δx ; that is,
more service requests lead to more active disks. If Δx = 0 , then
only one copy of the chunk data is needed, and φ(Δx) is also
zero. Thus, p≈ n

k . If n
k is not an integer, we let p = ê

ë
ú
û

n
k to

make p smaller and save more power.
Dynamic provisioning and reload dispatching can create a

suitable relationship between Δx and φ(Δx) if extra disks
need to be powered on to respond to incoming requests. Howev⁃
er, this usually entails the migration of petabytes of data,
which makes the storage system more volatile. In the group-
based layout, if the primary group is busy, another group of
disks can be powered on to ensure service quality. Sometimes
it may be not necessary to power on the entire group of disks
when only one or two disks are overloaded (i.e. the I/O re⁃
quests per second exceeds the setting). Thus, the policy of turn⁃
ing on a whole group of disks does not maximize efficiency for
additional power usage.

Our proposed layout maximizes efficiency for additional
power used. Specifically, we map each non - p disk to a p
disk with different percentages of overlap chunks and also pre⁃
serving the declustering. The advantage of this policy is that
the mapping relationship with different percentages provides a
much more flexible power-up selection. In Fig. 3, n = 9, k =
3, Q = 30, p = 3, and non- p = 6. The subsets (1,0), (1,1), and
(1,2) show there are three copies of chunk 1. If over a period,
an extra disk is needed to share the workload of p1 , then d1
or d2 could be powered on because they share more overlap
chunks (6/10) with p1 . To preserve the declustering, d1 or d2

also share some chunks with p2 and p3 .
We record the p disk as p1, p2, ..., pp and the non- p disks

as d1, d2, ..., dn - p , and the percentage of overlap between pi
and dj is vpi, j . The value of vpi, j is fixed to the value of p ,
which is∑j = 1

n - p
vpi, j = n - p

p
(i = 1, 2,..., p) . For i = 1 in Fig. 3,

we have
∑
j = 1

9 - 3
vp1, j = æè ö

ø
610 + æ

è
ö
ø

610 + æ
è

ö
ø

210 + æ
è

ö
ø

210 + æ
è

ö
ø

210 + æ
è

ö
ø

210 =
n - p
p

= 9 - 33
.

Specifically, if the data on p disks is evenly declustered on
non - p disks, then vpi, j = 1

p .
For specific storage systems with different incoming request

distributions, the chosen percentages between p disks and
non- p disks could be different. With more bias services to pro⁃
vide (many I/O requests to a certain disk), a larger overlap per⁃
centage should be chosen for data declustering. The power on/
off strategy is very simple in our layout. Most of the time, the
system only needs one copy of the data for general service, and
the system leaves p disks powered on. If the workload on a p
disk exceeds the maximum setting, the system activates the
disk that has more overlap chunks in order to share the work⁃
load of the busy disk.
3.3 Fast Recovery and Power Efficiency

Distributed reconstruction cannot be maintained when the
system provides proportional service by switching disks on or
off. The overlapping chunks between any two disks change
with respect to the number of active disks. In this section, we
describe the policy of the proposed layout that allows the stor⁃
age system to remain power efficient when disks fail. Disk fail⁃
ure, especially multidisk failure, is a difficult issue to address
because many combinational failures need to be considered. In
this paper, we consider disk crash failures, not arbitrary Byzan⁃
tine failures, and we assume that the failed disks are providing
services. If the disks are not in service, we can take time to per⁃
form the recovery. The recovery policy takes into account avail⁃
ablility and load balance when powering on extra disks for re⁃
covery. For availability, one copy of every chunk needs to be
active in the system because all of the data may be accessed
immediately. Load balancing involves how to schedule the on⁃
going access load of the failed disks and the recovery load for
the failed disk.

The ongoing access load of the failed disks must be handled
immediately by the storage system in order to retain QoS. To
power up fewer disks, the disks that have greater data overlap
with the failed disk are invoked first. A complete data copy of
the failed disks should be found in the active disks, and the
group of disks that contain a complete copy of the failed disks
are called the recovery group. From Fig. 3, d1 and d2 could be

▲Figure 3. An example of 30 chunks with 3 copies distributed into
p disks and non- p disks.

p1 (1,0) (2,0) (3,0) (4,0) (5,0) (6,0) (7,0) (8,0) (9,0) (16,0)p2 (10,0) (11,0) (12,0) (13,0) (14,0) (17,0) (18,0) (21,0) (22,0) (25,0)
P3 (15,0) (19,0) (20,0) (23,0) (24,0) (26,0) (27,0) (28,0) (29,0) (30,0)
d1 (19,1) (20,1)(17,1) (18,1)(1,1) (2,1) (3,1) (4,1) (5,1) (16,1)d2 (23,1) (24,1)(21,1) (22,1)(1,2) (6,1) (7,1) (8,1) (9,1) (16,2)
d3 (26,1) (27,1)(22,1) (25,1)(2,2) (6,2) (10,1) (11,1) (12,1) (17,2)
d4 (28,1) (29,1)(22,2) (25,2)(3,2) (7,2) (10,2) (13,1) (14,1) (18,2)
d5 (28,2) (30,1)(4,2) (8,2) (11,2) (13,2) (23,2) (26,2)(15,1) (19,2)
d6 (29,2) (30,2)(5,2) (9,2) (12,2) (14,2) (24,2) (27,2)(15,2) (20,2)

non⁃p disk

p disk mappingpercentageof 6/10
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recovery group of p1 . For power efficiency, we select a smaller
number of disks (the default is 2) as a recovery group for each
p disk. The disks in the recovery group have a higher percen⁃
tage of overlap. If a primary server fails, the file system acti⁃
vates the corresponding recovery group. This is the failure-re⁃
covery strategy. The percentage of overlap is determined in the
following manner: each p disk will map to two disks with a
higher percentage of overlap and which contain a c omplete
copy of the data on the p disk. The p disk also maps to disks
with an equal percentage of overlap.

Thus, if the workload in the whole system is low, the extra
number of power-up disks could be smaller (2 is default). In
the example drawn from Fig. 3, the failed disk only causes two
disks to be powered on. Also, the non- p disks share the same
number of overlapping chunks, and this fully supports parallel
recovery. For example, when all disks are powered on and d1
has failed, all the other eight disks can provide data to d1 . The
number of overlapping chunks determines the recovery speed.
In fact, the maximum recovery parallelism of CPPL is n - p
and that of group-based recovery is n

k [2].

4 Experiments and Evaluation
We run simulations on DiskSim [16] in order to determine

the performance of the chunk-based layout in a multiway repli⁃
cation architecture. We implemented the address-mapping al⁃
gorithms for CPPL, and we also implemented a group- based
layout called Power-aware grouping [2]. We then determined
performance through service-request-driven simulations.

The architecture simulated on DiskSim is shown in Fig. 4.
At the top layer, a trace generator or input trace is read. The
green boxes represent existing DiskSim modules, and the white
boxes represent added modules for implementing our mapping
algorithms, load monitor, and scheduling policy [17].
4.1 Proportional Service Performance

In normal service, the disks containing a copy of data are

powered on in order to respond to incoming requests. We use
Shortest Queue First (SQF) to assign the requests to active
disks. The algorithm always tries to assign the new request to
the active disk with the lowest workload. If the requested data
is not on the disk, the process will continue to search until the
request can be responded to by an active disk. If the process
fails to assign the request to active disks, more disks need to
be activated. With a power- aware grouped layout, another
group of disks is powered up if the active disks cannot provide
the requested service. With a chunk-based layout, the power-
up order of the disks is first considered by the disks that can le⁃
verage better load balancing with the highest ongoing service
of the p disks (as discussed in section 3.2). Also, we add the
metric ideal power proportionality (ideal PP) with respect to
workload.

With numerous requests under different workloads, we
found that the chunk-based layout saves more power than the
group-based layout without affecting user experience. Fig. 5
shows power usage for the OLTP I/O trace called Financial I
trace, which is a typical storage I/O trace from Umass Trace
Repository [18]. Because any real trace has a specific bias, we
use statistics to evaluate the performance under a variety of
workloads (Fig. 6). For each workload, 100 different request
cases are run. The graphs show the overall average percentage
of power used when all disks are powered on. The power usage

▲Figure 4. DiskSim simulation architecture.

CPPL: chunk-based power-proportional layout
▲Figure 5. Power performance comaprison for Financial I trace.
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▲Figure 6. Power usage in failure-free mode.
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curve of a chunk-based layout is lower than that of a power-
aware grouping. These results agree with our design principle.
When only a few disks are overloaded, a smaller number of
disks are powered on in order to share the workload of the busy
disks.
4.2 Degraded Mode Performance

In this section, we discuss power performance when the sys⁃
tem is in degraded mode. The system should be able to handle
the ongoing access requests of the failed disks as well as the re⁃
covery work for the failed disks. For both layouts, we apply the
SQF algorithm so that the workload can be handled without af⁃
fecting user experience. The algorithm tries to assign the work⁃
load of the failed disks to the active disk with the lowest work⁃
load. If this workload cannot be assigned to these active disks,
more disks need to be activated. The system first tries to re⁃
spond to the requested service without failure. During the run⁃
time, one or two active disks are randomly chosen to fail.
Fig. 7 shows the power usage for CPPL in failure-free mode

and with a single server failure. The power curves are parallel
and increase proportionally with workload. The moderate gap
between the two curves is the extra power used by the recovery
group. This result agrees with our design in section 3.3. The ex⁃
tra number of power-up disks is smaller when one disk fails.
However, with the group-based layout in Fig. 8, power usage

in failure-free mode moves in three steps that are not propor⁃
tional to the workload. This disproportionality occurs because
all of the disks are divided into three groups, i.e. k = 3 . More⁃
over, a whole group of disks needs to be powered on, even if
the workload is light. Fig. 9 shows power usage in degraded
mode. We found that more than 30% of power can be saved by
using CPPL instead of a group-based layout.
Figs. 10 and 11 show power usage of CPPL and power-

aware grouping, respectively, in failure- free mode and two-
disk- failure modes. Two disks fail in the simulation, so the
whole workload is the work capability of n - 2 disks in failure-

▲Figure 7. Power usage for CPPL: Failure-free mode vs. degraded mode.

▲Figure 8. Power usage for power-aware grouping layout:
Failure-free mode vs. degraded mode.

▲Figure 9. Power usage in degraded mode.
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▲Figure 10. Power usage for CPPL: Failure-free mode vs. degraded
mode (two disk failures).
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▲Figure 11. Power usage for power-aware grouping: Failure-free
mode vs. degraded mode (two disks failures).
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free mode. In Fig. 10, the increasing relationship between the
power curves is proportional, which means that the extra power
used for recovery is the same for different workloads. However,
gap between the curves in Fig. 10 is bigger than that for a sin⁃
gle failure. This is expected because more disks need to be
powered on in two-disks-failure mode. Fig. 11 shows that less
power is saved with two-disk failure and all disks are powered
on from the workload of 50%. Fig. 12 is the power usage com⁃
parison for CPPL and power- aware grouping in degraded

mode.

5 Conclusions
In this paper, we have exploited the data-placement layout

in storage architecture based on multiway replication. We have
theoretically analyzed the characteristics of an ideal layout,
which can support power proportionality and parallel recovery.
We proposed a data-placement layout based on chunks. The
proposed scheme manages power much more finely and still
enables parallel recovery. Compared with group-based layout
schemes, our proposed scheme saves much more power than
group-based schemes and provides better recovery without af⁃
fecting user experience.

CPPL: chunk-based power-proportional layout

▲Figure 12. Power usage in degraded mode.
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Abstract

Virtualization of network/service functions means time⁃sharing network/service (and affiliated) resources in a hyper⁃speed manner.
The concept of time sharing was popularized in the 1970s with mainframe computing. The same concept has recently resurfaced under
the guise of cloud computing and virtualized computing. Although cloud computing was originally used in IT for server virtualization,
the ICT industry is taking a new look at virtualization. This paradigm shift is shaking up the computing, storage, networking, and ser⁃
vice industries. The hope is that virtualizing and automating configuration and service management/orchestration will save both capes
and opex for network transformation. A complimentary trend is the separation (over an open interface) of control and transmission.
This is commonly referred to as software⁃defined networking (SDN). This paper reviews trends in network/service functions, efforts to
standardize these functions, and required management and orchestration.
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N
1 Introduction

etwork function virtualization (NFV) [1]- [6] has its
origin in virtualized computing and storage servic⁃
es. However, there are many significant differences
between NFV and virtualized computing and be⁃

tween NFV and virtualized storage. The primary objective of
NFV is to share physical networking resources in a hyperspeed
manner and minimize common overheads.

However, without any common application programming in⁃
terfaces (APIs) or interoperable resource format, network infra⁃
structure resources cannot be shared or efficiently used. Ser⁃
vice providers also do not like proprietary APIs and solutions
because network migration, transformation, and upgrade can
be a major issue. Fig. 1 shows a high⁃level architecture for sep⁃
arating network and service infrastructure resources, separat⁃
ing the control of these resources, and separating their usage
by applications and services [7]-[9].

Both computing (e.g. DMTF [10]) and networking (e.g. ETSI
[1], [2], [5], [6], IETF/IRTF [11]-[15]) standardization organiza⁃

tions have initiated activities based on use cases and aimed at
developing NFV and integrating it into legacy networks. A
number of proof⁃of⁃concept (POC) and testbed/integration ac⁃
tivities have also begun in the laboratories of various service
providers. These activities are being augmented by cost/benefit
analyses and return on investment (ROI) calculations1 for the
field deployment of NFV. Initial results, reported by the migra⁃

▲Figure 1. High⁃level architecture for network/service function
virtualization and software⁃defined networking.

1 For example, Amazon provides a tool for calculating the TCO or total cost of ownership
(http://aws.amazon.com/tco-calculator/) for the Amazon Web Service (AWS), and Micro⁃
soft Windows Azure also supports a similar tool (http://cloud-assessment.com/home/calc).
The objective is to demonstrate reduction in growth and administrative costs for the same
services when virtualized infrastructures are utilized instead of clusters of in-house physi⁃
cal (server, storage, CPE and networking gears) resources.
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tion working groups of various service providers, customers
and SDOs, are promising.

2 Use Cases

2.1 Distributed Management Task Force

DMTF’s Network Services Management (NSM) working
group is focused on network ⁃ service profiles for routed and
routing protocols, which ensure IPv4, IPv6 and layer ⁃ 2 (L2)
connectivity that relates to the services provided by the net⁃
work infrastructure to applications running in the cloud. Re⁃
cently, DMTF NSM WG has developed a set of use cases,
which we describe here.
2.1.1 Predefined Template⁃Based Network Configuration

In this use case, the end user is not concerned with the net⁃
work topology (Fig. 2). The network service required by virtual
machines (VMs) can be predefined in network templates. For
example, the cloud service provider can define a standard net⁃
work topology and service for a three⁃tiered website.

To build a website in the cloud, a user can select a pre⁃
defined three ⁃ tiered website and assign roles, such as front ⁃
end web server, application server or database server, to VMs.
Once the VM roles are assigned, high ⁃ level network services
can be automatically provisioned to these VMs. For example,
firewalls may be set up between web servers and application
servers or between application servers and database servers to
control access of these servers. Furthermore, a load balancer
acting as front ⁃ end web servers can be automatically config⁃
ured to distribute external requests to VMs.

From a network provider’s perspective, the network tem⁃
plate and role assignment information provided by users
should be mapped to configurations on physical network devic⁃
es and VMs (when network services are provided by software).
A cloud service provider should be capable of managing net⁃
work topology, flows, and services so that the most frequently
used network architectures can be deployed inside the virtual
network environment.
2.2.2 Network Configuration Based on the Existing

Physical Network Topology of a User’s Data Center
A cloud consumer may have already deployed their own pri⁃

vate network and server clusters. When users move their exist⁃
ing IT infrastructures to the cloud, services in the existing
physical networks should also be moved to the virtual network
so that VMs migrated from existing physical servers can work
properly. In this case, users should first extract network ser⁃
vice configurations, such as ACLs in firewall and policy set⁃
tings in load balancer, from the deployed physical network
(Fig. 3).

To facilitate network migration, users may map their net⁃
work configurations to a standardized format or template, e.g.

network service model in CIMI interface or OVF ⁃ 2 package.
After the virtual network has been set up by the cloud service
provider, a user can seamlessly plug in the VMs to the virtual
network interfaces mapped to their existing physical network.

For each DMTF use case, both administrative and operation⁃
al costs can be significantly reduced. Initial setup and learning
costs can be paid off in a few years, and this justifies the invest⁃
ment in a predefined template and virtualizing the existing
physical networks.

As well as developing service profiles for DNS, DHCP and
NetConf, the DMTF NSM working group is developing network
policy management profiles for firewall, load balancer, QoS,
routing, access control list, and network resource security
group. The DMTF NSM working group is also developing net⁃
work services management profiles for BGP, layer 3 interface,
and routing service.
2.2 ETSI/ISG NFV Use Cases

It is widely believed that NFV was created to virtualize func⁃
tions of OSI Layer 4 (transport layer) through to OSI Layer ⁃ 7
(application layer) as an alternative to using high⁃cost, purpose⁃
built network appliances and devices.

Consequently, the NFV use cases mostly arise as a result of
the need for large service providers to save capex and opex.
For example, capex can be saved by using commercial off⁃the⁃
shelf (COTS) equipment, and opex can be saved by seamless,
automated network and service management. Automated net⁃

VM: virtual machine

▲Figure 3. Precondition for network configuration based on existing
physical network topology of a user’s data center [10].

▲Figure 2. Precondition for template⁃based network configuration [10].

VM: virtual machine
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Physicalswitch

work configuration means automatically configuring virtualized
network entities for a desired service. Automated service con⁃
figuration means automatically steering the flows (packet
streams) to the most desirable service nodes through the most
desirable network path/route.

As described in [5], NFV is current exploring the following
use cases:
• network function virtualization infrastructure as a service

(IaaS)
•virtual network function as a service (VNFaaS)
•virtual network platform as a service (VNPaaS)
•VNF forwarding graphs (VFGs)
•virtualization of mobile core network and IMS
•virtualization of mobile base stations
•virtualization of the home environment
•virtualization of CDNs (vCDN)
•virtualization of fixed⁃access network functions.

The main objective is to implement the above use cases by
chaining a set of abstracted network entities, called virtual net⁃
work functions (VNFs), that derive from the physical network
resources via a virtualization layer (Fig. 4).

Using VNFs for just⁃in⁃time implementation of services pro⁃
vides the desired level of flexibility and deployment efficiency;
however, automation/management resiliency and complexity re⁃
quires further investigation.
Fig. 5 shows how physical and virtual network functions can

be concatenated to dynamically create and update new service.
The logical view of the set of VNFs touched by a service can

be illustrated by the flow paths (packet streams) (Fig. 6).
NFV recognizes that maintaining a consistent view of the sta⁃

tuses of virtualized devices and VNFs across multiple adminis⁃
trative domains in order to trace and diagnose faults and meet
end⁃to⁃end SLAs.

Other challenges include distributed implementation of a
logical and centralized control system using COTS hardware;
developing common APIs, authentication, and virtualization;

and uniform, transparent benchmarking of performance, capac⁃
ity, scaling, handover, system ⁃ integration (including software
upgrade), and resiliency across physical network boundaries.

However, once these challenges have been dealt with, de⁃
ployment and operation of virtualized CPE, Broadband Net⁃
work Gateway, firewall/load ⁃ balancer, and address translator
(IPv4 to IPv4/IPv6/name ⁃ or ⁃ content ⁃ based address) will be
flexible and cost⁃effective. Service providers are expected to re⁃
duce both infrastructure costs and operation costs once provi⁃
sioning and capacity adjustment are automated.
2.3 IETF and IRTF Use Cases

The first bar BoF on Cloud Computing, Networking and Ser⁃

FG: forwarding graphs
NFVI⁃PoP: network function virtualization infrastructure point of presence

VNF: virtual network functions

NFV: network function virtualization
NIC: network interface card/controller

VNF: virtual network functions

▲Figure 4. The NFV concept: end⁃to⁃end network service through
chained VNFs [6].

▲Figure 5. NFV physical view: Virtual network function forwarding
graph [5].

▲Figure 6. NFV logical view of virtual network function forwarding
graph [5].

VNF: virtual network functions

NFVI⁃PoP
Physical link
Logical link
Virtualization

VNF⁃2A VNF⁃2B

VNF⁃2C
VNF⁃1 VNF⁃3

VNF⁃FG⁃2

Virtualization layer

Endpoint
Endpoint

Hardware
resources
in physical
locations

End⁃to⁃end network service

VNF-FG corresponding
to NF forwarding graph

of Fig. 2

Physical network port
Physical network logical interface

Physical network association

VNF forwarding graph "link"VNF forwarding graph"node"

Physical network element
• Network forwarding path

Actor⁃function interaction
Virtual machine environment

Physicalnetworkfunctions
•••••

Physicalswitch Virtualswitch
NIC NIC Physicalswitch

Physicalnetworkfunctions

VNFprovidersNFVmanagement &orchestration

VNF⁃A VNF⁃B

NFV network infrastructure

VNF forwarding graph

Network service provider

Physical network logical interface
VNF forwarding graph "link"VNF forwarding graph"node"

Physical network element
Actor⁃function interaction

Packet flow

Physicalnetworkfunctions
Physicalnetworkfunctions

VNF⁃E

VNF⁃providers

VNF⁃C
VNF⁃D2

VNF⁃D1

Packet flow
123
4 VNF⁃A VNF⁃B

VNF forwarding graph
Network service provider

December 2013 Vol.11 No.4ZTE COMMUNICATIONSZTE COMMUNICATIONS42

Special Topic

Virtualizing Network and Service Functions: Impact on ICT Transformation and Standardization
Bhumip Khasnabish, Jie Hu, and Ghazanfar Ali



vices was held during IETF ⁃ 87 in March 2010 [11]. Since
then, a number of groups have been created within IETF and
IRTF to discuss network virtualization. The most important of
these are the Network Virtualization Overlays (NVO3) working
group [12], System for Cross ⁃ Domain Identity Management
(SCIM) working group [13], and the Software⁃Defined Network⁃
ing Research Group (SDN⁃RG).

The main focus of IETF NVO3 working group is to support
multi ⁃ tenancy, which has become a core requirement of data
centers (DCs), especially data centers that support virtualized
hosts and VMs. The NVO3 working group will investigate the
interconnection of DC virtual private networks (VPNs) and
their tenants with non⁃NVO3 Internet⁃protocol⁃based networks
to determine whether any specific work is needed [12]-[15].

IETF NVO3 use cases are focused on DC network virtualiza⁃
tion and its applications. DC virtualization use cases include
DC virtual network (VN) access via Internet and DC VN and
Enterprise site interconnection via service provider’s wide ar⁃
ea network (WAN). Use cases related to DC network applica⁃
tions include support for multiple technologies and applica⁃
tions in a DC, tenant network with multiple subnets or across
multiple DCs, and virtual data centers (VDCs) [12]. These use
cases focus on virtualizing access, networking, and tenant sys⁃
tems within a DC in order to create virtualized DCs. The objec⁃
tive is to save both fixed costs and operational costs for DC ⁃
based services as well as providing the desired level of flexibil⁃
ity.

The main focus of the IETF SCIM working group is to stan⁃
dardize methods for creating, reading, searching, modifying,
and deleting user identities and identity⁃related objects across
administrative domains. The goal is to simplify common tasks
related to user ⁃ identity management in services and applica⁃
tions [13], [14].

The use cases of IETF SCIM working group [13] include
cloud service provider to cloud service provider flows as well
as enterprise cloud subscriber to cloud service provider flows
with an emphasis on the following scenarios:
•change of the ownership of an entity (e.g. a file)
•migration of identities
•single sign⁃on (SSO) service
• provisioning of user accounts for a community of interest

(CoI)
•transfer of attributes to a relying party web site
• notification of changes.

Here again, the objective is not only to provide flexibility
but also to offer a desired level of security across different
physical/virtual administrative domains without incurring ex⁃
cessive infrastructure and operations costs.

The SDN⁃RG of IRTF provides a forum for researchers to in⁃
vestigate key problems in software⁃defined networking (SDN).
SDN⁃RG investigates SDN from various perspectives with the
goal of identifying approaches that can be defined and used in
the near term and to identify future research challenges. Key

areas of interest include solution scalability, abstractions, and
programming languages and paradigms that are particularly
useful in the context of SDN [15].

The main focus of SDN⁃RG [15] is adapting the network con⁃
figuration at the speed that service development requires with⁃
in a mixture of legacy and advanced networking where opera⁃
tion and debugging are becoming increasingly complex in en⁃
terprise, data center, and service provider networks. The use
cases include the following areas: network description languag⁃
es, abstractions, interfaces and compilers including the meth⁃
ods and mechanisms for (on⁃line) verification of both configura⁃
tion and operation of network/node functions.

3 Reference Framework Architecture

3.1 DMTF

In modern data centers, multiple network and service ele⁃
ments, such as firewalls, routers, AAA servers, DNS, QoS man⁃
agers, and load balancers exist in LANs and SANs, both of
which can be used to provide advanced network services.
These elements may be implemented as virtual appliances or
traditional dedicated devices and applications. For unified
management access to such network and service elements, we
introduce virtualized networking. We look at the externally
manageable functionality of such entities abstracted from their
actual realization.

DMTF NSM working group focuses on developing specifica⁃
tions that help present a unified management view of the virtu⁃
alized networking, services and their components to both cloud
consumers and providers.

In a virtualized network, there are several challenging net⁃
work⁃related problems, including configuring for network topol⁃
ogy and service deployment, and configuring for physical net⁃
work hosting in a virtualized environment.
3.1.1 Virtualized Networking Components
Fig. 7 shows a high⁃level schematic for abstracting network

elements in order to expose them as the virtualized network en⁃
tities (VNEs) for management.

The main components of virtualized networking are: physi⁃
cal and virtual network elements/entities, VNEs, and API for
VNE management (Fig. 7).
3.1.2 Network Entities

Network entities include routers, firewalls, AAA servers,
DNS, and load balancers, all of which can be interconnected to
support network services. Such entities can be realized both as
physical devices or virtual appliances.

A common mechanism is needed to virtualize these generic
network entities and achieve seamless interoperability. Once
these generic network entities are virtualized, the VNEs can be
exposed through an open API so that various applications and
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Vn⁃Nf

Virtualization layer

services can manage and use them.
3.1.3 Virtualized Network Entities

VNEs are the abstraction of physical network entities and
the network entities realized as virtual appliances. VNEs can
be flexibly combined to support virtualized networking servic⁃
es.

These VNEs can be exposed via a management API to the
upper management layers. The management API can be used
to create, assign, monitor, update, and release the VNEs.
3.2 ETSI/ISG NFV Architecture

The ETSI/ISG NFV [1], [2], [5], [6] ar⁃
chitecture identifies functional blocks and
the main reference points between these
blocks. The main functional blocks are:
•VNF
•element management system (EMS)
•NFV Infrastructure, including hardware

and virtualised resources, and virtualiza⁃
tion layer

•virtualized infrastructure manager(s)
•orchestrator
•VNF manager(s)
•service, VNF and infrastructure descrip⁃

tion
• operation support systems (OSS) and

business support systems (BSS)
Fig. 8 shows the NFV architecture with

functional blocks and reference points.
The reference points that are shown by sol⁃
id lines are potential targets for standardis⁃

ation. Reference points Vn ⁃Nf and Ve ⁃Vnfm
are of interest in terms of SDN controller NBI
because these are involved in lifecycle and por⁃
tability management of VNFs.

For reference point Vn ⁃Nf (VNF to NFVI),
Puppet, Chef OpenSource driver, and configu⁃
ration file management (IETF NetConf) may be
useful [7] along with VM Manager MIB (cur⁃
rently being discussed in IETF OPSA WG).

Reference point Ve ⁃ Vnfm (VNF.Environ⁃
ment to VNF.Manager ⁃ Orchestrator) needs to
support a mechanism for a distributed and cen⁃
tralized VNF environment to request scale out/
in, up/down may use extensions to OpenSource
cloud computing APIs (e.g. CloudStack, exten⁃
sions to OpenStack).

For NFVI to VIM (reference points Nf ⁃ Vi
and/or Or ⁃Vi and/or Vi ⁃Vnfm), we may need
extensions to 1) OpenStack for VMM Configu⁃
ration Management, 2) IETF (OPSAWG) VM
Manager MIB, and 3) DMTF Open Virtualiza⁃

tion Format (OVF). In addition, special purpose plugins and/or
adaptors to OpenStack Neutron can be used in to expose the
northbound APIs of ONF.
3.3 IETF and IRTF

IETF NVO3 WG is developing network virtualization over⁃
lays framework, and SCIM WG is focusing of schema and pro⁃
tocol development for a set of cross ⁃domain identity manage⁃
ment use cases.
Fig. 9 shows the network virtualization edge (NVE) refer⁃

▲Figure 7. Network entities (resources and services) abstraction, virtualization and
management [10].

▲Figure 8. ETSI/ISG NFV reference architecture [1], [2], [5], [6].
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ence model from IETF NVO3 WG [12].
One or more virtual network instances (VNIs) can be instan⁃

tiated on an NVE. A tenant system interfaces with a corre⁃
sponding VNI via a virtual access point (VAP). An overlay
module provides tunneling overlay functions that include en⁃
capsulation and de⁃capsulation of tenant traffic, tenant identifi⁃
cation, and mapping. Some NVE functions, such as data plane
and control plane functions may reside in one device or may be
implemented separately in different devices. NVE functions
can also be hierarchically implemented, e.g. an end device can
act as an NVE spoke, and an access switch can act as an NVE
hub.

The SCIM WG is currently developing use cases, manage⁃
ment protocol, and management core schema. The objective is
to develop the core schema and interfaces based on HTTP and
REST.

At IETF87 in July 2013 and IETF88 in November 2013, the
IETF hosted the Network Service Chaining (NSC) and Service
Function Chaining (SFC [14]) BoFs with the objective of sup⁃
porting the implementation of use cases that ETSI/ISG NFV is
(or will be) putting forward to industry. The proposed mile⁃
stones for SFC include developing a framework so that the re⁃
quirements for information model, encapsulation protocol, con⁃
trol plane, management information base, and IETF protocol
adaptation/update can be determined.

The SFC architecture includes flow/packet classifier and ap⁃
propriate NBI based control of packet/flow path by encapsulat⁃
ing the path information in the header of the flows/packets.
These will reduce the number of hardware devices in the path
of service flows and result in cheaper services.

4 Service-Level Agreement in Virtual
Environments
When virtualized network and service functions are used, it

may be very difficult to maintain a consistent end⁃to⁃end SLA.
The TM Forum has recently published a document [16] called

Enabling End⁃to⁃End Cloud SLA Management that emphasizes
a set of business considerations and architecture design princi⁃
ples for supporting end ⁃ to ⁃ end cloud SLA management. The
main barriers identified in that document are:
• lack of a single point of authority/accountability
•lack of integration of the service models and dependencies

of various infrastructure and platform providers, and lack of
interoperability, including brokering

•lack of consistent monitoring APIs and reporting tools
•lack of uniformity between business and service⁃level objec⁃

tives and their correlation with the SLA

5 Regulatory and Security Requirements in
Virtual Environments
There are many new security and regulatory requirements

for both enterprise and carrier services that use virtualized net⁃
work and service functions. These requirements are mainly re⁃
lated to data, and information and knowledge⁃base security, as
discussed in a recent IETF draft [17]. These arise from lack of
mandatory application security in protocols. Other gaps in⁃
clude
•systems security and new requirements
•network security and new requirements
•mobile security and new requirements
•physical security and new requirements
•OAM security and new requirements

DMTF is also working [18] with the Cloud Security Alliance
(CSA) to address many of these issues and develop an audit
process and trust models that are suitable for virtual network/
service functions.

6 Interoperability in Virtual Environments
One of the main impediments to using virtualized network

and service functions across different administrative domains
is that the network and service functions (resources) must be
exposed and orchestrated through the same interface. Thus, it
is necessary to have either a common API or abstract the differ⁃
ences between the APIs in order to support seamless orchestra⁃
tion and interoperability.

Deltacloud [19] offers an API based on Representational
State Transfer (REST), which supports an alternative to SOAP⁃
based web services protocols. This API abstracts the differenc⁃
es between clouds. It offers the following three front⁃ends: Clas⁃
sic Deltacloud, DMTF Cloud Infrastructure Management Inter⁃
face (CIMI) [20], and Amazon EC2 [21], and supports all of the
other major Cloud service providers.

DMTF’s CIMI allows interoperability between a cloud con⁃
sumer and any cloud providers which supports standard CIMI
interface for managing a cloud infrastructure. The interface us⁃
es REST⁃full HTTP to send and receive messages. These mes⁃
sages are formatted by using either Java Script Object Notation

▲Figure 9. Generic network virtualization edge reference model
（IETF NVO3 Ref. Draft [12]）

NVE: network virtualization edge
VAP: virtual access point

VN: virtual network
VNI: virtual network instance

VNI VNI
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(JSON) or XML.

7 Conclusions, Recommended Action and
Future Research
It is widely believed that the following technical trends will

be dominant in the ICT industry in the foreseeable future: 1)
virtualized network and service functions, 2) automated config⁃
uration and service management/orchestration, and 3) separa⁃
tion (over an open interface) of control and media forwarding/
transmission, which is also known as SDN.

Service providers, including enterprises, campuses, Inter⁃
net, and common wireline and wireless/mobile carrier, are
jumping on the bandwagon. The objective is to save capex and
opex and make the network infrastructure more agile so that
any new service can be introduced without needing to spend
significant money on network resources. However, the follow⁃
ing need to be addressed before there is any measurable bene⁃
fit from deploying these new technologies:
•interoperable virtualization of network and service functions

(i.e. interoperability across multiple hypervisors)
•visualization of virtualized network and service resources
•multidomain management (discover, add, move, change/up⁃

date, release) and orchestration of network and service func⁃
tions to dynamically create network and service chains and
graphs

• lifecycle management of virtualized network and service
functions

•end⁃to⁃end management of service⁃level objective (SLO) and
service ⁃ level agreement (SLA) by automatically monitoring
overloads and failures and recovering from these. Standard
distributed resiliency and efficiency management methods
may be very useful for this purpose.

•authentication and security management for virtualized net⁃
work and service functions. Standard management/orchestra⁃
tion capabilities may be necessary for reliable, secure man⁃
agement of connectivity over multiple administrative do⁃
mains.

•Maintenance of geographical boundaries for using virtual⁃
ized resources in support of privacy, secrecy, and Regula⁃
tions
Over the next decade, service providers, ICT equipment and

solution providers, academics, and SDOs will work together to
support seamless virtualization, automation, and separation of
control and media transmission across network infrastructures.
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A mobile satellite indoor signal is proposed to model perfor⁃
mance of cooperative communication protocols and maximal ra⁃
tio combining. Cooperative diversity can improve the reliability
of satellite system and increase data speed or expand cell radi⁃
us by lessening the effects of fading. Performance is determined
by measured bit error rates (BERs) in different types of coopera⁃
tive protocols and indoor systems (e.g. GSM and WCDMA net⁃
works). The effect of performance on cooperative terminals lo⁃
cated at different distances from an indoor cellular system is al⁃
so discussed. The proposed schemes provide higher signal-to-
noise ratio (SNR)—around 1.6 dB and 2.6 dB gap at BER 10-2

for amplify- and- forward (AF) and decode- and- forward (DF)
cooperative protocols, respectively, when the cooperative termi⁃
nal is located 10 m from the WCDMA indoor system. Coopera⁃
tive protocols improve effective power utilization and, hence,
improve performance and cell coverage of the mobile satellite
network.

cooperative communication; amplify-and-forward; mobile satel⁃
lite system; signal-to-noise ratio; maximal ratio combining
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1 Introduction

obile communication via satellite is an integral
part of IMT2000 and UMTS [1]. Unlike in a ter⁃
restrial cellular network, transmission in a mo⁃
bile satellite network is constrained by avail⁃

able power [2]. Satellite communication using land-based mo⁃
bile terminals suffers from shadowing, multipath fading, and
strong variations in the received signal power because the sig⁃
nal is reflected by buildings and/or terrain. Shadowing of the

satellite signal is caused by obstacles , such as buildings,
bridges and trees, in the propagation path and results in attenu⁃
ation over the entire signal bandwidth [3]-[6]. More than 80%
of users are usually inside buildings, and it is a challenge to
provide high-performance indoor coverage, especially in terms
of higher data rates. It is much more than a technical chal⁃
lenge; the business case must also be evaluated, and any solu⁃
tions implemented must be future-proof. Nevertheless, build⁃
ings (in particular, high-rise office buildings) contain many po⁃
tential users of telecommunications systems and could be sig⁃
nificant sources of revenue if high-quality radio communica⁃
tion could be delivered to them.

Coverage and capacity problem can be expanded by install⁃
ing more cellular base stations, but this requires more complex
and costly hardware, not to mention expensive real estate on
which to physically locate the base stations [7]. In addition to
this, applications for future ubiquitous communications will re⁃
quire wireless networks to have diverse network architectures
and technologies [8].

Many sophisticated transmission technologies have been de⁃
veloped to improve the robustness and throughput of mobile
systems. For example, multiple antennas can increase the ca⁃
pacity and reliability of mobile communications. Cooperative
communication systems have also been developed as a low-
cost alternative to multiple-input multiple-output (MIMO) sys⁃
tems [9]. Over the past few years, cooperative communications
has been one of the most widely explored topics. Cooperation
involves generalizing the relay channel to multiple sources that
have information to transmit, and these sources also act as re⁃
lays for each other. The main idea behind cooperation is that
each cooperating entity gains by means of the unified activity
[10], [11]. The benefits of cooperative communication in terms
of link reliability and coverage extension have become better
known within academia and the telecommunication industry
over the past few years [12]. With cooperative communication,
most of the benefits of MIMO are also leveraged. Benefits such
as array gain, diversity gain, spatial multiplexing gain, and in⁃
terference reduction can be obtained without using convention⁃
al MIMO technology and without increasing expenditure in
terms of transmission time or bandwidth [13], [14].

This paper describes a cooperative communication scenario
in a satellite and cellular system. MATLAB is used to analyze
the bit error rate (BER) of different cooperative communication
protocols used in this scenario.

When analyzing satellite-to-indoor channels, we can use ei⁃
ther empirical measurements or deterministic channel model⁃
ing methods, such as ray tracing. In order to attain good recep⁃
tion, it is crucial to know the propagation conditions inside a
room [15]. Link budgets are calculated in order to analyze criti⁃
cal factors in the transmission chain and optimize performance
in areas such as transmission power and bit rate. This ensures
that a target quality of service (QoS) can be reached [2].

The cooperative setup is shown in Fig. 1. In general, there
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are two main relaying modes decode- and- forward (DF) and
amplify-and-forward (AF). In DF mode, the message received
by the source is fully decoded, and the detected symbols are re⁃
modulated into the same or different alphabet. The resulting
data is forwarded to the destination. In this mode, propagation
of decoding errors may lead to a wrong decision at the destina⁃
tion. In AF mode, the relaying node simply amplifies the re⁃
ceived signal subject to power constraints [10].

2 System Model
The basic cooperative communication system comprises a

satellite system (S), cooperative terminal (R), and indoor termi⁃
nal (I) (Fig.1). It is assumed that all the links use quadrature
phase-shift keying (QPSK) modulation. Channel gains are giv⁃
en by h = ( hSI,hSR and hRI ). Several relaying protocols and
MRC combining methods are examined to assess their effect
on performance [16]. Different numbers of cooperating termi⁃
nals are used to examine the AF and DF transmission proto⁃
cols.

Cooperative communication typically refers to a system
where users share and coordinate resources it order to improve
transmission quality. To achieve cooperative communication
cooperating terminals can be specifically assigned portable re⁃
lay nodes or other user terminals that temporarily form indoor
system links. An indoor user must also act as a receiver for oth⁃
er cooperating users or terminals.

In the first time slot, the satellite transmits the signal direct⁃
ly to the indoor destination and also to the cooperative termi⁃
nal. In the second time slot, the cooperative terminal uses the
AF or DF cooperative diversity strategy to retransmit the signal
received from the satellite to the indoor terminal.

A fixed AF relaying protocol, often simply called an AF pro⁃
tocol, amplifies the received signal and transmits it to the desti⁃
nation. In phase one, the satellite sends out the signal x with
transmit power Ps. The corresponding received signal ySR at
the cooperative terminal and ySI at the indoor terminal can be
written as [17], [18]:
ySR = Ps hSR x + nSR (1a)
ySI = Ps hSI x + nSI (1b)

where Ps is the transmission power at the satellite; x is the
transmitted signal; nSR and nSI are the additive noise; and
hSR and hSI capture the effects of path loss, shadowing, and
fading between the source and relay and between the source
and destination, respectively. For simplicity, all channels are
modeled as Rayleigh flat fading channels. The additive noise
is white Gaussian noise with zero-mean and variance N0 [19].

In phase two, the satellite remains silent while the coopera⁃
tive terminal amplifies the received signal and forwards it to
the indoor terminal with transmit power Pcoop . The received si⁃
gnal at the destination can be modeled as [16], [17]:
yRI = hRIq( )ySR + nSI (2)

where q(.) depends on which processing is implemented at the
cooperative terminals.
2.1 Maximum Ratio Combining Output SNR

The maximum ratio combining (MRC) is an optimal combin⁃
ing technique with only linear complexity [7]. MRC provides
the best possible performance by multiplying each input signal
with its corresponding conjugated channel gain MRC is based
on the assumption that channel attenuations and phase shifts
are perfectly known [20].

Using MRC at the destination node and based on (2), the
total signal-to-noise ratio (SNR) given by γ =C/N , from the
i th cooperative terminal is [21]:

γ = ||hSI
2 Es
NSI

+∑
i = 1

M

||hSR
2
Es

NSR
. ||hRI

2
Ei

NRI
||hSR
2
Es

NSR
+ ||hRI

2
Ei

NRI
+ 1

(3)

where hSI, hSR and hRI are independent complex Gaussian dis⁃
tributed channel coefficients of the source destination, source-
relay i, and relay i destination channels, respectively. ES and Ei

are the average energy transmitted at the source and ith cooper⁃
ative node, respectively. These can also be considered as the
transmission power, assuming that each transmission has unit
duration. To simplify:
γ = γSI +∑

i = 1

M γSR × γRI
γSR + γRI + 1 (4)

where γSR = ||hSR
2
Es

NSR
, γRI =

||hRI
2
Ei

NRI
and γSI = ||hSI

2 Es
NSI

are
the instantaneous SNRs between satellite and cooperative ter⁃
minal, cooperative terminal and indoor terminal, and satellite
system and indoor terminal, respectively [12], [22].

Assuming all cooperative terminals have the same character⁃
istics; γSI = γSR in (4):
γ = γSI

é
ë
ê

ù
û
ú1 +M γRI

γSI + γRI + 1 (5)

◀Figure 1.
Basic cooperative
communication
system with a single
cooperative terminal.

Satellite system (S)
hSRhSI

hRI

Indoor terminal (I) Cooperative
terminal (R)
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γ = Ps ||hSI
2

N

é
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ê
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ù

û

ú
ú1 +M β 2

i ||hRI
2

β 2
i ||hRI

2 + 1 (6)

where β 2
i i th relay amplifier gain = Pcoopmax

Ps ||hSR
2 +N ; the noise

variance N =KTsysBs ; Ps is the satellite downlink power,
Pcoopmax is the cooperative maximum power, and M is the num⁃
ber of cooperative terminals [23].
2.2 Cell Coverage

If we assume that the cooperative terminal is d km from the
indoor system, then
Pindoor =Pcoop -PL( )d (7)
where PL( )d is the mean path loss at the distance d km,

Pcoop is the average power transmitted by the cooperative termi⁃
nal, and Pindoor is the average power received at the indoor sys⁃
tem (in decibels) [24], [25]. Coverage and required average re⁃
ceived power are inversely related to each other.

3 Basic Principles of Satellite
Communication
Every satellite application becomes effective by building on

the strengths of the satellite link [26]. Terrestrial cellular sys⁃
tems also experience dynamic fading as the subscriber drives
past buildings and trees, under overpasses, or into isolated lo⁃
cations where base stations cannot reach. This fading is very
rapid because it is produced primarily by multipath propaga⁃
tion. The strongest signal that is received may at times be a re⁃
flected signal off of one or more buildings [26]. QoS can be ex⁃
pressed in terms of BER performance, which depends on the
carrier- to- noise (C/N0) density ratio, and service reliability
can be expressed in terms of service availability [27], [28].

Link budgets are calculated in order to analyze critical fac⁃
tors in the transmission chain and optimize performance in ar⁃
eas such as transmission power and bit rate. Link budgets also
ensure that a QoS target can be reached [2], and often help de⁃
termine the ratio of carrier power to noise power at the receiver
input. This ratio is denoted C/N or CNR [29].

In the case of fading in the downlink, the downlink C/N is
(8) [2], [5], [30]:

C
N

=PtGt

Gt

T
æ
è

ö
ø

λ4πR
2 1
kB

1
Ap

(8)
or expressing (8) in decibels:

C
N0

= 10 log( )PtGt - 20 logæ
è

ö
ø

4πR
λ

+
10 logæ

è
ö
ø

G
T

- 10 log Ap - 10 log kB dBWHz
(9)

where N0 is the one- sided noise power spectral density
( dB/W/Hz-1 ) and is equal to N - 10 log( )B , and -10 log Ap
is the atmospheric attenuation in decibels.

Equation (9) is valid for both the uplink and downlink. In
the downlink, ERIP refers to the satellite transmission and G/T
refers to the Earth station or mobile terminal. G/T is the ratio
of receiver antenna gain to system noise temperature, in dB/K,
measured at the input to the receiving system [31]. A signifi⁃
cant condition in digital satellite link design is to ensure that
Eb/N0 is sufficiently large to guarantee that the BER perfor⁃
mance criteria are met. The relationship between C/N and
Eb/N0 is [32]:

Eb

N0
= æ
è

ö
ø

C
N

é
ë
ê

ù
û
ú

1 +αlog2M
(10)

where α is the channel filter roll-off factor, and M is the pos⁃
sible values or signals the phase of the carrier takes in a modu⁃
lation scheme.

The relationship between C/N and SNR is:
SNR = C/N - C

N
= S
N

-Krolloff (11)
where Krolloff ( assumed in DVB-S) is -0.3977 dB.

The minimum mean received signal (carrier power) to noise
spectral density æ

è
ç

ö
ø
÷

C
N0 min

is related to the bit rate Rb via [33],
[34]
æ
è
ç

ö
ø
÷

C
N0 min

≥Rb
æ
è
ç

ö
ø
÷

Eb

N0 min
(12)

where Eb = energy/bit (W), N0 = noise energy density (W/Hz),
and Rb = bit rate (bit/s).
3.1 Estimating SNR Using DAF

To calculate the SNR using DAF, the BER of the link must
be calculated first and translated into an equivalent SNR. BER
of one cooperative link can be calculated as [20], [35]:

BERs,r,I =BERs,r( )1 -BERr,I + ( )1 -BERs,r BERr,I (13)
BER performance for a QPSK modulated signal is given by
SNR = [ ]Q-1( )BER

2 (14)
where Q (.) is the Gaussian-Q function.

4 Indoor Channel
The satellite to indoor propagation channel depends heavily

on the layout and material properties, i.e. the construction ma⁃
terials used for walls, windows and ceilings, of the building
where the receiver is located [36]. Either empirical measure⁃
ments or deterministic channel modeling methods can be used
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to analyze satellite- to- indoor channel. In order to achieve a
good reception it is crucial to know the propagation conditions
inside a room [15]. In this study, the log -distance path -loss
model [37], [38] is considered. The log - distance path - loss
model is a site-general model, and the received power decreas⁃
es linearly with distance on a logarithmic scale:
L( )d = L( )d0 + 10γ log ( d

d0
) +Xs dB (15)

L( )d0 = -120 log( )λ + 20 log( )4π + 20 log (1) (16)
where L (d0) is the path loss at the reference distance (usually
taken to be the (theoretical) free-space loss at 1 m); γ is the
path - loss distance exponent; and Xs is a Gaussian random
variable with zero mean and standard deviation of σ dB.

When Rayleigh fading is applied on a per-bit level, given
by R, the energy per bit to noise power spectral density ratio is

Eb

N0
=Ptx + L( )d +R -N floor (17)

This empirical model takes into account the effects of shad⁃
owing by introducing Xs , which describes the statistical char⁃
acter of slow fading within the indoor link and, as a random
variable, satisfies the long normal distribution with a standard
deviation of σ in decibels [37], [39].

5 Simulation Assumption
Table 1 shows the key parameters for calculating and simu⁃

lating SNR, C/N, Eb/Nb, and cell coverage.

6 Analysis of Simulation Results
In this section, we investigate the effect of cooperative part⁃

ners on the SNR for each of the channels involved in coopera⁃
tive cooperation. That is, we investigate satellite to indoor
channel, satellite to cooperative terminal channel, cooperative

terminal to indoor channel, and satellite to cooperative termi⁃
nal to indoor system channel when the AF and DF cooperative
diversity schemes are used. The results are expressed as BER
versus total SNR at the indoor terminal and cell radius and are
given as a percentage.

BER and equivalent percentage in cell coverage are the met⁃
rics used to test overall system performance in two different
cellular networks. One network is GSM at 900 MHz and the
other is a 3G/WCDMA network at 2100 MHz. Direct transmis⁃
sion from satellite to indoor terminal is simulated ,and coopera⁃
tive transmission using Rayleigh fading channel models and
log-distance path loss model are also simulated. The results of
all these simulations are compared. Computation was done
with MATLAB using QPSK modulation schemes.
Fig. 2 shows that with AF and DF, cooperative relaying pro⁃

vides gains of approximately 1.5 dB and 3.1 dB, respectively,
over direct transmission at BER 10-3. Cooperative communica⁃
tion performs significantly better than direct transmission, and
AF performs better than direct transmission. However, the best
performance is achieved with the DF scheme because with AF
protocol, there is amplified noise in the transmitted signal.

When transmitting directly from the satellite to indoor termi⁃
nal, using the cooperative scheme with AF and DF results in
performance that is 0.6 dB and 1.8 dB away , respectively,
from that when the MRC scheme at a BER of 10- 3 (Fig. 3).
This is expected because the cooperation protocol effectively
realizes a distributed receiver diversity. The direct transmis⁃
sion schemes require higher SNRs in order to provide the same
performance as AF. This approach increases cell coverage in⁃
side the building because higher required average receiving
power lowers coverage (and vice versa), as in (7), (15) and (17).

▼Table 1. Simulation parameters

Parameter
Satellite transponder bandwidth
Satellite downlink frequency

Distance of Earth station to satellite
System temperature

Cooperative terminal maximum power
FEC code rate

Indoor required coverage
Antenna pointing loss
Type of modulation

Satellite maximum EIRP
Cooperative terminal frequency

Standard deviation for office, soft partition

Value
36 MHz
11 GHz

39,000 km
290 K

250 mW
2/3
96%
1 dB
QPSK
100 dB

900 MHz and 2100 MHz
9.6 dB for GSM and 14.1 dB for WCDMA

AF: amplify-and-forward
BER: bit error rate

DF: decode-and-forward
SNR: signal-to-noise ratio

▲Figure 2. Direct transmission vs. different cooperative relaying proto⁃
cols: Performance in terms of BER vs. SNR when a cooperative terminal
located 8 m from the GSM indoor system.
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Fig. 4 shows the BER as a function of SNR for different co⁃
operative communication schemes. So far, the performance
evaluation has only been done for basic satellite and coopera⁃
tive scenarios. These scenarios will be extended to allow com⁃
parison for Eb/N0 in WCDMA indoor terminal. When BER =
10-3 , SNRs are 10.8 dB, 9.2 dB, and 8.6 dB for direct link
from satellite to indoor, AF cooperative scheme, and DF coop⁃
erative scheme, respectively. The SNR values are calculated
using (9), (10), (16), (18) and the values in Table 1.

In the case of DVB-S, we use (9), (10), (16) and Table 1 val⁃
ues. The corresponding C/N for direct transmission, coopera⁃
tive transmission using AF protocol, and cooperative transmis⁃
sion using DF protocol are 11.2 dB, 9.6 dB and 9 dB, respec⁃
tively. The Eb/N0 for direct transmission, cooperative transmis⁃
sion using AF protocol, and cooperative transmission using DF
protocol are 9.6 dB, 8 dB and 7.4 dB, respectively (assuming
modulated QPSK signal and FEC to read Solomon = 2/3). The
target BER 10-3 Eb/N0 improvement is more than 1.6 dB.

One of our goals is to minimize the overall BER of the sys⁃
tems with the cooperative terminal located at different distanc⁃
es from the indoor terminal. Comparing Figs. 4 and 5, at BER
10-3 with AF protocol, the cooperative terminal at 1000 m r⁃
equires 1 dB higher SNR in order to provide the same perfor⁃
mance as at 10 m. Also from Figs. 4 and 5 lower SNR is re⁃
quired when the separation distance between the cooperative
and indoor terminal decreases.

7 Conclusion
In this paper, the simulation results of a cooperative commu⁃

nication system are described for different cooperative proto⁃

cols. These results are compared with the performance results
of a traditional wireless systems operating over a single link (di⁃
rect transmission from satellite to indoor terminal). The BER
performance of all cooperative protocols (using MRC combin⁃
ing type) is better than that of the direct link. When the cooper⁃
ative terminal is located 10 m from the WCDMA indoor termi⁃
nal, the proposed schemes outperform in all cases, with approx⁃
imately 1.2 dB and 2.1 dB gap at BER 10-3 for AF and DF co⁃
operative cases, respectively. Moreover, the position of the co⁃
operative terminal affects overall system performance. The

AF: amplify-and-forward
BER: bit error rate

DF: decode-and-forward
SNR: signal-to-noise ratio

▲Figure 3. BER as a function of SNR for d = 1000 m and GSM
900 MHz indoor terminal.

▲Figure 5. BER vs SNR with a cooperative terminal at 1000 m
(total path loss 140 dB) from WCDMA indoor terminal.

AF: amplify-and-forward
BER: bit error rate

DF: decode-and-forward
SNR: signal-to-noise ratio

▲Figure 4. BER vs SNR with a cooperative terminal 10 m from the
WCDMA indoor terminal.
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best performance is achieved when the cooperative terminal is
located near the indoor terminal. At BER 10-2 and with AF
protocol, the cooperative terminal at 1000 m requires 1.4 dB
higher SNR to provide the same performance at 10 m in a
WCDMA network. Finally, cell coverage is increased by reduc⁃
ing the required average received power.
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Optical transmission technologies have gone through several
generations of development. Spectral efficiency has significant⁃
ly improved, and industry has begun to search for an answer to
a basic question: What are the fundamental linear and nonlin⁃
ear signal channel limitations of the Shannon theory when there
is no compensation in an optical fiber transmission system?
Next-generation technologies should exceed the 100G transmis⁃
sion capability of coherent systems in order to approach the
Shannon limit. Spectral efficiency first needs to be improved be⁃
fore overall transmission capability can be improved. The
means to improve spectral efficiency include more complex
modulation formats and channel encoding/decoding algorithms,
prefiltering with multisymbol detection, optical OFDM and Ny⁃
quist WDM multicarrier technologies, and nonlinearity compen⁃
sation. With further optimization, these technologies will most
likely be incorporated into beyond-100G optical transport sys⁃
tems to meet bandwidth demand.

spectral efficiency; Shannon limit; Gaussian noise; optical sig⁃
nal noise ratio; modulation; nonlinearity compensation

Abstract

Keywords

DOI: 10.3939/j.issn.1673-5188.2013.04.008
http://www.cnki.net/kcms/detail/34.1294.TN.20130923.1023.001.html, published online September 23，2013

Research Papers

W
1 Service and Optical Transmission
Capacity Requirements

ith the rapid development of online video,
large-scale cloud computing, and mobile inter⁃
net, the amount of traffic flowing through tele⁃
com networks will continue to grow. The Min⁃

nesota Internet Traffic Studies and the Discovery Institute in
North America has predicted that the bandwidth demand of in⁃

ternet services has increased 50%- 60% since 1996 [1], [2].
This prediction is fully consistent with the current service de⁃
velopment. Underlying optical transmission technologies have
undergone many changes to meet upper-layer service require⁃
ments. After the breakthroughs in semiconductor lasers and
low-loss single-mode fiber (SMF) in the 1970s, optical trans⁃
mission technologies have been developing rapidly for dozens
of years. Fig. 1 shows the important stages of in this develop⁃
ment. From the 1980s to early 1990s (the first stage of develop⁃
ment), electrical time- division multiplexing (ETDM) was the
core technology. The main technical issue in optical transmis⁃
sion was performance stability of optical components such as
lasers and filters. The invention of the Erbium-doped fiber am⁃
plifier (EDFA) in the 1990s and the first commercial use of 8 ×
2.5 Gbit/s wavelength- division multiplexing (WDM) in 1996
were important milestones along the path to improving optical
fiber capacity. Optical fiber has evolved from early loss-reduc⁃
tion optical fiber to first-order and second-order dispersion-
managed fiber (DMF). Dispersion-shifted fiber (DSF) and non⁃
zero dispersion- shifted fiber (NZDSF) have also emerged.
These developments have greatly helped overcome linear im⁃
pairments in optical fibers; they have made long- distance
transmission possible; and they have dramatically improved
the spectral efficiency of optical signals. At this stage, optical
signal modulation, coding, detection, and L- band utilization
are the main hotspots in optical transmission research.

The third technological leap occurred during the mid to late
2000s. The rapid development of silicon- based electronic
chips and maturing of signal processing technologies reinvigo⁃
rated the coherent detection, which are now core components
for digital signal processing (DSP) assisted optical coherent

This work is supported by National High-Tech Research and Development
Program of China under Grant No. 2013AA010501.
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▲Figure 1. The evolution of optical communication technologies for
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transmission. Solutions to dispersion compensation; PDM; dis⁃
persion recovery; and carrier frequency, phase and clock syn⁃
chronization have all been found from the coherent receiver
chip based on a DSP algorithm. This has increased the spectral
efficiency of optical signals to 2 bit/s/Hz, and optical transmis⁃
sion has entered the stage of digital coherent transmission of
four-dimensional orthogonal signals (i.e. X-polarized and Y-
polarized I and Q signals). To further improve spectral efficien⁃
cy, QPSK modulation has been evolved to multilayer signaling
modulation, such as 16-QAM. Multicarrier multiplexing tech⁃
nologies, such as OFDM, Nyquist WDM, and electric and opti⁃
cal variants, have become hot research topics, and attempts
have been made to use these commercially. Channel- coding
technologies have also incorporated soft- decision forward er⁃
ror correction (FEC), which improves the signal decoding quali⁃
ty so that the technologies are compatible with multiple nodes
and do not affect transmission distance. Optical fiber capacity,
efficiency, and transmission distance needs to be balanced
with different levels of complexity and cost.

Nonlinear impairment is another technical problem to be
tackled. There are a variety of nonlinear, digital-domain com⁃
pensation methods, such as digital back propagation (DBP).
However, compensation algorithms are difficult to implement
in chips because such algorithms are complex. Therefore, com⁃
pensation algorithms are still being studied in the labs. New
optical fibers have evolved to SMFs with increased effective ar⁃
ea (ULEA) and reduced propagation loss (ULL). A standard
SMF has relatively more difficult nonlinear phase- matching
conditions because of the existence of large dispersion; thus, it
more tolerant than NZDSF to nonlinearity effect. In the future,
SDM is likely to become a technological turning point for fur⁃
ther increasing capacity. Multicore and multimode fibers
(MMFs) still need to be technically improved, and many fac⁃
tors need to be researched. Generally speaking, MMFs have
been experimentally shown to have superior performance and
are thus predicted to be used widely in future applications.

Before SDM is used, requirements related to ubiquitous ser⁃
vice growth and during technological development need to be
taken into account. Three basic questions need answering:
What is the fundamental optical fiber capacity? What is the
highest possible spectral efficiency within 4-5 THz bandwidth
at band C? What modulation and coding technologies can ap⁃
proach the ideal upper limit? In the subsequent sections, we
try to answer these questions.

2 Shannon Limit

2.1 Linearity
Claude E. Shannon described channel system capacity in

1948 [5]. Shannon’s description focused on the additive white
Gaussian noise (AWGN) channel, which can reliably transmit
information at the upper signal- rate limit. In other words,

when the signal rate is lower than the theoretical Shannon lim⁃
it, complex (but effective) modulation and coding technologies
can be used for reliable transmission. The applicable prerequi⁃
site is that the input power is limited and the noise variance is
not zero. The basic relationship is defined in the following
equation:

where C is the system capacity, B is the channel bandwidth,
SE is the system capacity per bandwidth (also called spectral
efficiency). The signal-to-noise ratio (SNRs) is the ratio of the
energy per symbol to noise and is given by

where ES represents the energy per symbol, RS represents the
symbol rate of a signal, P = ES RS , and NO represents the noise
power spectral density. For every bit,

where log 2M is the number of bits per symbol, M is the size of
the alphabet, and Eb is the energy per bit. Fig. 2(a) shows sev⁃
eral typical modulation formats for a memoryless single polar⁃
ization single channel in terms of the linear Shannon limit of
the SNR function per symbol, (based on Gaussian noise distri⁃
bution). This figure shows that all modulation formats are con⁃
verged to their own spectral efficiencies as the SNR per sym⁃
bol is increased. In Fig. 2(b), as the dotted lines are increased,
the high-order modulation format approaches the Shannon lim⁃
it, and the SNR per symbol poses higher requirements for
reaching saturation. In addition, QAM formats, such as PSK
and ASK, converge much faster than phase modulation formats
because of different Euclidean distances when the 16- PSK
with 16-QAM curves are compared.

This theory can be applied to optical communication [6], [7].
Using the one dimension polarization space, optical signal SEs
can be doubled. At the same time, the SNR per symbol or the
SNR per bit can be replaced by the OSNR:

where OSNR 0.1 nm is the OSNR in 0.1 nm. Fig. 2 (b) shows the
dual-polarization Shannon limits of the OSNR per bit function
for several modulation formats. This figure also shows that com⁃
mercial systems have evolved through multiple generations of
technology to approach the Shannon limit. These systems have

SE = C /B
= log 2 (1+SNRS ) or (1)

SE = log 2 (1+SNRb × SE )

SNRS = P /NORS
= ES /NO

(2)

SNRb= Eb / NO
= SNRS / log 2M (3)
= SNRS / SE

OSNR 0.1nm = P / 2NaseBref
= SNRbRb / 2 × 12.5 GHz

or (4)
OSNRb = P / 2NaseRb

= SNRS /(2×SE )
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evolved through the early strength modulation and Reed-Solo⁃
mon FEC coding to the later differential binary phase- shift
keying (DBPSK) and FEC coding/decoding technologies. The
required OSNR per bit has been reduced while the SE has in⁃
creased. The RZ-DPSK + TPC point is closest to the experi⁃
mental Shannon limit in the case of non- coherent receiving.
The shaded area in Fig. 2(b) is the space the SE can be en⁃
hanced (i.e. improved OSNR) using QPSK or 16-QAM, more
complex FEC technology, and the DSP algorithm.
2.2 Non-Linear Requirements

Unlike in a wireless channel, an optical fiber demonstrates
the non-linear Kerr effect when there is high input power. This
significantly changes the refractive index, which introduces
the nonlinear effects, such as the self- phase modulation
(SPM), cross-phase modulation (XPM), and four-wave modula⁃
tion (FWM) of an optical fiber. Therefore, there are two bound⁃
aries in a non-linear optical channel. In the case of low power,
a nonlinear optical channel is limited by amplified spontane⁃
ous emission (ASE) noises from optical amplifiers. In the case
of high power, the nonlinear effect of an optical channel con⁃
trols the achievable channel capacity. In nonlinear conditions,
the noise within the whole signal bandwidth needs to be consid⁃
ered, and interchannel interaction has a severe effect. Fig. 3(a)
shows the highest spectral efficiency of the EDFA link in the
optimized Gaussian constellation diagram of signal distribution
and without nonlinear compensation. Fig. 3(b) shows the ef⁃
fects of Raman amplification. These two figures also show com⁃
parisons of commonly used SMFs with NZDSFs over 1000 km
and 2500 km. Fig. 3(a) shows some parameters of the main op⁃
tical fibers and components. There are two distinct features:
The maximum value of the same optical fiber is reached at the
same EDFA (SMF = - 1.3 dBm, NZDSF = - 4 dBm) or RA

(SMF = -9 dBm, NZDSF = -11.7
dBm), irrespective of the trans⁃
mission distance. Over the same
transmission distance, SMF is su⁃
perior to NZDSF because NZDSF
has a higher nonlinear coefficient
and smaller dispersion in favor⁃
able nonlinear phase- matching
conditions. A Raman amplifier
(RA) link is better than an EDFA
link over the same transmission
distance. However, it is easy to ig⁃
nore in Raman link because the
whole link stably provides a high-
power level and lower nonlineari⁃
ty tolerance, and its input power
is lower than that of the EDFA
link. When comparing the bene⁃
fits of an RA link with those of an
EDFA link, these factors need to

be taken into account.
The basic physical parameters remain unchanged. Fig. 4(a)

2520151050

6

5

4

3

2

1

0
SNR per Symbol (dB)

16QAM

8PSK16PSK
QPSK

BPSK

30

10.0

10

1.0

0.1 50-5

2pol.16QAM

2pol. QPSK

1pol. BPSK

2003: DBPSK with
iterative decoding

2000: OOK with
concatenated RS/BCH

RZ-DPSK+TPC

1993: OOK with RS

OSNR/Bit (dB)

BCH : Bose-Chaudhuri-Hochquenghem channel modulation formatBPSK: binary phase-shift keyingDBPSK: differentiated binary phase-shift keyingDPSK: differentiated phase-shift keyingOOK: on-off keyingPSK: phase-shift keying

QAM: quadrature amplitude modulationQPSK: quadrature phase-shift keyingRS: Reed-Solomon channel modulation formatRZ: return to zeroTPC: turbo product code

▲Figure 2. a) Single-polarization and b) dual-polarization linear Shannon limits of typical modulation formats.

(a) (b)

Spe
ctra

lE
ffic

ien
cy

(bit
s/s/

Hz)

Spe
ctra

lE
ffic

ien
cy

(bit
s/s/

Hz)

Shannon
capacity limit

Shannon
capacity limit

Modern undersea
systems

EDFA: Erbium-doped fiber amplifier
NZDSF: nonzero dispersion shift fiber

SMF: single-mode fiber

▲Figure 3. Nonlinear limits of the EDFA link and RA links.

(a) Non-Linear Limit of the EDFA Link

16

Input Power (dBm) 10

14

12

10

8

6

4 86420-2-4-6-8-10

SMF 1000 km
NZDSF 1000 km
Shannon Limit 1000 km
SMF 2500 km
NZDSF 2500 km
Shannon Limit 2500 km

MajorParameters
Loss(dB/km)

Dispersion(Dpsnm km)
Non-LinearCoefficient(1/W/km)
Notice Figure(dB)

SMF
0.2
17
1.31
5

NZDSF
0.2
3.8
1.68
5

16

Input Power (dBm) 10

14

12

10

8

6

4 50-5-10-15-20-25

SMF 1000 km
NZDSF 1000 km
Shannon Limit 1000 km
SMF 2500 km
NZDSF 2500 km
Shannon Limit 2500 km

(b) Non-Linear Limit of the RA Link

Spe
ctra

lE
ffic

ien
cy

(bit
s/s/

Hz)
Spe

ctra
lE

ffic
ien

cy
(bit

s/s/
Hz)

December 2013 Vol.11 No.4 ZTE COMMUNICATIONSZTE COMMUNICATIONS 55



Research Papers

shows the relationship between the transmission distance (in⁃
cluding access, metro, long-distance, and transoceanic subma⁃
rine communication networks) and the SE of two optical fibers
using different amplification mechanisms. As the distance in⁃
creases, SE diminishes linearly. When the transmission dis⁃
tance decreases by three orders of magnitude from the subma⁃
rine communication to the access, there is only a threefold in⁃
crease in SE. Therefore, it is very difficult to increase the SE of
an optical communication network. In addition, a Raman or
standard SMF performs better than an NZDSF. Fig. 4 (b)
shows the highest possible SE of the EDFA and RA links when
the nonlinear coefficient of the optical fiber is changed over
1000 km. When the nonlinear coefficient decreases from ten
orders of magnitude to three orders of magnitude, there is only
a threefold increase in SE. Fig. 4(b) also shows the location of
a standby SMF. When the EDFA is amplified, the SE reaches
10 bit/s/Hz, and the RA reaches 14 bit/s/Hz.

3 Forward-Error Correction Channel
Coding and Decoding
Despite the impact from the modulation format and nonlin⁃

ear effect, FEC is another very powerful tool to enhance trans⁃
mission performance. FEC is a channel coding/decoding tech⁃
nology that has evolved through three generations of technolo⁃
gy: from the early classic Reed-Solomon (255, 239) hard-deci⁃
sion with 6 dB coding gain to a cascade coder and crossing/iter⁃
ating/convolutional decoder with an additional 2-3 dB coding
gain. Current FEC technology has soft-decision turbo product
code (TPC) or low- density parity check (LDPC) with larger
than 11 dB net coding gain (NCG). Another fundamental ques⁃
tion comes up: what is the theoretical limit of the FEC coding
and decoding process? Fig. 5 shows the maximum theoretical
limit of an optimal soft/hard decision FEC with different pro⁃
portions of overhead. It is easily seen that when the overhead
increases from 25% to 150% , the theoretical NCG increases

by 2.3 dB. With different proportions of over⁃
head or code rate, the difference between a soft-
decision FEC and a hard-decision FEC is ap⁃
proximately 1- 2 dB. The mathematical algo⁃
rithm of the soft decision is mature; however, it
was not actually used in optical communica⁃
tions until the processing speed, power con⁃
sumption, and integration level of semiconduc⁃
tors matured. Decreasing the error floor (EF)
and using more complicated decoding technolo⁃
gies can further improve soft-decision FED for
approaching the theoretical coding gain limit.

4 Key Technologies for
Approaching the Shannon Limit
Although besides the adoption of new optical

fibers with low non-linearity and ultra low loss and complicat⁃
ed soft- decision FEC to improve transmission performance,
The other key technologies for approaching the Shannon limit
include more complex modulation formats and effective nonlin⁃
ear compensation. In addition, an enhanced algorithm that cre⁃
ates signals with memory can also break the existing Shannon
limit of memoryless signals.
4.1 More Complex Modulation Format

From the Shannon limit curve, the greater the amplitude and
phase modulation (e.g. from QPSK to 16-QAM), the closer the
constellation diagram approaches the optimized Gaussian dis⁃
tribution and the closer the theoretical limit becomes to the
Shannon limit. Signals from 8-QAM, 16-QAM, 32-QAM to
256-QAM formats have been demonstrated in the laboratory.
However, the transmission symbol rate and distance are very
limited because of high OSNR requirements and high imple⁃
mentation costs. Fig. 6 shows the OSNR BER curves of multi⁃
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ple modulation formats. Comparing QPSK with 16-QAM and
256-QAM, the required OSNR of 6.7 dB is different from that
of 18.6 dB when the BER is 1 × 10- 3. This means a shorter
transmission distance (Fig. 4).
4.2 Multisymbol Simultaneous Detection from

Memoryless Signals to Memory Signals
The memory signals refers to the intersymbol correlation

within the time domain (e.g. intersymbol interference (ISI) re⁃
sulting from dispersion or strong filtering). This correlation
leads to intersymbol energy penetration and exchange. In this
case, the best decision criterion is not the single symbol or bit
decision but the multisymbol sequence detection decision,
which can be implemented through a DSP algorithm such as
maximum likelihood sequence estimation (MLSE) or maximum
a posteriori (MAP). The algorithm for simultaneously detecting
strong filter signals (e.g. diminishing the signal power and
bandwidth to 0.8 W or even 0.5 W by using the original filter
with the W bandwidth) with the sequence detection at the re⁃
ceiver can exceed the theoretical Shannon limit for the signals
without any memory in the same modulation format. The pre-
filtered QPSK and 16-QAM are shown in Fig. 7. The transmis⁃
sion capability of 50% filtered QPSK signals is already ap⁃
proaching 16-QAM. In terms of hardware and algorithm, how⁃
ever, the complexities of the transmitter and the receiver are
significantly increased.
4.3 Sinc-Function-Shaped Signals

By proactively introducing the intersymbol interference, a
strong filtering is to use simultaneous multi-signal detection at
the receiving end to improve spectral efficiency. By ideally in⁃
troducing the zero- cost interchannel interference (ICI) or ISI
in the frequency or time domain, a similar technology can
come closer to the Shannon limit through spectrum shaping at

the sending end. Fig. 8 shows the OFDM and Nyquist
WDM [13] in the frequency domain (spectrum) and in the
time domain (pulse). Coherent orthogonal frequency-divi⁃
sion multiplexing (CO-OFDM) indicates that the ideal ISI
of the rectangular-shaped transmission pulse is zero in the
time domain; however, in the frequency domain, each sig⁃
nal can be demodulated without any impairment because of
the orthogonality of CO- ODFM (even though multiple
Sinc- function- shaped subcarriers overlap). In this do⁃
main, the Nyquist WDM is rectangular, and its ideal ICI is
zero. In the time domain, each carrier channel carries Sinc-
function-shaped signals. These two technologies have be⁃
come the first choices for establishing a super channel.
4.4 Nonlinear Compensation

Because of nonlinearity, performance is degraded al⁃
though OSNR is increased, and the work region enters the
nonlinear area accordingly when the input power is in⁃

creased high enough (Fig. 9). Nonlinear compensation can im⁃
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prove the optimum input power, and can be used to approach
the Shannon limit and improve system transmission capacity.
Nonlinear compensation algorithms include MLSE, Volterra se⁃
ries equalizer, digital backward propagation (DBP), and radio
frequency (RF) pilot tone [14], [15]. Without further algorithm
simplification, MLSE and Volterra methods are difficult to be
applied in 100G systems (or higher) for nonlinear compensa⁃
tion because of hardware implementation. The DBP method
with Fourier Transform (FT) can compensate for the SPM. In⁃
terchannel XPM compensation requires the information of the
entire optical fiber channel. If its steps and algorithm were im⁃
proved, DBP would be the first choice for use in a dispersion-
compensation channel. Some studies in optical OFDM systems
have proven that the RF pilot tone can compensate for SPM
and XPM to some extent. These algorithms are not completely
separated but can be used together. Before they can be used in
a real commercial system, the complexity associated with im⁃
plementing them needs to be lowered. Meanwhile, system per⁃
formance also needs to be maintained.

5 Conclusion
The Shannon limit is a fundamental theory in the communi⁃

cation systems. With the rapid increase of signal bandwidth for
various services, underlying optical transmission technologies
have gone through several technical evolutions. For the reason⁃
able transmission distance, higher requirements have been put
on spectral efficiency (i.e. total optical fiber transmission ca⁃
pacity). Under this context, besides the evolution of optical fi⁃
ber like multi-core or multi-mode fiber, technologies for ap⁃
proaching the Shannon limit have become the research hot⁃
spots. These technologies include more complicated modula⁃
tion format, channel coding and channel decoding; pre-filter⁃
ing and associated simultaneous multisymbol detection algo⁃

rithms; CO-OFDM and Nyquist WDM multicarrier technolo⁃
gies; and compensation solutions for fiber nonlinearity. With
the optimization of these technologies individually or collec⁃
tively and advancement of semiconductor chips, Next beyond-
100G systems will approach the Shannon limit more closely to
meet future bandwidth demands.
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