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QoE Modeling and Applications for Multimedia Systems

Wenjun Zeng and Weisi Lin

QoE Modeling and Applications for
Multimedia Systems

▶ Wenjun Zeng
Wenjun Zeng (zengw@missouri.
edu) is a professor and the director
of the Mobile Networking and Multi⁃
media Communications Lab in the
Computer Science Department, Uni⁃
versity of Missouri. He received his
BE degree from Tsinghua Universi⁃
ty, his MS degree from the Universi⁃
ty of Notre Dame, and his PhD de⁃
gree from Princeton University. His

research interests include mobile computing, social media
analysis, semantic search, distributed source/video coding,
3-D analysis and coding, multimedia networking, and con⁃
tent and network security. He is the editor of MultimediaSecurity Technologies for Digital Rights Management
(Elsevier, 2006) and has been granted 15 US patents.

Prior to joining the University of Missouri in 2003, he
worked for PacketVideo Corp., Sharp Labs America, Bell
Labs, and Panasonic Technology. He is an associate editor
of IEEE Transactions on Information Forensics and Securi⁃ty, IEEE Transactions on Circuits and Systems for VideoTechnology, and IEEE Multimedia Magazine. He is also
on the Steering Committee of IEEE Transactions on Multi⁃media. He is a fellow of the IEEE.

▶ Weisi Lin
Weisi Lin (wslin@ntu.edu.sg) re⁃
ceived his PhD from King’s Col⁃
lege, London. He was the lab head
of visual processing at Infocomm
Research, Singapore, and also act⁃
ing manager of the media process⁃
ing department at the same insti⁃
tute. Currently, he is an associate
professor in the School of Computer
Engineering, Nanyang Technologi⁃
cal University, Singapore. His re⁃

search interests include image processing, perceptual qual⁃
ity evaluation, video compression, multimedia communica⁃
tion, and computer vision. He has published more than
200 refereed papers in international journals and confer⁃
ences proceedings.

He is on the editorial boards of IEEE Transactions onMultimedia, IEEE Signal Processing Letters, and Journalof Visual Communication and Image Representation. In
2012, he was the lead guest editor of a special issue ofIEEE Journal of Selected Topics in Signal Processing on
perceptual signal processing. He chairs the IEEE MMTC
Special Interest Group on Quality of Experience and is an
elected Distinguished Lecturer of APSIPA (2012/3). He
holds the PCM 2012 Lead Technical Program Chair and a
Technical Program Chair for IEEE ICME 2013. He is a fel⁃
low of Institute of Engineering Technology and an honor⁃
ary fellow of the Singapore Institute of Engineering Tech⁃
nologists.

Improving the quality and experience perceived by the user is fundamental when de⁃
veloping multimedia technologies, products, and services. Quality of experience
(QoE) involves subjective perception, user behavior and needs, appropriateness, con⁃
text, and usability of delivered content. Modeling QoE is critical for enhancing QoE
in various multimedia applications. In this special issue, we present the latest devel⁃

opments, trends, challenges, and practices in QoE modeling and applications for multimedia
systems. The seven expert papers in this special issue come from academia and industry.
They present some of latest developments in QoE modeling and assessment for emerging sce⁃
narios such as 3D video, streaming and cloud systems, user generated content, and mobile us⁃
er experience.

We start with two papers that address the problems in 3D QoE assessment and perceptual⁃
ly-driven compression. In“Methodologies for Assessing 3D QoE: Standards and Explorative
Studies,”Chen et al. describe the fundamentals of existing subjective video quality assess⁃
ment methods that are the starting point for 3DTV QoE assessment. The authors discuss po⁃
tential methods for assessing QoE in stereoscopic 3DTV, focusing mainly on multidimension⁃
al QoE indicators and common features of subjective assessment. In“3D Perception Algo⁃
rithms: Towards Perceptually Driven Compression of 3D Video,”Hu et al. highlight the dif⁃
ferences in perceptual effects between 2D and 3D video. They then share their ideas about
3D video coding and transmission, taking into consideration 3D visual attention, 3D just-no⁃
ticeable-difference, and 3D texture synthesis modeling. We hope that these two papers
prompt further thinking about emerging 3D signal processing.

QoE estimation and modeling has been an important tool for improving user experience in
multimedia communication systems. In“Estimating Reduced-Reference Video Quality for
Quality-Based Streaming Video,”Atzori et al. analyze reduced-reference algorithms for
modeling signal distortion, modeling the human visual system, and analyzing the video signal
source. The authors then discuss the practical use of these reduced-reference techniques for
monitoring and controlling quality in streaming video systems. As the mobile cloud comput⁃
ing paradigm emerges, QoE has become a much more important issue to investigate. In“Hu⁃
man-Centric Composite-Quality Modeling and Assessment for Virtual Desktop Clouds,”Xu
et al. propose a novel reference architecture and discuss its use in modeling and assessing ob⁃
jective user QoE within virtual desktop clouds. This architecture avoids the need for expen⁃
sive and time-consuming subjective evaluation.

With the widespread use of smartphones, digital cameras, imaging software, photo-sharing
sites, and social networks, the amount of user-generated content has grown tremendously. In
“Assessing the Quality of User-Generated Content,”Winkler compares the traditional ap⁃
proaches to assessing quality of user-generated content with new approaches. Some sample
applications are also discussed. In“An Improved Color Cast Detection Method Based on
Ab-Chromaticity Histogram,”Lu et al. propose a new method for evaluating the quality of an
image in order to improve color cast detection. This is a necessary step before further image
processing, such as white balance, is applied.

Energy consumption is a big issue for mobile devices and services. In“Battery Voltage
Discharge Rate Prediction and Video Content Adaptation in Mobile Devices on 3G Access
Networks,”Mkwawa and Sun propose a way of performing visual content adaptation that
saves energy. A regression model is used to predict the battery voltage discharge rate in VoIP
applications. This is an interesting attempt. Optimizing user experience with a limited bat⁃
tery is challenging for practical system design (starting from algorithm development).

The guest editorial team would like to thank all authors for submitting their high-quality
work to this special issue. We would also like to thank the reviewers whose hard work and ex⁃
pert contributions have ensured the quality of this issue. We hope you enjoy reading these
fine quality papers.

I
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Methodologies for Assessing 3D QoE:
Standards and Explorative Studies

S
1 Introduction

tereoscopic 3D television (S-3DTV) has created new
technical challenges, especially in the provision of
good quality of experience (QoE) along the delivery
chain. S-3DTV has been rigorously marketed, and

many people now have 3D-capable displays. However, the
take-up of 3D content is still low. People still do not naturally
prefer to watch 3D content. Mastering QoE is crucial for the
widespread acceptance and success of S-3DTV.

QoE assessment is not only important in the selection of vid⁃
eo bitrates, S-3DTV display techniques, and video encoders in
the specification process; it is also important for producing 3D

content that provides real added value compared with 2D.
Evaluating good QoE in S-3DTV is an urgent and important
task. In both academia and industry, subjective assessment
has been the most direct way of evaluating QoE. This involves
using well-defined methods to conduct experiments with ob⁃
servers. However, subjective assessments are mainly focused
on picture or video quality. In S-3DTV, the criterion of picture
quality mainly relates to the structural and textual characteris⁃
tics of 3D pictures and does not, by itself, encompass all the vi⁃
sual characteristics that need to be taken into account to en⁃
sure good QoE. It does not include enhanced depth perception
and visual comfort. In moving from 2D to 3D, testing condi⁃
tions such as viewing distance, display calibration, and content
selection need to be reviewed.

2 ITU Recommendations and the
Foundations of Video Quality Assessment
Standardized subjective quality assessment has a long histo⁃

ry. In 1974, the ITU published ITU-R BT.500 Methodologyfor the subjective assessment of the quality of television pic⁃tures. This recommendation has been revised several times
and is still the most widely used recommendation on image
quality assessment. In 2007, ITU published ITU-R BT.1788Methodology for the subjective assessment for video quality inmultimedia application [1]. This describes non-interactive sub⁃
jective methods for evaluating the quality of multimedia and
data broadcasting applications comprising video, audio, still
pictures, text, and graphics. The main difference between
ITU-R BT.500 and ITU-R BT.1788 is that ITU-R BT.500 is
for subjective assessment of television pictures (large video for⁃
mat) and ITU-R BT.1788 is for subjective assessment of video
quality for multimedia (reduced picture format).

ITU-R BT.500 specifies the common features and methods
for subjective quality assessment (Table 1). Common features
are the general conditions necessary to conduct subjective
quality assessment. The assessment method refers to the proto⁃
col used to evaluate a particular question in a subjective quali⁃
ty assessment. ITU-R BT.1788 shares some specifications of
ITU-R BT.500, but some features are adapted for multimedia
application. For example, there is more flexibility with the
viewing distance, which can be constrained or unconstrained.
2.1 ITU Common Features

To avoid unreliable results in subjective assessment, ITU-R
BT.500 specifies the following:
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Mastering quality of experience (QoE) is key to the widespread
adoption of stereoscopic 3DTV (S-3DTV). However, assessing
QoE of S-3DTV is not straightforward. Methods for determining
observer experience need to be clearly defined and sufficiently
robust. In this paper, we present state-of-the-art subjective
QoE assessment for S-3DTV. We present conventional stan⁃
dardized ITU recommendations for evaluating picture quality
and discuss new ITU activities in the area of S-3DTV assess⁃
ment. We also present and discuss explorative studies from the
literature. We then introduce ways of using conventional quality
assessment for S-3DTV QoE assessment. In discussing our pro⁃
posal, we mainly focus on QoE indicators and common features
of subjective assessment. Multidimensional QoE indicators
need to be used in S-3DTV to highlight advantages and reveal
problems. In the second part of our proposal, we discuss the re⁃
quirements for adapting ITU-R BT.500, a conventional subjec⁃
tive QoE assessment method, ITU-R BT.500, for assessing QoE
of S-3DTV are presented.

stereoscopic 3DTV; quality of experience; subjective assessment



• general viewing condition. Environment luminance (room
lighting and background chromaticity) screen luminance,
display brightness and contrast calibration, display resolu⁃
tion review, viewing observation angle, and viewing dis⁃
tance are specified.

• source signals. These should be of optimum quality for the
television standard used. To obtain stable results, it is cru⁃
cial that there are no defects in the reference part of the pre⁃
sentation pair. The source signals are directly shown to the
observer as the reference picture or they are input into the
system being tested.

• selection of test materials. The number and type of test
scenes are critically important for interpreting the results of
the subjective assessment. New systems often depend heavi⁃
ly on the content of scenes or sequences. The number and
type of test scenes should be selected to provide a reason⁃
able generalization to normal programming. The spatial and
temporal perceptual characteristics of a scene can be mea⁃
sured to determine the complexity of a scene.

• range of conditions and anchoring. Most assessment meth⁃
ods are sensitive to variation in the range and distribution of
visible conditions; therefore, in viewing sessions, the full
range of distortions being tested (or extreme examples as an⁃
chors) should be shown to cover the wide range in quality.

•observers. There should be at least 15 non-expert observers
who are screened for visual acuity, color vision, and other vi⁃
sual anomalies prior to a viewing session.

•instruction for the assessment. Assessors should be carefully
briefed on the method of assessment, types of impairment or
quality factors likely to occur, grading scale, and timing.
Training sequences should demonstrate the range and type
of impairments being assessed. The training sequences
should not be the same scenes as those used in the actual
test but should have comparable content and degradation.

• test session. A test session should last up to half an hour.
Dummy presentations should be used to stabilize the observ⁃
er’s opinion. If several sessions are necessary, the presenta⁃
tions should be random, but the under test conditions, the
presentations should be ordered so that any effects on the
grading of tiredness or adaption are balanced out from ses⁃
sion to session.

•presentation of the results. This must include details of the
test configuration, test materials, type of picture source and
display monitors, number and type of assessors, reference
system used, grand mean score for the experiment, original
and adjusted mean scores, and 95% confidence interval.

2.2 ITU Quality⁃Assessment Methods and Scales
There are two classes of subjective assessment: quality as⁃

sessment and impairment assessment. The former establishes
the performance of a system in optimal conditions; the latter es⁃
tablishes the ability of a system to retain quality in non-opti⁃
mal conditions.

ITU-R BT.500 also provides a collection of methods for dif⁃
ferent assessment problems. In general, four different methods
are proposed to assess the quality of still images or short video
sequences of 10 seconds. These methods are double-stimu⁃
lus-continuous-quality-scale (DSCQS), double-stimulus im⁃
pairment scales (DSIS), single-stimulus, and stimulus-compar⁃
ison. The recommended rating scales for these methods are
shown in Table 2.

In DSCQS, observers assess the overall image quality from a
series of image pairs, each of which comprises an unimpaired
(reference) and an impaired image (test). The two images are
presented one by one, each for 10 seconds. This process is re⁃
peated twice. During the second run through, observers are
asked to rate the overall quality of each image. The presenta⁃
tion structure is shown in Fig. 1. DSIS is similar to DSCQS but
involves the use of impairment scales.

In the single-stimulus method, observers assess the quality
of each image in the stimulus set individually. In stimu⁃
lus-comparison scaling, a series of image pairs, including all
possible combinations of the two images in the stimulus set or
just a sample of all possible image pairs, are presented. Ob⁃
servers compare the two images in each image pair and assign
a relationship using a comparison scale (Table 2).

For longer video sequences of between 60 s and 20 mins,

▼Table 1. Specification of subjective quality assessment in ITU-R BT.500

Common features

Assessment method

General viewing condition
Source signals
Selection of test materials
Range of conditions and anchoring
Observers
Instruction for the assessment
The test session
Presentation of the results
Particular method should be used to address particularassessment problems.

▼Table 2. ITU-R BT.500 recommendation rating scales
DSCQS Continuous Quality Scale Comparison Scale of Stimulus-Comparison

-3
-2
-1
0
+1
+2
+3

Much worse
Worse
Slightly worse
The same
Slightly better
Better
Much better

Excellent
Good
Fair
Poor
Bad

A B

Single Stimulus Quality Scale
5
4
3
2
1

Excellent
Good
Fair
Poor
Bad

DSIS and Single Stimulus Impairment Scale
5
4
3
2
1

Imperceptible
Perceptible, but not annoying
Slightly annoying
Annoying
Very annoying
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single-stimulus continuous quality evaluation (SSCQE) and si⁃
multaneous double stimulus for continuous evaluation (SD⁃
SCE) methods are suggested.

In SSCQE, observers continuously assess the quality of a
long video sequence by moving a handset slider. The slider is
time sampled, typically at two samples per second. Its range is
usually 0 to 100 and corresponds to the DSCQS continuous
quality scales. SSCQE is used to assess video that contains
scene-dependent and time-varying impairments.

SDSCE is similar to DSCQE, but two stimuli are presented
at the same time. SDSCE is used to judge the difference in fi⁃
delity between the reference video sequence and the test se⁃
quence. When the fidelity is perfect, the slider should be at
100; when there is no fidelity, the slider should be at 0.

In ITU-R BT.1788, subjective assessment methodology for
video quality (SAMVIQ) is proposed for assessing the video
part of multimedia codecs or systems. SAMVIQ derives from
DSCQS, which can be used to efficiently assess a large range
of image qualities because it provides reliable discrimination
at both high and low quality levels [3].

SAMVIQ allows both hidden and explicit references in a
multi-stimulus test environment. Fig. 2 shows SAMVIQ test or⁃
ganization. All the stimuli are accessible in a multi-stimulus
form. Besides the explicit reference, all the stimuli (with hid⁃
den reference and different algorithms) are randomly ordered.
The observer can choose the order of viewing the stimuli, re⁃
view them, and change ratings if necessary. Each stimulus is
compared to an explicit reference in order to determine the
best quality that can be achieved in the test. The observer
gives a rating using a slider that is graded from 0 to 100 and
corresponds to a rating of bad, poor, fair, good and excellent. A
maximum of 15 s is necessary to get a stable, reliable quality
score for each stimulus [3], [4]. The quality evaluation is car⁃
ried out scene after scene.

3 Subjective QoE Assessments for S-3DTV:
ITU Activities and Explorative Studies

3.1 ITU Evolution Towards Quality Assessment of
S-3DTV

The original ITU-R BT.500 specification does not cover

S-3DTV assessment. In 2000, ITU published ITU-R
BT.1438: Subjective assessment of stereoscopic television pic⁃tures [5]. This standard describes
•assessment factors. General factors such as resolution, color

rendition, motion portrayal, overall quality, and sharpness,
are assessed in monoscopic television pictures. To these are
added new factors, such as depth resolution, depth motion,
puppet theatre effect, and cardboard effect, which are specif⁃
ic to stereoscopic television.

•assessment methods. The methods of ITU-R BT.500 can be
used for evaluating the quality of stereoscopic images or vid⁃
eos.

•viewing conditions. The display frame effect (i.e. windows vi⁃
olation), inconsistency between accommodation and conver⁃
gence (minimum value of depth of focus as ± 0.3 diopters),
and camera parameters (camera separation, camera conver⁃
gence angle, focal length of lens) should be taken into ac⁃
count when determining viewing conditions.

•observers. Besides vision tests mentioned in ITU-R BT.500,
stereopsis test should be conducted to screen observers.

•test materials.
The ITU-R BT.1438 standard is still does not specify many

new characteristics of S-3DTV and how to assess them. Thus,
ITU-R SG6 WP6C and ITU-T SG9 have addressed Question
Q.2 and Q.12, respectively, for finding a more adequate way to
assess S-3DTV. The recent recommendations (draft) from
ITU-R SG6 WP6C and ITU-T SG9 are listed in the Table 3[6].

The Video Quality Expert Group (VQEG) has been an active
contributor to most of the questions of ITU-T SG9. VQEG es⁃
tablished a new project called 3DTV to investigate how to sub⁃
jectively assess 3DTV video quality. The most recent ITU rec⁃

T1

◀Figure 1.
Presentation
structure of DSCQS
and DSIS Variant II
according to ITU-R
BT.500.

▲Figure 2. SAMVIQ test organization [3] .

Scene 1
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ommendation, ITU-R BT.2021: Subjective methods for the as⁃sessment of stereoscopic 3DTV systems, was published in Au⁃
gust 2012 [7]. Compared with ITU-R BT.1438, ITU-R
BT.2021 highlights primary perceptual dimensions (picture
quality, depth quality, and visual (dis)comfort) as well as addi⁃
tional perceptual dimensions (naturalness, and sense of pres⁃
ence).
3.2 Explorative Studies

Besides international standardization activities, many explor⁃
ative studies have been conducted over the past decade to bet⁃
ter understand and assess the QoE of stereoscopic images.

In [8], the authors discuss the human factors in 3DTV. Sub⁃
jective evaluation criteria were proposed to guide the develop⁃
ment of 3DTV services. In [9], Wöpking conducted a subjec⁃
tive experiment to assess the annoyance caused by impair⁃
ments in stereoscopic images. A single-stimulus impairment
scale with nine different disparity levels and five levels of
background resolution was used. In [10], Ijsselsteijn et al. in⁃
vestigated the effect of camera parameters and display dura⁃
tion on subjective evaluation of stereoscopic images. The au⁃
thors used single-stimulus methods with a numerical scale
from one to ten, where one is the lowest level and ten is the
highest level of the attribute. Observers were asked to rate
quality of depth and naturalness of stereoscopic images. In
[11], Yano et al. used SSCQE with a quality scale to subjective⁃
ly test visual comfort. Two 15-minute video sequences, (a 2D
video and a stereoscopic video) were used as stimuli. In [12]
and [13], Meester et al. identified underlying attributes of im⁃
age quality and quantified the perceived strengths of each attri⁃
bute. They described how the principles of quantitative quality
measurement of 2D image quality can be applied to 3DTV. In
[14], Kooi and Toet used the DSIS Variant I method and a
five-level scale of discomfort to assess the visual discomfort
created by visual asymmetries in stereoscopic images. This
scale is: 1) equal viewing comfort; 2) slightly reduced viewing
comfort; 3) reduced viewing comfort; 4) considerably reduced
viewing comfort; 5) extremely reduced viewing comfort. In
[15], Yano et al. used a five-level visual fatigue scale and
changed accommodation and convergence to evaluate the view⁃

er’s subjective fatigue level after an hour of stereoscopic view⁃
ing. The scale in [15] is: 5) I am not tired; 4) I sense a little
tired; 3) I am a little tired; 2) I am tired; 1) I am very tired. In
[16], Emoto et al. proposed that the change of fusional ampli⁃
tude and accommodation response is a valid indicator of visual
fatigue. In [17], Seuntiëns et al. used a single-stimulus assess⁃
ment method with a five-level quality scale to assess the natu⁃
ralness of viewing 3D images. In [18], the same authors investi⁃
gate perceptual attributes of crosstalk in 3D images. The same
single-stimulus assessment method with five-level scale was
used to assess perceived image distortion and perceived visual
strain. In [19], the same authors still used the single stimulus
method but with different scales to assess the effects of sym⁃
metric and asymmetric JPEG coding and camera separation.
Perceived overall image quality was rated according to the
ITU’s five-level quality scale, and the eye strain was rated ac⁃
cording to the ITU’s five-level impairment scale. Perceived
sharpness and depth were rated using a numerical scale from
one to five. No adjectives were used on the depth and sharp⁃
ness scale. In his PhD thesis, Seuntiëns summarized all his
studies and proposed a perceptual model for 3D visual experi⁃
ence (Fig. 3) [20].

In [21], a questionnaire on the five main factors for visual fa⁃
tigue was proposed. In [22], an electroencephalography (EEG)
signal was used to detect visual fatigue. In [23], image quality;
naturalness, depth perception; and viewing experience for ste⁃
reoscopic images with different camera baseline distances,
blur levels, and noise levels were rated using a single-stimu⁃
lus method and the ITU quality scale. In [24] and [25], Gold⁃
mann et al. established a stereo image and video database.
They used a single-stimulus method with continuous quality
scale to evaluate the quality of stereoscopic images in the pro⁃
posed database. In [26], Strohmeier et al. used a method that
combined psychoperceptual evaluation (acceptance of quality,
overall satisfaction, 3D impression) and qualitative attribute
elicitation (perceived overall image quality and perceived
depth) to attain a holistic understanding of 3D audiovisual
quality in mobile 3D devices. In [27], a paired comparison
method and autostereoscopic display was used to understand
the affect of depth rendering on QoE. In [28], the authors as⁃
sessed the quality, depth, and naturalness perceived in the un⁃
compressed and compressed stereoscopic images. They con⁃
cluded that both perceived quality and perceived depth need
to be known in order to assess 3D QoE. Naturalness was found
to be highly correlated to quality. Table 4 summarizes all of
the previously mentioned studies.
3.3 Discussion

Conventional ITU standards such as ITU-R BT.500 do not
cover the new characteristics of S-3DTV. The adapted ITU-R
BT.1438 only covers a limited number of S-3DTV characteris⁃
tics. New questions about subjective assessment for S-3D vid⁃
eo have been raised, and new ITU activities on evaluating QoE

▼Table 3. Recommendation for subjective assessment of S-3DTV

Recommendation
ITU-R BT.[3DTVSubMEth]

ITU-T P.3D-sam

ITU-TJ.3D-fatigue
ITU-TJ.3D-disp-req

Title
Subjective Methods for the Assessmentof Stereoscopic Three-DimensionalTelevision (3DTV) systems
Subjective assessment methods for 3Dvideo quality

Assessment methods of visual fatigueand safety guideline for 3D video

Display requirements for 3D videoquality assessment

Content
Recommendation coveringsubjective assessmentmethods for 3DTV
Recommendation regarding3D assessment methods forthe current 3D environment
Visual fatigue and safetyassessment guideline for 3Dvideo
Requirements for displaysused for 3D assessmenttesting
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for 3D video are now underway.
Explorative studies on assessing QoE for S-3DTV have re⁃

sulted in three main observations:
1) In many studies, different indicators, or subjective attri⁃

butes, were used to measure QoE of stereoscopic images.
These attributes include amount of depth, quality of depth,
texture quality and sharpness, visual comfort, visual fa⁃
tigue, viewing experience (overall image quality or visual
experience), naturalness, presence, and enjoyment [29].
There are no common definitions for some QoE indicators;
for example, depth may refer to the amount of depth [23] or
the quality of depth [10]. Image quality may refer to texture
quality [23] or overall image quality [24], [25]. In fact, it is
difficult to accurately compare studies; however, a common
understanding of S-3DTV QoE assessment can be drawn
from explorative studies. Conventional quality indicators
are not sufficient to determine QoE for S-3DTV, and multi⁃
dimensional QoE indicators are required.

2) The subjective test environment was different for each of the
subjective experiments. For general viewing conditions, var⁃
ious types and sizes of S-3DTV display were used, often
without specification of the calibration process and lumi⁃
nance. The rule of determining viewing distance varied. Oc⁃
casionally, test materials were not precisely specified. Most
of the studies did not follow the recommendations of ITU-R
BT.500 and ITU-R BT.1438, perhaps because the general
viewing conditions proposed by ITU-R BT.500 are not suit⁃
able for 3D applications. This also makes it more difficult
to compare studies.

3) There are still no common methods to assess visual fatigue.
In the development of new standardized subjective QoE as⁃

sessment methods, these three observations must be taken into
account. Reliable specifications must be created to guide sub⁃
jective assessment and achieve reliable, comparable, and re⁃
peatable subjective experiential results.

4 Towards Comprehensive Adaptation of
Subjective QoE Assessment for S-3DTV
Conventional subjective quality assessment methodologies

need to be adapted to S-3DTV. Because S-3DTV QoE is mul⁃
tidimensional, multiple QoE indicators are required. Moreover,

when specifying common features for the assessment of
S-3DTV images, new factors in S-3DTV need to be consid⁃
ered because they might affect QoE.

In this section, we propose and define multidimensional
QoE indicators for S-3DTV. Then, we discuss new factors that
need to be considered for comprehensive subjective assess⁃
ment of S-3DTV QoE. The traditional way of evaluating QoE
involves assessing overall visual quality; however, this is not
sufficient for determining the advantages and disadvantages of
stereoscopic images. Image quality does not encompass per⁃
ceived depth and visual comfort. One of the common conclu⁃
sions from the literature presented in the previous section is
that S-3DTV QoE should be considered multidimensional. We
propose the following QoE indicators to assess S-3DTV QoE:
• 2D image quality. This is the quality of texture rendering

without regard to depth.
• depth quantity. This is the amount of perceived depth in⁃

duced by the combination of monocular and binocular depth
cues.

•visual discomfort. This is caused by eye strain, dry eyes, and
fusion difficulties. Variation in visual comfort can be also
perceived as the sensation of vision difficulties.

•depth rendering. This is the quality of the perceived depth
and depends on the observer’s preferred basic depth recon⁃
struction criteria. It is mostly related to stretching or com⁃
pression of the real scene in the reconstructed scene and al⁃
so affects the shapes of objects.

•naturalness. This is an evaluation of whether the scene more
or less represents reality.

•visual experience. This is the overall QoE of the images (in
terms of immersion) and the overall perceived quality.
By the definition of the above six QoE indicators, we can

separate these indicators into two levels (Fig. 4). The high⁃
er-level concept QoE indicators, such as visual experience,
naturalness, and depth rendering, can be a complex combina⁃
tion of different cognition and perception decisions. The low⁃

▲Figure 3. Model of 3D visual experience.

▼Table 4. Overview of the explorative studies on QoE of S-3DTV

QoE Indicators
Texture quality andsharpness
Amount of depth
Quality of depth

Visual comfort, Eyestrain and VisualAnnoyance
Visual fatigue
Viewing experience,overall image quality,visual experience
Naturalness
Presence and enjoyment

Methods
Single stimulus
Single stimulus
Single stimulus,paired somparison

Single stimulus,SSCQE, DSIS

Questionnaire, objective measurement (e.g. EEG)

Single stimulus

Single stimulus
Single stimulus

Scales
ITU-R quality scalewith or without adjectives
Numerical scale(0-5)
Numerical scale (0-10)
ITU-R impairment andquality scale, adaptedimpairment scale fromITU-R

ITU-R quality scale

Numerical scale(0-10),ITU-R quality scale
ITU-R quality scale

Studies
[19], [20], [23], [28]
[10], [19], [23]
[26], [27], [28]

[9], [11], [14], [19]

[15], [16], [21]

[17]-[20], [23]-[26]

[10], [17], [18],[20], [23], [28]
[20]

3D visual experience

Naturalness

Image Quality Visual comfortDepth

March 2013 Vol.11 No.1ZTE COMMUNICATIONS06

Special TopicSpecial Topic
Methodologies for Assessing 3D QoE: Standards and Explorative Studies
Wei Chen, Jérôme Fournier, Marcus Barkowsky, and Patrick Le Callet



er-level QoE indicators comprise the basic QoE indicators,
which may provide a direct link to the technical parameters,
such as image quality, depth quantity, and visual comfort.

In our studies [30]-[32], we designed subjective QoE experi⁃
ments to understand how varying basic QoE indicators affects
other quality indicators. The results led to a proposal for model⁃
ing higher-level concepts, such as depth rendering, natural⁃
ness and visual experience. A 3D QoE indicator, denoted QoE,
may be represented as a weighted sum of 2D image quality
(IQ ), depth quantity (D ), and visual comfort (VC ):

The above indicators are used to determine short-term or in⁃
stant opinion of the QoE of stereoscopic images. Long-term of
viewing of S-3DTV images may induce visual fatigue and af⁃
fect QoE of S-3DTV. Thus, visual fatigue can be used as a
long-term QoE indicator and is defined as a decrease in perfor⁃
mance of the visual system. It is an objectively measurable cri⁃
terion that is particularly valuable for determining long-term
adaptive processes of the visual system.

However, methods for measuring visual fatigue are being in⁃
vestigated, and no common methods currently exist.
4.1 New Factors Affecting Assessment of S-3DTV QoE

For subjective quality assessment, environmental setups, as
those described in ITU-R BT.500, do not cover the new char⁃
acteristics of S-3DTV. Thus, conventional methods need to be
adapted to accommodate the new factors of S-3DTV. In this
section, we discuss new factors that affect S-3DTV QoE assess⁃
ment based on ITU-R BT.500 recommendation (Table 1).

1) General Viewing Conditions
•luminance and contrast ratio. Additional optical instruments

for 3D viewing (e.g. glasses and filters) reduce luminance.
We previously found that luminance reduces by up to 70%
for 3DTV systems with active glasses and about 50-60% for
polarization 3DTV systems [32]. This should be taken into
account when measuring peak luminance. In [33], at least
30 cd/m2 was suggested as the minimum luminance for
S-3DTV displays in order to sustain the depth of focus and
guarantee basic depth sensation. Moreover, crosstalk is not
only an annoying artifact, but it also affects the final contrast
ratio. Thus, the display measurement and calibration should
be specified.

•background and room illumination. When the display is po⁃
sitioned too close to a wall, objects with uncrossed disparity

in the screen may appear to be inside the wall. This may
cause conflicts between the depth illusion from S-3DTV
and the reality of the room. However, some researchers have
also argued that this should not be a problem because peo⁃
ple can recognize an S-3DTV display as a visual window.
Further research is required to solve this problem. More⁃
over, room illumination may need to be defined more pre⁃
cisely for different 3DTV techniques. For example, the fre⁃
quency of neon lighting depends on the local grid frequency.
When using S-3DTV with active shutter solutions, interfer⁃
ence between refresh frequency of the active shutter and the
frequency of the neon light may induce serious flickering
and eye stress.

•monitor resolution. Overall display resolution, per view reso⁃
lution, and stereoscopic resolution should be considered as
aspects of the monitor resolution. Spatially multiplexed
S-3DTV displays have reduced spatial resolution. More⁃
over, the physical pixel distribution may not be uniform, and
pixels belonging to the same view may not be positioned on
a Cartesian grid. Time-multiplex displays have reduced tem⁃
poral resolution. Temporal asymmetries and temporal lumi⁃
nance distribution problems can also occur. It is still an
open question as to how the viewer perceives these changes
in resolution. In [34], the depth resolution was assessed, and
perceived depth voxels and perceived depth range were de⁃
fined. In [35], stereoscopic resolution was defined as the
number of planes of voxels within a certain depth range (±
100 mm around the display plane).

• viewing distance. Three times the height of the screen for
HDTV and six times the height of the screen for SDTV were
recommended in ITU standards BT.710 [36] and BT.500.
Manufacturers often recommend a designed viewing dis⁃
tance (DVD) that differs from the ITU standards. In some
cases, for example, autostereoscopic displays, 3D can only
be viewed at the DVD. The preferred viewing distance
(PVD) was recommended in BT-500 for 2D viewing in home
environments. In [37], a subjective test shows that PVD is a
function of different parameters, such as human visual acu⁃
ity, screen size, picture resolution. In [33], perceived binocu⁃
lar depth is a function of binocular disparity scaling and
viewing distance. Changing the viewing distance changes
the binocular depth perception. Thus, depth perception
should be added as a new component for the PVD function.

•viewing position. 3D geometrical distortions (e.g. shear dis⁃
tortion caused by a sideways movement of the observer [38])
can affect how a viewing position is chosen. Luminance re⁃
duces more severely when the observation angle increases.
This also applies to motion parallax, which is seen on multiv⁃
iew autostereoscopic displays. The viewing position is limit⁃
ed to certain positions in front of the display. If viewers are
not in the right position, left and right view images are not
correctly perceived in the left and right eye. Crosstalk or re⁃
versal of left and right images may occur.▲Figure 4. 3D QoE models.

QoE = (α·IQ ) + (β·D ) + (γ·VC ) (1)

2D image quality Depth quantity Visual comfort

High level 3D QoEs
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•depth rendering. This is the way in which a display repre⁃
sents the perceived depth based on the input video. Depth
rendering has been shown to significantly affect the QoE for
autostereoscopic displays [27]. At the display side, depth
rendering depends on viewing distance, content disparity,
and display properties. Moreover, constraints cause by the
comfortable viewing zone should be taken into account for
depth rendering.
2) Source Signals

• video format. Various 3D representation formats are avail⁃
able in the literature. These formats include conventional
stereo video, 2D-plus-depth, format, multiview video
(MVC) and multiview video plus depth format (MVD), layer
depth video (LDV), and depth-enhanced stereo (DES). For
frame-compatible formats such as top-and-bottom and
side-by-side, reducing resolution may affect quality. Our
study [32] showed that side-by-side format provides better
visual experience than top-and-bottom format for line-in⁃
terleaved display, especially for interlaced scan content. To
optimize 3DTV QoE, interaction with 3D display technique
should be taken into account when selecting a 3D represen⁃
tation format. For formats based on depth maps, the quality
of the rendered novel views is still not comparable to native
stereo views. This even applies to the LDV format [39], [40].
Video format and view synthesis algorithm still need to be
specified.

•video format conversion. Conversion between the previously
mentioned video formats is lossy in most cases. For exam⁃
ple, information for occluded objects is systematically lost if
2D-plus-depth-format with a single layer of depth is con⁃
verted to conventional stereo video format [39]. The amount
of loss depends on the implementation used. Minimum accu⁃
racy should be defined for the format conversion by provid⁃
ing a validation test set.
3) Selection of Test Materials

• video content complexity. For 2D video, ITU-T P.910 de⁃
fines the spatial perceptual information (SI) and the tempo⁃
ral perceptual information (TI) as main elements of 2D vid⁃
eo complexity [41]. Some new measurements, called depth
perceptual information (DI), should complement these two
measurements. With DI, spatial and temporal maximum dis⁃
parity and average disparity in pixels may be considered.
Adding a third dimension to the video content complexity al⁃
so requires more standardized video sequences; for exam⁃
ple, further shooting sessions are required to generate the
new reference scenes with various complexity levels that
take into account SI, TI, and DI.

•content acquisition and calibration. Stereoscopic distortion,
such as puppet theater effect and cardboard effect [42], is
an impediment to comfortable viewing and is a key factor
that needs to be considered in content acquisition [43].
Moreover, view asymmetry, such as misalignment of camera
positions, magnification between views, and desynchroniza⁃

tion of color, may be induced by different sources. Because
view asymmetries can induce visual artifacts and might re⁃
sult in visual discomfort, calibration of stereoscopic images
is important [32].
4) Observers

• number. The number of observers depends on sensitivity
and the required reliability of the experiments. In [44], indi⁃
vidual differences in susceptibility are still unclear. The
viewers' opinion was reported to be not as stable for 3D as it
was for 2D. Thus, an increase in the number of observers
might be required to guarantee the reliability of the test.
The minimum number of 15 observers recommended in
ITU-BT.500 may not be sufficient.

•viewer’s stereopsis performance. About 10-15% of the pop⁃
ulation cannot properly perceive binocular depth cues;
therefore, additional optometric tests should be done to eval⁃
uate the viewer’s binocular vision. ITU-R BT.1438 recom⁃
mends different vision tests (VTs) for assessing binocular vi⁃
sion.
5) Test Session

• viewing duration. The reference in ITU-R BT.500 for
short-duration 2D video samples is 10 s. For the transition
to 3D, there are two conflicting viewpoints. One viewpoint
is that because S-3DTV more closely resembles natural hu⁃
man viewing behavior, less time is needed to judge the qual⁃
ity. The other viewpoint is that more time is needed be⁃
cause more information is contained in the additional di⁃
mension of S-3DTV, and the viewer is used to 2D displays.
For a short duration test, the presentation time had little ef⁃
fect on subjective evaluation results; however, only 5 s and
10 s were tested [10]. Further studies are required on view⁃
ing duration in subjective tests.

6) Analysis of Test Results
•viewer factor. A statistical analysis needs to be done in or⁃

der to reject an incoherent viewer. For S-3DTV, subjective
test results may be more sensitive to individual preferences;
therefore, multimodal viewer distributions might need to be
analyzed.

•multidimension indicator analysis. Using indicators such as
QoE, depth sensation, and visual comfort for 3D requires
new methods summarization and statistical analysis meth⁃
ods, and test results need to be carefully interpreted. of ob⁃
jective models for 3D video quality.
7) Test Methods

• visual fatigue. This is an objectively measurable quantity.
Several approaches to assess visual fatigue have been inves⁃
tigated. Such approaches include optometric tests of visual
function, electroencephalography (EEG) and event-related
potential (ERP) [22], eye tracking considering visual inter⁃
est, snapshots of visual discomfort (in the form of question⁃
naires before and after viewing [21]), and continuous assess⁃
ment of comfort [11]. These efforts may lead to standardized
procedures and recommendations.
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• subjective QoE indicator. Multidimensional QoE indicators
should be used to assess QoE of S-3DTV. Particular indica⁃
tors should be used to assess particular problems in
S-3DTV. Moreover, interactions between different QoE indi⁃
cators should be well specified.
New factors affecting the subjective assessment of S-3DTV

are summarized in Table 5. Further experiments are needed on
most of these new factors.

5 Conclusion
In this paper, we have reviewed the current status of QoE as⁃

sessment and have drawn several observations. First, conven⁃
tional subjective quality assessment methods are not sufficient
for evaluating the quality of stereoscopic images. ITU and
VQEG are currently working on new subjective quality assess⁃
ment methods for such contexts. Apart from standardization ef⁃
forts, several explorative studies have been done on different
topics considering very different QoE indicators. However,
there are no common definitions for these QoE indicators.
Moreover, the viewing environment and conditions vary be⁃
tween studies, and this makes it more difficult to draw compari⁃
sons. We investigated multidimensional QoE indicators, in⁃
cluding 2D image quality, depth quantity, visual comfort,
depth rendering, naturalness and visual experience, and visual
fatigue. We discussed comprehensive adaptations of subjective
QoE assessment for S-3DTV. New factors in 3D need to be
considered when developing QoE assessment methods for
S-3DTV. Such factors will help define new subjective QoE as⁃
sessment methodologies for 3DTV stereoscopic images. These
methods have already been successfully applied on the produc⁃
tion side. Orange has developed a capture-monitoring system
currently used by stereographers and post producers. This tool
is successful mostly because it is based on carefully designed
QoE experiments that follow the proposed framework in this pa⁃
per. Nevertheless, this framework still needs to be challenged
through use in other parts of the delivery chain.

▼Table 5. New factors affecting subjective assessment for S-3DTV

Feature

Generalviewingconditions

Source signals

Selection oftest materials

Observers

The test session

Test Resultsanalysis

Test method

Factors
Luminanceand contrast ratio
Background androom illumination
Monitor resolution

Viewing distance

Viewing position

Depth rendering
Video format
Video format conversion
Video content complexity
Content acquisitionand calibration
Number
Viewer’s stereopsisperformance
Viewing duration
Viewer factors
Multidimensionindicators analysis
Visual fatigue
Subjective QoE indicator

New factors
Luminance reduction caused by additional opticalinstrument, minimum luminance necessary tosustain DOF, contrast ratio affected by crosstalk
Minimum distance between display and backgroundnecessary, technology of room illumination critical
Recommendation of minimum values for spatial andtemporal per view resolution and stereoscopicresolution
Designed viewing distance (DVD) fixed by displaymanufacturer and adding depth perception factorinto preferred viewing distance (PVD)
Avoidance of 3D geometrical distortion, luminancereduction, suboptimal viewing position forautostereoscopic displays
Upper bounds for Depth Of Focus and binoculardisparity
Requirements for depth representation formats
Specification of accuracy for conversion
Measurement tools for depth complexity of content
Consider stereoscopic distortion and constrain ofvisual comfort in content acquisition, calibration ofstereoscopic images to avoid view asymmetries
Re-evaluation necessary to guarantee stability andreliability of results
Measurement of stereopsis, accuracy, oculardifferences etc.
Re-evaluation of duration for presentation, voting,session length
Rejection criteria, detection of bimodal distributions
Statistical methods for analysis, e.g. relation,interaction and combination of subjectivelymeasured QoE indicators
Objective measurement of visual fatigue
Multidimensional QoE indicators
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3
1 Introduction

D TV provides an immersive visual experience, and
the development of 3D TV technologies has hastened.
New video formats such as multiview and multiview
plus depth (MVD) were designed for 3D perception

[1]. 3D introduces new requirements, such as disparity adapta⁃
tion between different display screens, 2D to 3D conversion,
3D error concealment, and 3D rendering. All of these require
3D video perceptual processing algorithms [2]. The huge
amount of 3D video data also has created challenges in com⁃
pression and storage. Many proposed 3D video compression al⁃
gorithms exploit the statistic redundancy of the 3D video; how⁃
ever, coding performance is improved by increasing the compu⁃
tational complexity, which eventually creates a bottleneck. Be⁃
cause human eyes are the final receivers of a stereoscopic
scene, human perception plays a part in designing high-effi⁃
ciency coding algorithms for 3D video.

Integrating human visual perception into the general 2D vid⁃
eo coding framework is an open issue [3]. In [4], structure simi⁃
larity and content saliency information was incorporated into
the distortion metric, and 10.14% bit rate was saved with simi⁃
lar subjective perception. In [5], details of many percep⁃
tion-based coding methods are discussed. 2D percep⁃
tion-based coding algorithms are mature; however, 3D percep⁃
tion-based coding algorithms are in still in their infancy. In
[6], a novel depth coding method was proposed. The authors
took into consideration the fact that distortion around object
edges leads to serious artifacts. In [7], the authors highlighted
the importance of incorporating the quality of synthesized color
video into the distortion metric when encoding the depth video.
The 3D perception model should integrate the specific visual
perception difference between 2D and 3D. In this paper, we an⁃
alyze the features leading to perception difference for 3D and
review existing works in which 3D perception is integrated into
the coding framework.

The main difference between 3D and 2D perception is depth
perception; stereoscopic vision is created via binocular cues
such as conflicts, fusion, and rivalry [8]. Binocular conflict aris⁃
es from inherently ambiguous sensory signals. Although 3D
perception still exists when binocular conflict occurs, visual
switching between left eye and right eye is uncomfortable [2].
Visual attention models can relieve discomfort by reducing the
conflict in salient regions. Two images shot from different an⁃
gles are displayed for each eye. When two monocular images
have different luminance or contrast but share a common polar⁃
ity, the fused average of the two monocular components leads
to binocular fusion [8]. Binocular rivalry occurs when dissimi⁃
lar monocular stimuli are presented to the corresponding reti⁃
nal locations of the two eyes [9]. Because these binocular cues
exist, the visual attention regions are shifted, and the just-no⁃
ticeable-difference values in 3D video are different to those
for 2D video human perception. For a comfortable 3D TV expe⁃
rience, 3D perception coding algorithms attempt to show those
binocular effects accurately. Bandwidth is another critical fac⁃
tor that affects 3D TV experience. Depth-image-based render⁃
ing (DIBR) has been proposed to synthesize the virtual videos
of different perspectives and save bit rate in 3D video encod⁃
ing. However, there may be holes in the synthesized video be⁃
cause the occluded regions in the original view become visible
in the synthesized view [10]. Approaches based on texture syn⁃
thesis and texture masking are taken to recover holes in the
synthesized video [11].

In section 2, we give an overview of state-of-the-art 3D per⁃
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ception models and briefly discuss the usefulness of these mod⁃
els briefly. In section 3, we describe some 3D visual percep⁃
tion algorithms that perform well. In section 4, we analyze and
compare the previously discussed 3D perception models. Sec⁃
tion 5 concludes the paper.

2 3D Perception Algorithms
Achieving high-quality 3D TV is a hot research topic. As

well as bandwidth and processing steps, depth perception also
affects human 3D visual experience. 3D perception models are
used to address human visual issues such as disparity adapta⁃
tion between different display screens, 2D to 3D conversion,
3D error concealment, and 3D rendering [2]. Existing 3D per⁃
ception models explain binocular effects from the angle of sub⁃
jective experimentation and modeling. Here, we describe the
current status of the 3D perception models.
2.1 Just-Noticeable Difference Models for 3D Video

Just-noticeable difference (JND) models for 3D images have
recently been proposed to accurately estimate redundancy in
visual perception. A depth JND model proposed [12] demon⁃
strated why human beings are not sensitive to varied depth val⁃
ues. With the development of 3D image processing technolo⁃
gies, the depth JND model, which only measures the depth per⁃
ception difference, is not sufficient. A 3D image JND model for
describing the total stereoscopic perception is necessary. In
[13], a binocular JND (BJND) model was proposed to describe
the basic binocular vision properties of asymmetric noises in
paired stereoscopic images. This was the first binocular JND
model in which luminance adaption and contrast masking were
taken into account. The model was verified in a formal psycho⁃
physical experiment, and the results showed that the JND val⁃
ues could be accurately obtained using the model. However,
the model was constructed on the assumption that the disparity
was zero; therefore, the model was not suitable for normal bin⁃
ocular stereo images with nonzero disparity. In [14], a joint
JND (JJND) model was proposed to separately measure the sen⁃
sitivity difference of occlusion and non-occlusion regions, tak⁃
ing into account the fact that occlusion regions at the object
edges are more visually sensitive. This model addressed the
problem caused by ignoring disparity, and more accurate JND
values were assigned for human visual perception. However,
JND values are affected by differing human visual sensitivity
to different stimuli [15]. Using depth intensity as the only influ⁃
encing factor does not result in precise visual sensitivity.
Depth intensity and depth contrast, both of which significantly
affect human visual perception, need to be explored when
building a 3D image JND model.
2.2 3D Visual Attention Models

Region-of-interest algorithms can guide bit rate allocation
during 3D video coding. Depth perception plays an important

role in 3D video viewing, and this probably affects the location
of the region of interest. In [16], the saliency region was deter⁃
mined using the scene depth derived from 2D saliency algo⁃
rithms. According to the center-surround mechanism, a salien⁃
cy map was created by extracting low-level features from the
images. The depth map was treated as another low-level fea⁃
ture and was linearly integrated into the overall saliency mod⁃
el. However, the model was not validated by standard subjec⁃
tive experiments, and did not refer to the binocular effect. In
[17], binocular rivalry in 3D perception is discussed. Directly
adapting 2D saliency algorithms for use in 3D video introduces
new problems; therefore, a region-of-interest map based on a
hierarchical model can be generated from basic and special
features [17]. Although the model gives the displacement of
the region of interest based on binocular effects, the response
of each eye is treated independently. A perceptual model for
disparity is given in [18]; however, it is more accurate to calcu⁃
late visual saliency based on depth perception. Wang con⁃
structed a model for quantifying depth bias for free viewing of
still stereoscopic video [19]. In [20], a bottom-up visual salien⁃
cy model was proposed for 3D video. The 3D visual hierarchi⁃
cal model was extended by treating the depth map as an extra
clue. Depth was incorporated into the saliency map that was
built by integrating color, orientation, and motion contrast fea⁃
tures.

However, in this model, binocular rivalry, binocular combi⁃
nation, or binocular confl ict were not taken into account. The
author demonstrated the model by using eye tracking to ana⁃
lyze stereoscopic filmmaking [21]. The eye tracking mecha⁃
nism allows the model to be compared with ground-truth re⁃
sults from 3D visual saliency models. In [22], a saliency model
was created by solving the temporal coherence problem in 3D
visual perception. However, in this paper, we focus on spatial
consistency in 3D saliency models.
2.3 Texture-Synthesis Models

MVD or multiview video (MVV) generates a greater amount
of data for transmission and storage compared with convention⁃
al 2D video. To address this problem, 3D video coding needs
to have high compression efficiency. However, the difference
between the 3D and 2D video features makes it difficult to use
2D encoding algorithms for 3D video. In general, it is advanta⁃
geous to use the depth video to assist in the coding of the color
video.

There are structural similarities between the depth image
and color image, which means that objects at the same location
in the images share the same motion information. In [23], a
method of sharing motion information between the depth video
and texture video was proposed. The motion vector of the tex⁃
ture video was split and recombined for motion compensation
in the depth video. However, the method results in only slight⁃
ly better coding performance in low-bitrate scenarios. In [24],
view synthesis prediction was proposed for multiview video
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coding, and rate distortion was optimized to guide the coding
process. This optimization was based on view synthesis predic⁃
tion and was shown to improve coding gain. Depth im⁃
age-based rendering was done to synthesize the virtual videos
of different perspectives and to reduce the coding bit rate. En⁃
coding bit rate is reduced by increasing decoding complexity.
Occluded regions in the original videos are properly displayed
in the virtual videos. In [25], a novel non-parametric tex⁃
ture-synthesis-based approach was proposed to fill the holes
in the synthesized video. The method takes into account the
statistical dependencies of a sequence by a background sprite,
and unknown regions are recovered using the image content.

3 Details of Some Algorithms that Perform
Well
Here, we describe state-of-the-art models for 3D percep⁃

tion. 3D visual attention models can be integrated into the en⁃
coding framework as the guide for bit-rate assignment. 3D
JND models are frequently used to filter encoding distortion.
Models based on texture synthesis are proposed to fill the
holes in synthesized video that arise a result of texture mask⁃
ing. The 3D-perception coding algorithms accurately describe
binocular effects.
3.1 Just-Noticeable Difference Algorithms

In the conventional 2D JND model in [26], luminance adap⁃
tation and contrast masking are non-linearly summed by
weight to obtain the JNDs. The luminance adaptation describes
the visibility threshold in terms of background luminance (We⁃
ber’s law) [27]. Contrast masking arises because the visibility
of a spatial object can be reduced in the presence of a neigh⁃
boring object:

where JND 2d (x,y) is the 2D image JND; LA(x,y) and CM(x,y)
are the visibility thresholds for luminance adaptation and con⁃
trast masking, respectively; and C LC (x,y) is the effect of over⁃
lapping of two factors for 0 < C LC (x,y) ≤ 1. The factors of the
2D JND could also work in the 3D-image JND. A joint JND
(JJND) model was built on the assumption that the occlusion in⁃
troduces stronger depth perception and leads to smaller JNDs.
Therefore, the JNDs were calculated by dividing the image into
occlusion and non-overlapped regions [14]. The 3D JND mod⁃
el is shown in Fig. 1 [9] and is given by

where α is set to 0.8, and β (x, y ) derives from the depth of a
pixel [14]. When the pixel belongs to an occluded area,Wocclusion = 1. The method used to judge whether a pixel is in an

occluded area is described in [28].
3.2 Building the Depth Saliency Model

The visual attention values of video content are calculated
by simulating the human visual perception mechanism in tradi⁃
tional 2D video saliency models. The prominent difference be⁃
tween 2D and 3D imaging is depth perception. Depth affects
saliency by making the pop-out areas of a 3D image more at⁃
tractive to the human eye than concave regions and by making
areas with inconsecutive depth or higher depth contrast more
attractive to the human eye. All of these areas are more visual⁃
ly stimulating [20]. The depth saliency model in [20] is used to
obtain the depth saliency map, which is the same size as the
original image, and each pixel of the map corresponds to each
depth attention value. First, we calculate the depth from the
horizontal disparity map. Then, the depth intensity and depth
contrast are weighed to obtain the final depth saliency map
(Fig. 2).

In the first step, a stereo-matching algorithm based on color
segmentation is used to calculate the disparity map that repre⁃

JND 2d (x, y) =LA(x, y) +CM(x, y)-C LC (x, y)·min{LA(x, y), CM(x, y)} (1)

JJND (x,y ) = (2)JND 2d (x, y )·α Wocclusion = 1JND 2d·β(x, y ) otherwise{

▲Figure 1. JJND model.

JJND: joint just-noticeable difference

▲Figure 2. Generation of the depth-saliency map.
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sents the relative depth between the two views. The vertical
disparity is assumed to be zero. The next step is to translate
the disparity map into a depth map:

where F is the focal length of the camera, B is the baseline dis⁃
tance between adjacent cameras, disp is the disparity of the
corresponding object in the neighbor view video, and Z is the
depth value of the distance between the object and camera in
the scene.

The depth saliency can be calculated using (3). The intersec⁃
tion of the two cameras creates a zero-disparity plane that is
the default screen for 3D TV. The pop-out objects correspond
to negative disparity, and the concave objects correspond to
positive disparity. Depth is inversely proportional to disparity.
Then, depth is quantized as an 8-bit value, where 0 is the far⁃
thest object and 255 is the nearest object. The degree of salien⁃
cy decreases monotonically with the distance of the objects;
the nearer the objects, the more sensitive the human visual per⁃
ception. Therefore, the depth is mapped into the range between
a minimum and a maximum value through non-linear quantiza⁃
tion [29]:

where ɑ is the integer less than or equal to α; z f and zn are the
farthest and nearest depth values, respectively; z f = Bf /min
｛disp｝; and zn = Bf /max｛disp｝. The non-linear mapping
space of depth value is given by υ (x,y). Recent research sug⁃
gests that the pop-out part of a stereo image and the part with
inconsecutive depth or higher depth contrast are more attrac⁃
tive to the human eye. The depth contrast map is determined
by the absolute center-surround difference (CSD) between dif⁃
ferent depth intensity channels [30]:

where is the cross-scale difference between two maps, and
⊕ is the cross-scale addition in which each map is reduced to
a scale of four and point-by-point addition is performed [30].
The final feature map is created by fusing the depth contrast
and orientation contrast. The orientation feature is obtained
from the depth intensity through oriented Gabor filters [31]
and is given by O(σ,θ), where σ ∈[0…8] is the image scale at
the different pyramid levels, and θ∈{0, π/4, π/2, 3π/4}is the
orientation. The depth orientation map F 0 is obtained from the
absolute center-surround difference (CSD) between different
depth orientation channels:

where N(.) normalizes the values into a fixed range. The depth

contrast and depth orientation maps are then summed with
weights to create the final saliency map:

This model was built with on assumption that the pop-out re⁃
gions of the 3D image attract more attention than the concave
regions, and the area with inconsecutive depth or higher depth
contrast is more attractive to the human eye. In [31], the model
exploits the special visual characteristics of a 3D image; how⁃
ever, the results are not compared with the ground-truth.
3.3 Building a Texture-Synthesis Model

For additional viewing perspectives, depth image-based ren⁃
dering (DIBR) is proposed to synthesize the virtual video from
the original color image and corresponding depth image. Un⁃
known areas in the original images become visible in the virtu⁃
al images. The texture-synthesis model is used to recover the
unknown areas in [11], holes are classified according to size.
Small holes are reconstructed via Laplace cloning, which is 10
times faster than texture synthesis. Holes larger than 50 sam⁃
ples are filled using patch-based texture synthesis in which
the statistical properties of pixels of the known neighboring ar⁃
eas are calculated. Content in unknown areas is derived from
known areas, and the filling position is deduced by a priority
term. Two aspects of the algorithm in [32] are improved in [11].
The gradient is also obtained for initialized content, and filling
occurs from background areas to foreground areas Finally, the
best-matched patch for the current hole is sourced from neigh⁃
boring patches by minimizing the cost function:

where E is the cost energy, x i is a patch in known regions, andzi is a patch in the hole area. The number of patches belonging
to known areas is K, and the number of patches belonging to
known holes is Kα. The weight factor of the patches in holes isw α. Post-processing is incorporated into the texture-synthesis
framework to make the patch transition smooth. Texture synthe⁃
sis allows for ameliorative virtual video based on texture mask⁃
ing. However, patch-based texture-synthesis algorithms have
higher computational complexity.

4 Performance Analysis and Comparison
The JND model tolerates more additional noise without sacri⁃

ficing subjective image quality [33]. Therefore, to evaluate the
JND model accurately, the objective and subjective quality of
the noise-injected image needs to be measured. Objective
PSNR is used to calculate the amount of noise added to the im⁃
ages. In [12], JND was experimentally measured, and it was de⁃
termined that a depth value change of 7% can result in notice⁃
able difference. In [13], a JND model for 3D images is created

Z = for disp ≠ 0 (3)B·Fdisp

V = 255· · + 0.5 (4)z n
z z f -zz f -zn

( )FD =N ⊕4 ⊕c +4 N ( v (c) v (s) ) (5)c =2 s =c +3 O
O

FO = ∑ N ⊕4 ⊕c + 4 N ( O (c,θ ) O (s, θ ) ) (6)1
4 θ∈{0, π/4, π/2, 3π/4} c = 2 s =c +3 O( )

SD = N (FO ) + N (FD ) (7)1
2 ( )

E = K xi - zi 2 +wα xj - zj 2 (8)∑i =1
Kα∑j =1
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by experiment. The model and experimental results are helpful
for theoretical study; however, the view condition constraint
limits its applicability.

Compared to the 2D JND model in [26], the 3D JND model
in [14] calculates visual perception more accurately. The
PSNR of the images processed by the model in [14] is, on aver⁃
age, 1.03 dB lower than that of the images processed by the
model in [26] when MOS scores are similar. This means that
more noise can be added to the images guided by the model in
[14]. Therefore, for 3D images, the model in [14] could explore
more vision redundancies while keeping the 3D images at a
similar subjective performance level.

In [17], the quality of the proposed model is not quantitative⁃
ly evaluated. However, saliency was shown to be accurate for
several images for simple geometric objects [17]. The problem
with this model is that it is designed for one eye only and might
not be suitable for binocular perception. The 3D saliency mod⁃
els are evaluated according to the efficiency of their bit rate al⁃
location. The model in [13] can save more than 21.06-34.29%
bit rate, which corresponds to 0.46-0.61 dB ROI PSNR gain
with similar subjective video quality with as JMVM 7.0 [33].
The drawback of this method is that binocular effects are not
taken into account. In [19], depth-bias feature is demonstrated
using an eye-tracking experiment. Binocular effects are ex⁃
ploited while visual saliency is modeled and the saliency fea⁃
ture is described accurately.

In [34], a method is proposed in which motion information is
shared between depth and color images. This reduces encoding
complexity to 60% that of existing algorithms, and 1 dB PSNR
gain against encoding two sequences separately at low bit
rates. In [24], a rate-distortion optimization algorithm was cre⁃
ated for multiview video coding. The algorithm achieved
0.3-0.8 dB PSNR gain at low to medium bit rates. In [25], the
motion vector was predicted using view synthesis prediction.
This approach saves 3.86-9.32% more bit rate than MVC.
However, the models previously mentioned cannot guarantee
high coding efficiency at high bit rates.

5 Conclusion
Unlike 2D video, 3D video has depth perception, which ne⁃

cessitates the development of 3D visual perception algorithms.
New requirements include disparity adaptation between differ⁃
ent display screens, 2D to 3D conversion, 3D error conceal⁃
ment, and 3D rendering. Considering that the final receivers of
a stereoscopic scene are the human eyes, 3D perceptual mod⁃
els have been exploited so that visually comfortable 3D video
can be transmitted over a channel of limited bandwidth. In this
paper, we focus on state-of-the-art of 3D perception algo⁃
rithms and analyze their potential application in 3D video cod⁃
ing. Experimental results show that higher coding efficiency
and more satisfying 3D TV experience can be achieved by
properly integrating 3D perceptual models. However, extend⁃

ing 3D perception algorithms and effectively incorporating 3D
perceptual models into video compression requires further ex⁃
ploration.
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T
1 Introduction

he paradigm of internet anywhere, any time and the
diffusion of powerful end-user multimedia devices
such as smartphones, tablets, networked gaming
consoles, and e-book readers have led to the prolif⁃

eration of new multimedia services. Such services include so⁃
cial TV, immersive environments, mobile gaming, HDTV over
mobile, 3D virtual worlds, electronic books and newspapers,
social networking, and IPTV applications to name just a few.

Services such as smartphone multimedia apps and electron⁃
ic newspapers and magazines have already achieved market
success. This success has been achieved because the whole de⁃
sign process—from content production to service activation,
content consumption, and service management and updating—
has been user-centered. The quality of user experience, per⁃
ceived simplicity of accessing and interacting with systems
and services, and concealment of complex underlying technolo⁃
gies determine the success or failure of these novel services.

Optimizing and managing quality of experience (QoE) is cru⁃
cial for the successful deployment of future services and prod⁃
ucts. While this may seem straightforward, it is difficult to do
in real end-to-end systems and networks. QoE is difficult to
model, evaluate, and translate. For more than a decade, re⁃
searchers have not been able to fully deal with QoE because of
its dynamic end-to-end nature across a range of networks, sys⁃
tems, and devices.

Assessing video quality is an important part of managing
QoE because video is the most important type of content in
many multimedia services. Full-reference (FR) methods are
used when the full availability of the reference signal is as⁃
sured. This happens when designing new systems (e.g. for cod⁃
ing, transmission, and processing content), where FR tech⁃
niques are used to analyze the effect of algorithms on the quali⁃
ty perceived by the end user [1].

Unfortunately, it is impossible in practice to compute these
metrics at the receiver because end-users do not have access
to the original frames at their terminals. As an alternative to
FR methods, no-reference (NR) and reduced-reference (RR)
methods have been proposed in the literature. These allow
quality to be estimated at the decoder, where there is no refer⁃
ence signal. In NR methods, distortion of the received frames
is estimated only from the reconstructed video available at the
receiver or from parameters extracted from the transmitted bit⁃
stream, and the original video is not accessed. NR methods are
the best choice in a broadcasting scenario because no extra da⁃
ta is added to the bitstream. However, NR metrics are quite
complex to develop, and without any information about the ref⁃
erence signal, it is difficult to determine which part of the re⁃
ceived signal is distortion and which part is the reference sig⁃
nal. In RR methods, a small signature of the original content is
added to the video stream and sent to the receiver. At the con⁃
tent-producer side, a compact feature vector is extracted and
transmitted to the receiver, where it is used to estimate the vi⁃
sual quality of the received video stream. To produce perceptu⁃
ally significant estimates, the receiver approximates the quali⁃
ty metric between the original and received streams. The fea⁃
ture vector is assembled in such a way that it contains suffi⁃
cient information to estimate the FR metric. The availability of
this side information at the receiver allows for a significantly
better estimation of the received video quality in an NR scenar⁃
io. The trade-off is a moderate increase in required bandwidth.

In this paper, we analyze techniques that have been pro⁃
posed for quality monitoring and system control for streaming
video. In section 2, we describe reference generalized
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schemes. In section 3, we discuss RR techniques and how they
can be used in reference scenarios. Proposed methods can be
categorized according to whether they are based on modeling
the signal distortion, modeling the human visual system, or an⁃
alyzing the video signal source. In section 4, we discuss the
use of these techniques for quality monitoring and control in
practical streaming video streaming systems. We also discuss
recently proposed approaches for 3D video. Section 5 con⁃
cludes the paper.

2 Generalized Frameworks
We categorize RR systems as those related to measuring the

quality of multimedia content and those that implement an RR
quality measure in order to control the transmission bitrate or
other streaming parameters.

In the former, RR quality assessment (RRQA) is used to pre⁃
dict quality degradation in either an image or video sequence
where there is incomplete information about the reference sig⁃
nal. This prediction is given in the form of a set of RR features.
RRQA is useful for monitoring quality in real-time visual com⁃
munications over wired or wireless networks. Fig. 1 shows a
generalized RRQA framework that includes a feature extrac⁃
tion process at the sender side and a feature extraction/quality

analysis process at the receiver side. Typically, the extracted
RR features (side information) have a much lower data rate
than the visual data and are ideally transmitted to the receiver
through an ancillary channel [2]. Although the ancillary chan⁃
nel is often assumed to be error-free, it may be merged with
the distortion channel [3]-[7]. In such a case, the RR features
would need stronger protection than the multimedia data dur⁃
ing transmission. This protection might be achieved by stron⁃
ger error-protection coding. Data is often hidden or water⁃
marked in order to merge the features data into the media con⁃
tent. At the receiver side, the difference between the features
extracted from the reference and the distorted images or image
sequences is the quality degradation. Fig. 2 shows the RR qual⁃
ity assessment framework when only the distortion channel is
present.

Fig. 3 shows the framework for video rate control based on
RR quality metrics when typical contention-based wireless

channels are used. The framework comprises a mobile station
client that communicates through a wireless link with the video
server. The server may be either a mobile station or a fixed sys⁃
tem that is connected through a wired network to the access
point (AP) of the wireless channel. In the later, we assume the
wired part of the network is a high-throughput channel. The
main subcomponents of both the server and client systems are
shown in the figure. A typical video streaming scenario in⁃
cludes a video source, display, channel transceiver, encoder,
decoder, and the buffers for each of these. The proposed archi⁃
tecture also comprises a rate-control module at the client side
and a visual quality estimator at both the server and client
sides. The rate-control module is the key component. In order
to adjust the source bit rate, it monitors the channel through⁃
put, playback buffer occupancy, and quality of the received sig⁃
nal computed by the visual quality estimators. The underlying
encoder is capable of adjusting its encoding parameters to
meet the required rate, which is computed by the rate-control
algorithm.

The video sequences can be generated in real time or re⁃
trieved from a video archive. When a video frame has been cod⁃
ed, it is segmented into one or more packets that are then deliv⁃
ered to the medium access control (MAC) layer and transmit⁃
ted over the wireless link. In the proposed architecture, the re⁃

ceiver monitors the times at
which it receives packets from
the server. The interarrival
time is the time needed for the
server to conquer the channel
in a multiaccess, conten⁃
tion-based network and to
transmit the whole packet.
These interarrival times are
stored and processed so that
information about network per⁃
formance can be extracted.

The received flow can be affected by errors that have not been
corrected by the forward-error correction (FEC) mechanism be⁃
cause the mechanism has limited error-correction capabilities.

3 Reduced-Reference Quality Assessment
The general RRQA frameworks described in section 2 allow

free selection of RR features, which is one of the main chal⁃
lenges in RRQA algorithm design. RR features should effi⁃
ciently summarize the reference image, be sensitive to a vari⁃
ety of distortions, and relate to the visual perception of image
quality. RR features should balance the data rate with accurate
predictions about image quality. High data rates support the
transmission of much information about the reference image,
and may lead to more accurate estimation of image quality deg⁃
radations. However, such data rates negatively affect transmis⁃
sion. Lower data rates make it easier to transmit RR informa⁃

Originalsignal

▲Figure 1. Generalized RR framework for quality assessment.
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tion, but the quality estimation is less accurate. The maximum
allowed RR data rate is often given in practical implementa⁃
tions. When evaluating the performance of an RRQA system,
consideration should be given to the tradeoff between accuracy
and RR data rate.

There are three different but related types of RRQA algo⁃
rithms: those based on signal distortion model, those based on
the human visual system (HVS), and those based on signal
source analysis. The latter two types can be used for gener⁃
al-purpose applications because the statistical and perceptual
features being used are not limited to any specific distortion
process. These two types are somewhat different to HVS, which
is tuned for efficient statistical encoding of natural visual envi⁃
ronments [8], [9]. In the following subsections, each algorithm
is consigned to a best-fitting category, but many of these algo⁃
rithms are based on a combination of models. For example,
HVS considerations are often embedded in the other types of
algorithms previously listed.
3.1 Reduced-Reference Based on Image Distortion

Modeling
Algorithms based on image-distortion modeling are mostly

developed for specific application environments. These algo⁃
rithms provide useful, straightforward solutions when there is
sufficient knowledge about the distortion process that the im⁃
age or image sequence has undergone. When the distortion is
standard image or video compression, a set of typical distortion
artifacts, such as blurring, blocking or ringing, may be identi⁃
fied. Then, image features that are particularly useful for quan⁃

tifying these artifacts can be
determined [10], [11]. In [12],
the tool for measuring com⁃
pressed video quality is based
on harmonic strength analysis
of transmitted and received pic⁃
tures at the edge. This analysis
is needed to determine gain
and loss information about the
harmonics. The proposed met⁃
ric is designed to detect block⁃
ing and blurring artifacts. The
detected edges of the image are
used to further process the im⁃
age and extract different side
information. In [13]-[15], a set
of spatial and temporal fea⁃
tures was effective for measur⁃
ing distortion in standard com⁃
pressed video. However, such
features are limited in their
generalization capability. In
[16], a simple measure was de⁃
signed for the perceptual quali⁃

ties of MPEG-2 coded sequences. The tool uses the ratios of
discrete cosine transform (DCT) coefficients. In [17], JPEG
compression was considered. One block from the original im⁃
age was used as an RR and was inserted over the whole image
using digital watermarking. In [18], a quality index was used to
evaluate perceived quality when watching video sequences on
a tablet. The index was based on the results of subjective video
quality assessments. In [19], artifacts (such as blurring and
blocking) of the AVC/H.264 coded video sequence were deter⁃
mined and measured by the objective features. The measure⁃
ments of these artifacts were combined into a single measure⁃
ment of overall video quality. The weights of single features
and the combination of these features were determined using
methods based on multivariate data analysis. Generally, these
methods cannot be applied beyond the distortions they are de⁃
signed to capture. Table 1 shows the RR approaches discussed
in this section. In the last two columns, a single value is the
best performance with a combination of parameters, and a
range shows the minimum and maximum performance for dif⁃
ferent datasets.
3.2 Reduced-Reference Based on Human Visual System

Modeling
The second type of algorithm is based on modeling the HVS.

Perceptual features that exploit computational models of
low-level vision are extracted. These features are used to
achieve a reduced description of the image and are not directly
related to any specific distortion system. RRQA methods built
on these features could be engineered for general purposes.

FEC: forward-error correction RR: reduced reference
▲Figure 2. Generalized RR framework for quality assessment with one transmission channel only.

▲Figure 3. Generalized RR framework for rate control.
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They may also be trained on different types of distortions and
produce a variety of distortion-specific RRQA algorithms un⁃
der the same general framework.

These methods are good for JPEG and JPEG2000 compres⁃
sion [20], [21]. In [22], an objective quality RR metric was pro⁃
posed for color video. Because the size of the RR data is based
on 12 features per frame with limited complexity, the metric is
suitable for low-bandwidth transmission. The metric relies on
psychovisual color space processing according to high-level
HVS behavior. It also uses time-delay neural networks
(TDNN). The quality criterion in [23] relies on extracting visu⁃
al features from an image represented in a perceptual space.
These features can be compared with perceptual color space,
contrast sensitivity, psychophysical sub-band decomposition,
and masking effect modeling used by the HVS. Then, a similar⁃
ity metric computes the objective quality score of a distorted
image by comparing the distorted image’s extracted features
with those extracted from the original. The performance is eval⁃
uated using three different databases and is compared with the
results obtained using the three full reference metrics. The size
of the side information can vary. The main drawback of this
metric is its complexity. The HVS model, which is an essential
part of the proposed image quality criterion, introduces a high
degree of computational complexity.

In [24], a metric for RR objective perceptual image quality
was proposed for use in wireless imaging. Specifically, a nor⁃
malized hybrid image quality metric (NHIQM) and perceptual
relevance weighted Lp-norm were proposed. HVS is trained to

extract structural information from
the viewing area. Image features
are identified and measured ac⁃
cording to the extent to which indi⁃
vidual artifacts are present in a giv⁃
en image. The overall quality mea⁃
sure is then computed as a weight⁃
ed sum of the features. The authors
of [24] did not rely on public data⁃
bases for performance evaluation
but performed their own subjective
tests. In [25], RR video quality was
assessed by exploiting the spatial
information loss and the temporal
statistics of the interframe histo⁃
gram. First, the change in energy
of each encoded frame was mea⁃
sured, and the texture-masking
property of the HVS was simulat⁃
ed. A generalized Gaussian distri⁃
bution (GGD) function was then
used to capture the natural statis⁃
tics of the interframe histogram dis⁃
tribution. The distances of the his⁃
tograms of the original and distort⁃
ed images were modeled using the

GGD functions and were computed using the city block dis⁃
tance measure. Finally, the spatial and temporal features were
merged. In [26], the authors proposed a method that takes ad⁃
vantage of the HVS sensitivity to sharp changes in video. First,
matching regions are determined in consecutive frames. Then,
the quality of the matching regions is computed. Last, the qual⁃
ity of the video is calculated according to the parameters gath⁃
ered in the spatial and temporal domains and using the motion
activity density of the video as a controlling factor. In [27], a
new metric was designed that combines the singular value de⁃
composition (SVD) and HVS. Different singular values were ex⁃
tracted according to the characteristics of the video sequences.
These values were used as the reference features. By compar⁃
ing the original singular value (SV) with the processed value,
different distortion types can be reliably measured. Further⁃
more, because the metric can reduce the bandwidth require⁃
ments of the system, it is suitable for measuring video quality
in wireless applications. In [28], an RRQA metric was devel⁃
oped using a multiscale edge presentation technique in the
wavelet domain. Multiscale decomposition techniques accu⁃
rately simulate the psychological mechanisms of the HVS,
which depends heavily on edges and contours to perceive sur⁃
face properties and understanding scenes. In [29], the authors
exploited contourlet transform, contrast sensitivity function
(CSF), and Weber’s law of just noticeable difference (JND) to
define a new RRQA method. The contourlet transform is used
to decompose images and extract features to mimic the multi⁃

▼Table 1. RR approaches based on signal distortion modeling

Reference

[10]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

Approach

Harmonic amplitudeanalysis
Discriminative analysisof local harmonicstrength
Statistic extractionfrom spatial-temporalregions
Statistic extractionfrom spatial-temporalregions
Feature extraction fromspatial-temporalregions

DCT

Block extraction fromthe original image

Linear function oftransmission distortions

Multivariate dataanalysis

RR Metric

Local harmonicactivity map(LHAM)
Local harmonicstrength (LHS)
Temporal, spatial,spatial-temporaland chrominancefeatures
Spatial-temporaldistortion metrics

10 kbit/s VQM

Ratio between DCTcoefficients

One 8x8 pixel block

Quality index (Q.I.)

Combination ofobjective videofeatures

ConsideredDistortions

Blockinessblurriness

Blockiness,blurriness
Blurriness, colorartifacts edgenoise, error blocks,frame repeats
Blockiness,blurriness

Blockiness,blurriness

MPEG-2compression

JPEG distortion

Overflow, packetloss rate, playoutdelay
Blurriness,blockiness, noise

Test Details

JPEG images

VQEG TestPhase-I videosequences
H.261 andMPEG-2 videosequences

7 data sets ofvideo clips
18 data sets with2651 videosequences,ITU-R BT.601
LIVE videodatabase,MPEG-2 videos
LIVE videodatabase, 1400distorted images
216 H.264/AVCdistorted videosequences
H.264/AVCvideo data set

SubjectiveModel

MOS

DMOS of VQEGTest Phase-Idata sets

DMOS

7 subjectivedata sets,ITU-R BT. 500ITU-T P.910
18 subjectivedata sets

Subjective testscores

NP

MOSITU-T P.910
2 subjectivedata sets,ITU-R BT. 500

Best PearsonCorrelation

0.902

0.850

0.990

0.780 - 0.930

NP

0.950

NP

0.839 - 0.857

0.851

OtherPerformanceMetric

SROCC, 0.905

SROCC 0.860

NP

NP

NP

NP

Best wrongpredictionratio 24/1400

NP

SROCC 0.782
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channel structure of the HVS. The proposed framework is con⁃
sistent with subjective perception values, and the objective as⁃
sessment results accurately reflect the visual quality of images.
This framework outperforms the standard PSNR and wave⁃
let-domain image statistic (WDIS) metrics. In [30], a grou⁃
plet-based RRQA metric was proposed that makes use of the
grouplet transform to efficiently characterize the image fea⁃
tures and orientations. Then, the extracted features of the refer⁃
ence and distorted images were compared for quality. In [31],
the authors proposed an algorithm based on the phase and mag⁃
nitude of the 2D discrete Fourier transform. The phase and
magnitude of the reference and distorted images were com⁃
pared so that a quality score can be computed. However, the
HVS has different sensitivities to different frequency compo⁃
nents, so the frequency components are non-uniformly binned.
This process also leads to reduced space representation of the
image and opens up RR prospects for the proposed scheme.
The phase usually conveys more information than the magni⁃
tude, so only the phase is used for RR quality assessment. Ta⁃
ble 2 shows the RR approaches discussed in this section.
3.3 Reduced-Reference Based on Signal Source Modeling

The third type of algorithm is based on modeling natural im⁃
age statistics. Because the reference image is not available in a
deterministic sense, these models
are often based on capturing a-pri⁃
ori low-level statistical properties
of natural images. The basic as⁃
sumption behind these approaches
is that most real-world distortions
disturb image statistics and make
an image unnatural. This unnatu⁃
ralness can be measured using
models of natural image statistics
and can be used to quantify degra⁃
dation of the image quality. The
model parameters provide a highly
efficient way of summarizing the
image information; thus, these
methods often lead to RRQA algo⁃
rithms with low RR data rates.

The Institute for Telecommuni⁃
cation Sciences/National Telecom⁃
munications and Information Ad⁃
ministration (ITS/NTIA) developed
a general video quality model
(VQM) that, because of its perfor⁃
mance, was selected by both ANSI
and ITU as a video quality assess⁃
ment standard [32]. However, the
model requires a massive RR data
rate to calculate the VQM value,
and this prevents it from being

used as an RR metric in practical systems. Spatial-temporal
features and regions have been considered for trading-off be⁃
tween correlated subjective values and side-information over⁃
head [13]. The proposed algorithm continually measures quali⁃
ty by extracting statistics from sequences of processed input
and output video frames. These extracted statistics are commu⁃
nicated between the transmitter and receiver using an ancillary
data channel of arbitrary bandwidth. Finally, individual video
quality parameters are computed from these statistics. A
low-rate RR metric based on the full reference metric was de⁃
veloped by the same authors [15]. The video quality monitoring
system uses RRQA feature extraction techniques similar to
those in the NTIA general VQM. A subjective data set was
used to determine the optimal linear combination of the eight
video quality parameters in the metric. In [33], an image quali⁃
ty assessment scheme using distributed source coding was pro⁃
posed. The RR feature extractor comprises whitening, which is
based on spread spectrum, and Walsh-Hadamard transform
(WHT). The focus on reducing the bitrate of the feature vector
by using distributed Slepian-Wolf source coding. In [34], an
RR video quality measure was combined with a robust video
watermarking approach. At the sender side, both intra- and in⁃
ter-frame RR features are calculated using statistical models
of natural video. The encoded features are embedded into the

Reference

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

Approach
Structuralrepresentation of theimages
Structuralrepresentation of theimages
Psychovisualcolorspaceprocessing andTDNN
Psychophysicaldescription of theimages
Structuralrepresentation of theimages
Feature extractionfrom the spatialperspective
Spatial-temporalassessment ofquality (STAQ)
Singular valuedecomposition (SVD)

Multi-scale analysis
Contourlettransform, CSF andJND
Grouplet transform

2D discrete Fouriertransform (DFT)

RR Metric

Structural features

Global similarity Sk

GHV, GHVP, P andB features

Global similarity S
Normalized hybridimage quality metric(NHIQM) andLp-norm
Visual quality index(VQI)

MeanS

QImgSVD
Multi-scale modularmaxima similarity(M3S)
Transformedcity-block distance
Local similaritymeasure
Phase andmagnitude of DFT

Test Details
LIVE imagedatabase, 45 JPEGand 45 JPEG2000
IRCCyN/IVC andLIVE database

MPEG-2 videosequences from TDF
IVC, LIVE andToyama imagedatabases
2 sets of 40 JPEGimages
LIVE videodatabase, MPEG-2and H.264 videos
LIVE videodatabase, MPEG-2and H.264 videos
H.264/AVC videosequences
LIVE imagedatabase, 233 JPEGand 227 JPEG2000
LIVE imagedatabase, JPEG andJPEG2000
LIVE imagedatabase, JPEG andJPEG2000
7 image databases,2 video databases

Subjective Model

MOS

MOS

TDF subjectivequality assessment,DMOS
MOS, VQEG TestPhase-I FR-TV

MOS, ITU-R BT.500

DMOS

Subjective results
Subjective scores,MSU VQMT, ITU-RBT. 500
MOS, VQEG TestPhase-I FR-TV

MOS

MOS
9 subjectivedatasets, VQEGPhase-I/II test

Best PearsonCorrelation Result
0.951 - 0.966

0.918- 0.961

0.942

0.887 - 0.972

NHIQM: 0.843Lp-norm: 0.846

0.555 - 0.757

0.720 - 0.913

0.814

NP

0.916-0.949

JPEG: 0.953JPEG2000: 0.971

0.759-0.954

Other PerformanceMetric
RMSE 0.490 - 0.800

NP

RMSE 0.086

SROCC 0.887 - 0.953

NP

SROCC 0.558 - 0.749RMSE 6.722-8.586

SROCC 0.762 - 0.878

SROCC 0.794 RMSE0.115
SROCC JPEG: 0.962JPEG2000: 0.936

SROCC 0.9032-0.9309

SROCC JPEG: 0.960JPEG2000: 0.956

SROCC 0.7393 - 0.956

▼Table 2. Comparison of RR approaches that are based on modeling the HVS
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same video signal using a robust angle-quantization-index,
modulation-based watermarking method. At the receiver side,
the RR features are extracted and decoded from the distorted
video and are used to predict the perceptual degradation of the
video signal.

In [35] and [36], the differences between entropies of the
wavelet coefficients of the reference and distorted images were
used to measure changes in the image information. The algo⁃
rithm is flexible in terms of the amount of side information re⁃
quired from the reference, which may be as little as a single
scalar per frame. In [37], used a color distribution was used to
evaluate the perceived image quality. Descriptors based on the
color correlogram were used to analyze alterations in color dis⁃
tribution that occur because of distortion. In [38], an RR ap⁃
proach was proposed to measure temporal motion smoothness
of a video sequence. By examining the temporal variations in
local phase structures in the complex wavelet transform do⁃
main, the proposed measure can detect a wide range of
well-known distortions. In addition, the proposed algorithm
does not require costly motion estimation and has a low RR da⁃
ta rate. This makes it much better for real-world visual commu⁃
nication applications. In [39], natural images were very specifi⁃
cally distributed in the gradient domain, so the authors mea⁃
sured the changes of image statistics in this domain. These
changes in image statistics correspond to the degree and types
of image distortion. The proposed method can be used for all
distortion types. In [40] and [41], an RRQA method based on
estimating the structural similarity index (SSIM) was proposed.
In [42], the authors proposed an effective RRQA metric using
statistics based on the divisive normalization transform (DNT)
of the contourlet domain. The marginal histogram of the con⁃
tourlet coefficients in each sub-band are fitted by Gaussian
distribution after DNT. The standard derivations of the fitted
Gaussian transform and fitted error are extracted as feature pa⁃
rameters.

In [43] and [3], the marginal distribution of the wavelet
sub-band coefficients was modeled using a GGD function.
GGD model parameters are used as RR features to quantify the
variations of marginal distributions in the distorted image. This
general-purpose approach has been successful because it does
not require any training and has a low RR data rate. However,
it still performs reasonably when tested with a wide range of
image distortion types. In [44], the model was further improved
by employing a nonlinear divisive normalization transform
(DNT) after the linear wavelet decomposition. This improves
quality prediction, especially when images with different distor⁃
tion types are mixed together. In [24], results were compared
with the RR metric and peak signal-to-noise ratio (PSNR). In
[45] and [46], the perceived video quality was estimated on a
frame basis. This perceived video quality is the distance be⁃
tween the distribution of DCT coefficients at the receiver side
and the generalized GGD-modeled distribution of the same co⁃
efficients of the original signal, based on the framework pre⁃

sented in [47]. Fig. 4 shows a block diagram of the
GGD-based technique.

At the server (transmitter) side, the reference frames are
first transformed using DCT or discrete wavelet transform
(DWT). Then, the transform coefficients may be spatially rear⁃
ranged so that those representing similar frequencies often are
grouped in a dyadic way. Subsequently, a GGD function is
used to model the coefficient distribution of each frequency
sub-band:

where Γ (·) is the gamma function and α and β are the parame⁃
ters of the GGD model. Fig. 5 shows an example of the GGD
modeling. Only a few parameters are sent to the receiver for
each frequency sub-band. These parameters are often α, β,
and the city block distance between the actual sub-band distri⁃
bution and its GGD approximation. At the receiver side, the re⁃
ceived frames undergo similar processing; however, the GGD
modeling is substituted by the distortion metric. Such an esti⁃
mate is generally derived from the linear combination of the
differences between the actual distribution of transform coeffi⁃
cients from the distorted frame and the distribution modeled by
the received GGD parameters. Table 3 shows the RR approach⁃
es based on signal source modeling.

4 Use of RRQA in Streaming Video
Applications
In this section, we give an overview of practical applications

of RR metrics in streaming video frameworks. In some works,
RR video quality estimation methods are used for video quality
monitoring (VQM) of IPTV services. Complexity is one of the
most important factors in VQM because of real-time con⁃
straints and hardware with limited capabilities. Set-top boxes,
for example, have very limited computing and memory resourc⁃

▲Figure 4. GGD-based technique for estimating video quality.

DCT: discrete cosine transformDWT: discrete wavelet transform GGD: generalized Gaussian density

[ ]Pα,β (x ) = exp - ( x /β )α (1)α
2β·Γ (1/α)

Referenceframes

DCT/DWT Coefficientreorganization GGDmodeling
GGD modelparameters

Server

Client

Reconstructedframes

DCT/DWT Coefficientreorganization Sub-bandhistogram Errormetric

GGDreconstruction

Qualitymetric
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es. RR methods are used because they allow feature informa⁃
tion to be transmitted with very little resource consumption
and low uplink bandwidth. In [48], a VQM scheme uses a mod⁃
ified version of PSNR (called networked PSNR) that is based
only on the RR visual rhythm data, which is used as feature in⁃
formation in the RR method. Two practical scenarios were pro⁃
posed in which a quality monitoring server uses the proposed
metric to evaluate the video impairments according to the pack⁃
et loss experienced by the end user. In
[49], an RR video quality estimation
method makes use of the difference in ac⁃
tivity values between the original video
and received video. Temporal sub-sam⁃
pling and partial bit transmission of activ⁃
ity values help accurately estimate the
subjective video quality, and only a small
amount of extra information is needed.

In [50], real-time video sequence
matching and RR assessing techniques
are proposed for IPTV. After the process⁃
ing procedures have been completed, the
QoE indicators, such as edge, block,
blur, color, and jerkiness, are measured
by the proposed RR real-time video mea⁃
surement methods in order to define the
VQM metric. In [51], the authors discuss
color error, which is one of the most com⁃
mon artifacts in compressed and transmit⁃
ted video through the IP network. They
propose an FR or RR quality-assessment
method based on a color error measure in
order to monitor the color quality in IP⁃
TV services.

In [52], a quality of interest points
(QIP) RR metric, described in [53], was
used for JPEG 2000 wireless (JPWL)

transmission over MIMO channels. Depending on the object’s
saliency, the interest points can predict a variation in the im⁃
age. In the proposed scheme, QIP is used as a layer selector
that is able to detect any reduction in the perceived quality
while decoding an additional layer. All the possible configura⁃
tions are decoded with JPWL robust decoder, and each config⁃
uration is evaluated by QIP giving a score from 0 (very bad
quality) to 1 (excellent quality). Finally, the configuration with
the best QIP score has the best QoE. Beyond basic quality as⁃
sessment, RRQA metrics have been used in other scenarios. In
[54], the authors propose a technique that uses image analysis
to automatically detect camera anomalies. The technique al⁃
lows good image quality in surveillance videos by correcting
the field of view. The technique involves first extracting RR
features from multiple regions in the surveillance image. Then,
abnormal events in features are detected by analyzing image
quality and field-of-view variations. Events are detected by
statistically calculating accumulated variations in the temporal
domain. In [55], the authors consider modeling the visibility of
individual and multiple packet losses in H.264 videos. They
propose a model for predicting the visibility of multiple packet
losses and demonstrate its performance with dual losses (two
nearby packet losses). To extract the factors affecting visibility,
an RR method is used because it accesses the decoder’s re⁃
constructed video (with losses) and factors extracted from the

▲Figure 5. Actual distribution of transform coefficients and its GGD
approximation.

GGD: generalized Gaussian density

▼Table 3. Comparison of RR approaches that are based on modeling the signal source

*computed between RR-VSSIM and FR-VSSIM

Reference

[32]

[35]

[36]

[37]

[39]
[40]
[41]
[42]
[43]

[44]

[47]

Approach
Feature extractionfrom optimally sizedspatial/ temporalregions of the video
Spatial and temporalentropic differences

Entropic differences

Color distributioninformation
Dual derivativepriors of the image
SSIM estimation
VSSIMapproximation
Contourlettransform
Wavelet-domainimage statistic model
Divisivenormaliza⁃tion-based imagerepresentation
Statistical modelingof DCT coefficientdistributions

RR Metric

General VideoQuality Model(VQM)
SRRED, RREDand STRREDindices

RRED

Descriptorsbased on thecolor correlogram
Verticalderivative
RR-SSIM
RR-VSSIM
Statisticalfeatures
Statisticalfeatures
Statisticalfeatures

Visual distanceVdist

Test Details

11 video data sets,1536 videosequences
LIVE videodatabase, 150distorted videos
LIVE imagedatabase andTampere imagedatabase (TID)
2nd release of theLIVE imagedatabase
7 datasets from theLIVE imagedatabase
6 image databases
2 H.264/AVCvideo sequences
LIVE imagedatabase
LIVE imagedatabase
LIVE andCornell-VCL A57image databases
LIVE imagedatabase

Subjective Model
11 subjective datasets, ITU-R BT.500, ITU-T P.910,VQEG FR-TVPhase-II
Subjective qualityscores of LIVEvideo database
DMOS of the LIVEand TID videodatabase
DMOS of the LIVEvideo database

MOS
MOS
NP
DMOS from LIVEimage database
MOS, VQEGFR-TV Phase-I
Subjective scoresfrom LIVE andCornell- VCL A57databases
VQEG HDTV test

Best PearsonCorrelationResult

0.865-0.980

0.415-0.832

0.784-0.984

0.777-0.991

0.882-0.980
0.800-0.802
0.770-0.970*
0.908 -0.969
0.845-0.969

0.538-0.917

0.845-0.931

OtherPerformanceMetric

NP

SROCC0.385-0.819

SROCC0.277-0.978

NP

SROCC0.871-0.990
0.800-0.805
NP
SROCC0.876-0.975
SROCC0.833-0.947
SROCC0.511-0.929
SROCC0.838 - 0.930RMSE6.790-13.50

0.10

0.08

0.06

0.04

0.02

0.00

Ave
rag

efr
equ

enc
y(M

Hz)

Actual transformdistribution
GGD approximation

Transform coefficient 0.920.790.660.530.390.260.130.00-0.13-0.26-0.39-0.53-0.66-0.79-0.92-1.05-1.18-1.31-1.44
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encoded video.
In the literature, there are very few works on the implemen⁃

tation of an RR quality measure for controlling the transmis⁃
sion bitrate or other streaming parameters. There are two works
the describe the implementation of RR measures in a process
commonly known as rate-distortion optimization (RDO), which
is used to convey the sequence of images with minimum possi⁃
ble perceived distortion within the available bitrate. In [56],
the authors describe a computationally efficient video-distor⁃
tion metric that can operate in FR or RR mode. The metric
guides an RDO rate-control algorithm for MPEG-2 video com⁃
pression. Specifically, it is used to generate spatial distortion
maps that are summed into macroblock-level and frame-level
distortion scores in order to optimize the frame rate allocations
for an MPEG-2 video coder. The coded sequences produced
by the algorithm have fewer visible macroblock edges (blocki⁃
ness), and the textured areas are sharper. Furthermore, the pro⁃
posed metric is well correlated with subjective scores. In [57],
the proposed RDO scheme is based on a novel RR statistical
SSIM estimation algorithm and a source-side-information com⁃
bined-rate model for H.264/AVC video coding. The adaptive
Lagrange multiplier method was used at both frame and macro⁃
block levels to select the best coding mode and achieve the
best-rate SSIM performance. Experiments showed that the pro⁃
posed scheme significantly reduces the rate but maintains the
same range of SSIM values. Compared with the RDO scheme,
visual quality also improved. In [45], a scheme is proposed for
controlling the source rate in streaming video sequences. The
scheme relies on RR quality estimation and is the only one of
its kind mentioned in the literature. The
server extracts important features of the
original video, and then these features
are coded and sent through the channel
along with the video sequence. They are
then used at the decoder to compute the
actual quality. The observed quality is
analyzed to obtain information about the
effect of the source rate for a given sys⁃
tem configuration. At the receiver side,
decisions are made on the optimal encod⁃
ing rate to maximize the perceived quali⁃
ty at the user side. The rate is adjusted
on a per-window basis to compensate
low-throughput periods with
high-throughput periods. This elimi⁃
nates abrupt changes in video quality
caused by sudden variations in the chan⁃
nel throughput. RRQA optimizes us⁃
er-perceived video quality from the actu⁃
al signal that is affected by all possible
impairments. Experiments show that the
RR quality metric allows perceived quali⁃
ty at the decoder side to be accurately es⁃

timated. It also correlates with other FR metrics. Three meth⁃
ods for evaluating the performance of the proposed algorithm
in transmitting video sequences are compared: transmission at
constant bitrate, control of the starvation probability, and the
proposed method. The proposed method gives the best overall
results for all quality metrics and is second best at avoiding oc⁃
currences of starvation. The proposed method is also applica⁃
ble to any channel conditions and coding settings and does not
require any a-priori knowledge of system configuration or
transmission conditions.

Video quality metrics have only very recently been used to
assess 3D video quality, and this field deserves a particular at⁃
tention. Exploiting immersive video implies the transmission of
huge amounts of data because of the multichannel nature of
such a format and high video resolutions. RRQA becomes even
more interesting because it theoretically allows for a reliable
measuring of quality at the receiver side and adds little side in⁃
formation to the video data. 3D video data has great redundan⁃
cy that can be used to optimize the extraction of relevant fea⁃
tures. From a technical perspective, 3D RRQA differs from the
other approaches in that it combines both intraframe and inter⁃
frame aspects with depth information in order to extract RR
features for quality assessment [58], [59]. Table 4 summarizes
the RRQA approaches used in streaming video.

5 Conclusion
In this paper, we have reviewed reduced-reference (RR)

quality metrics and categorized them according to whether
▼Table 4. Comparison of RR approaches used in video streaming applications

1 computed between RR-NPSNR and FR-NPSNR 2 computed between NMOS and MOS 3 computed between RR-SSIM and FR-SSIM

Reference

[48]

[49]

[51]

[52][53]

[54]

[56]

[57]

[45][47]

[58]

Application
VQM of IPTVservices
VQM of IPTVservices
VQM of IPTVservices
JPWL transmissionover MIMO channel
Automatic eventdetection forcamera anomaly
Rate distortionoptimization
Rate distortionoptimization
Source rate controlscheme forstreaming videosequences overwireless channels
3D color plus depthvideo compressionand transmission

Approach
Feature extractionfrom video frames
Activity differenceframe analysis
Color errormeasure
Interest point andobject saliency incolor images
Region-basededge energy

Visual model

SSIM estimationmodel
Statisticalmodeling of DCTcoefficientdistributions
Edges/contoursextraction

RR Metric
VR, PSNRand NMOS
Activi⁃ty-differencevalues
Hue andsaturation ofthe frames
Qualityinterest point(QIP)
Feature’senergy
Coefficients ofluminancechannel
RR-SSIM

Visualdistance Vdist

Depth mapand colorimage quality

Test Details
5 H.264/AVCvideo sequences
MPEG-2 andH.264 videosequences
2 MPEG-4 videosequences
LIVE, Toyamaand TID imagedatabases
75 MPEG-1video sequences
120 distortedvideo sequences
H.264/AVCvideo sequences

LIVE imagedatabase

H.264/AVC 3Dcolor plus depthvideo sequences

SubjectiveModel
MOS
Subjectivescores, ITU-TP.910
MOS

MOS, VQEG

NP
DMOS,VQEG, ITU-RBT.500
NP

VQEG HDTVtest

MOS

Best PearsonCorrelationResult
0.700-0.9301
0.890-0.9402

0.911

NP
JPEG: 0.987JPEG2000:0.977
NP

0.896

0.9963

0.845-0.931

0.927-0.979

OtherPerformanceMetric
NP

NP

NP

NP

Precisionrate 88.9%

NP

NP

SROCC0.838-0.930RMSE6.790-13.50
RMSE0.006-0.011
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they are based on modeling the signal distortion, modeling the
human visual system, or analyzing the video signal source. We
have reviewed studies on the implementation of RR techniques
in practical systems to monitor and control quality in streaming
video systems.

RR methods do not require full access to reference signals;
they only need a small amount of information in the form of a
set of extracted features. These methods are ideal for evaluat⁃
ing the quality of multimedia content at the receiver side—at
the far end of the communication chain. Because of they are
not complex and have a low features data rate, they can be
used for quasi real-time or streaming video applications. On
the other hand, their reliability in several implementations can
be an issue. RRQA algorithms also fail to given an integrated
estimate of subjective factors such as user device, environment
conditions, and interface perception, all of which are typical in
QoE approaches. Future work will probably be done on inte⁃
grating sensor data produced by user devices in order to pro⁃
vide a more accurate and robust estimate of perceived quality.
Further work is also needed on applications related to 3D imag⁃
es and video sequences so that RR features can measure the
quality of such multimedia content while balancing the data
rate of RR features with accurate quality prediction.
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M
1 Introduction

otivations such as mobility, cost, security are be⁃
hind the trend of traditional desktop users transi⁃
tioning to virtual desktop clouds (VDCs) based
on thin clients [1], [2]. With the increase in mo⁃

bile devices with significant computing power and connections

to high-speed wired and wireless networks, thin-client tech⁃
nologies for virtual desktop (VD) access are being integrated
into these devices. In addition, users are increasingly consum⁃
ing data-intensive content in scientific data analysis applica⁃
tions and multimedia streaming (e.g. IPTV). Thin clients are
needed for these applications, which require sophisticated
server-side computation platforms such as GPUs. Further, us⁃
ing a thin client may be more cost effective than using a full
PC because a thin client requires less maintenance, and oper⁃
ating system, applications, and security upgrades are centrally
managed at the server side.

Fig. 1 shows the various system components in a VDC. At
the server side, a hypervisor framework, such as ESXi or Xen,
is used to create pools of virtual machines (VMs) that host user
VDs. These VDs have popular applications, such as Excel, In⁃
ternet Explorer and Media Player, as well as more advanced
applications, such as Matlab and Moldflow. Users of a common
desktop pool access the same set of applications but maintain
distinctive, personal datasets. The VDs at the server side have
common physical hardware and attached storage drives. At the
client side, users connect to a server-side unified resource bro⁃
ker via the Internet using various thin-client devices based on
TCP (e.g. RDP) and UDP (e.g. PCoIP) The unified resource
broker handles all connection requests by using Active Direc⁃
tory or other directory service lookups to authenticate users. It
allows authorized users to access their VDs, and appropriate re⁃
sources are allocated between distributed data centers.

▲Figure 1. Virtual desktop cloud system.
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Keywords

There are several motivations, such as mobility, cost, and secu⁃
rity, that are behind the trend of traditional desktop users transi⁃
tioning to thin-client-based virtual desktop clouds (VDCs).
Such a trend has led to the rising importance of human-centric
performance modeling and assessment within user communities
that are increasingly making use of desktop virtualization. In
this paper, we present a novel reference architecture and its eas⁃
ily deployable implementation for modeling and assessing objec⁃
tive user quality of experience (QoE) in VDCs. This architec⁃
ture eliminates the need for expensive, time-consuming subjec⁃
tive testing and incorporates finite-state machine representa⁃
tions for user workload generation. It also incorporates slow-mo⁃
tion benchmarking with deep-packet inspection of application
task performance affected by QoS variations. In this way, a
“composite-quality”metric model of user QoE can be derived.
We show how this metric can be customized to a particular user
group profile with different application sets and can be used to
a) identify dominant performance indicators and troubleshoot
bottlenecks and b) obtain both absolute and relative objective
user QoE measurements needed for pertinent selection of
thin-client encoding configurations in VDCs. We validate our
composite-quality modeling and assessment methodology by us⁃
ing subjective and objective user QoE measurements in a re⁃
al-world VDC called VDPilot, which uses RDP and PCoIP
thin-client protocols. In our case study, actual users are pres⁃
ent in virtual classrooms within a regional federated university
system.
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To allocate and manage VDC resources for large-SSsscale
user workloads and maintain satisfactory QoE, VDC service
providers (CSPs) need to suitably adapt cloud platform CPU,
memory, and network resources. This also ensures that us⁃
er-perceived interactive response times (timeliness) and
streaming multimedia quality (coding efficiency) are satisfacto⁃
ry. CSPs need to ensure satisfactory user QoE when user work⁃
loads are bursty as a result of flash crowds or boot storms and
when users access VDs from remote sites with varying
end-to-end network path performance. CSPs need tools for
VDC capacity planning in order to avoid overprovisioning sys⁃
tem and network resources and to ensure QoE. CSPs also need
frameworks and tools to benchmark VD application resource
requirements so that adequate resources can be provisioned to
meet user QoE expectations (e.g. less than 500 ms to open MS
Office applications). When excess system and network resourc⁃
es are provisioned, a user does not perceive the benefit. For ex⁃
ample, a user does not perceive any difference between an ap⁃
plication open time of 250 ms and an application open time of
500 ms. Overprovisioning can become expensive, even at the
scale of tens of users, given that each VD requires substantial
resources (e.g. 1 GHz CPU, 2 GB RAM, and 2 Mbps
end-to-end network bandwidth). Hence, CSPs need frame⁃
works and tools that eliminate overprovisioning and result in
benefits such as reduced data center costs and energy saving.

CSPs also need frameworks and tools to continuously moni⁃
tor resource allocation and detect and troubleshoot QoE bottle⁃
necks. To a large extent, CSPs can control CPU and memory re⁃
sources and correctly provision them on the server side; howev⁃
er, frameworks and tools are critically needed to detect and
troubleshoot network health issues on the Internet paths be⁃
tween the thin client and server-side VD. CSPs can use frame⁃
works and tools to pertinently analyze network measurement
data and adapt resources. Such resource adaptation involves
selecting appropriate thin-client protocol configurations that
are resilient to network health degradation and that provide op⁃
timum user QoE.

It is important to note that resources should be continually
monitored without expensive, time-consuming subjective test⁃
ing that involves actual VDC users. In terms of the thin client,
remote display protocols are sensitive to network health and
consume as much end-to-end network bandwidth as is avail⁃
able. They use different underlying TCP-based or UDP-based
protocols, which have varying levels of QoE robustness when
network conditions are poor [3]. Also, thin-client protocol con⁃
figuration and associated VD application performance depends
on the characteristics of the application content (i.e. character⁃
istics of the text, images or video). Improper configuration can
greatly affect user QoE in the form of lagging screen updates
and poor keyboard and mouse responsiveness [4]-[7].

It is evident from the above CSP needs that frameworks and
tools for capacity planning, thin-client protocol selection, and
bottleneck troubleshooting have to be based on the principles

of human-centric performance modeling and assessment so
that users maximize their productivity and are highly satisfied.
In this paper, we present a novel reference architecture that
can be used to model and assess objective user QoE in VDCs.
This architecture eliminates the need for expensive, time-con⁃
suming subjective testing. It involves offline benchmarking of
VD application tasks, such as the time taken to open an Excel
application or the time for a video to play back, in ideal net⁃
work conditions. Performance degradation is modeled for differ⁃
ent thin-client configurations in a broad range of deteriorated
network conditions.

In our offline benchmarking methodology, we leverage fi⁃
nite-state machine representations to characterize the states of
user workload tasks, and we use slow-motion benchmarking
for deep-packet inspection of VD application task perfor⁃
mance affected by QoS variations [4]. To define VD applica⁃
tion task states and identify them in network traces during
deep-packet inspection, we use marker packets that are instru⁃
mented in the traffic between the thin client and server-side
VD ends. Our framework is implemented in the form of a VD⁃
Bench benchmarking engine, which can be easily deployed in
an existing VD hypervisor environment such as ESXi, Hy⁃
per-V, or Xen. VDBench can be used to instrument a wide va⁃
riety of thin clients based on Windows and Linux platforms,
such as embedded Windows 7, Windows/Linux VNC, Linux
Thinstation, and Linux Rdesktop [8], [9]. The engine monitors
VD user QoE by jointly analyzing the system, network, and ap⁃
plication performance.

By using our offline benchmarking methodology in a
closed-network testbed, we derive a novel composite-quality
metric model of user QoE and show how the model can be cus⁃
tomized for particular user-group profiles with different appli⁃
cation sets. The model can be used during online monitoring to
a) identify dominant performance indicators for numerous fac⁃
tors affecting user QoE and to troubleshoot bottlenecks, and b)
obtain both absolute and relative objective user QoE measure⁃
ments for pertinent selection/adaptation of thin-client encod⁃
ing configurations. Absolute objective user QoE measurements
allow the performance of a thin-client protocol (e.g. RDP) to
be compared with that of another thin-client protocol (e.g.
PCoIP) when there is latency and packet loss in the path be⁃
tween the thin client and server side. Relative objective user
QoE measurements allow the performance of a thin-client pro⁃
tocol in degraded QoS conditions to be compared with the per⁃
formance of the same protocol in ideal QoS conditions (where
there is low latency and no loss).

We determine the effectiveness of our composite-quality
modeling and assessment methodology by taking subjective
and objective user QoE measurements in a real-world VDC in
which RDP and PCoIP thin-client protocols are used. The ac⁃
tual end users are faculty and students in a virtual classroom
lab within a federated university system. The high correlation
between subjective and objective user QoE from this re⁃
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al-work test allows us to determine the most suitable thin-cli⁃
ent protocol for the use cases. It also allows us to verify that
the configuration of the VDC infrastructure for the use cases
had no inherent bottlenecks and delivered satisfactory user
QoE.

The remainder of this paper is organized as follows: In sec⁃
tion 2, we describe related work. In section 3, we present the
reference architecture and its component functions and interac⁃
tions, particularly user workload generation and slow-motion
benchmarking. In section 4, we describe how our human-cen⁃
tric, composite-quality metric is formulated through closed net⁃
work testbed experiments. In section 5, we validate the com⁃
posite quality metric by using it in a real-world VDC. Section
6 concludes the paper.

2 Related Work
There are several works that outline the general architecture

and requirements (e.g. isolation, scalability, dynamism, and
privacy) of an end-to-end system-and-network-monitoring
framework in cloud environments [10]-[13]. In most cases, the
authors have proposed reusing traditional tools (e.g. active mea⁃
surement tools, such as Ping, and passive measurement tools,
such as Wireshark) as well as server-side methods to monitor
QoS-related factors. The authors of [11] only instrument the
server-side virtual machine with measurement-collection
scripts.

In contrast, we emphasize human-centric quality assess⁃
ment, and our method involves instrumenting both the thin cli⁃
ents and server-side VDs with measurement-collection
scripts. These scripts feed measurements taken by traditional
active and passive measurement tools into a benchmarking en⁃
gine in order to correlate QoS and QoE measurements and to
build a corresponding historical monitoring data set. Moreover,
our method is very similar to that in [13]. Performance bottle⁃
necks are detected during runtime or online, when QoE-relat⁃
ed metrics exceed known benchmarks that are obtained
through offline testing and analysis. Similar to the approach in
[2], our approach involves the use of an historical monitoring
dataset in the framework so that resources can be flexibly allo⁃
cated; specifically, we improve user QoE and avoid overprovi⁃
sioning resources.

The importance of human-centric quality-assessment
frameworks for cloud environments has been highlighted in
works such as [14]. The authors of [14] suggest that offline as⁃
sessment and online monitoring should be based on profiles of
user workloads and corresponding user QoE expectations. Our
workload-generation methodology is based on the realistic em⁃
ulation of user-group profiles, which are themselves based on
application sets and corresponding tasks. We use the hierarchi⁃
cal-state-based workload-generation method described in
[15]. In this method, the behavior of the actual user of the sys⁃
tem represents the workload characteristics at a high level.

This, in turn, results in a sequence of workload requests at the
lower level that can be customized for a particular user-group
profile and that are distinguishable (in our case, with marker
packets ) in network traces.

Along with workload generation, we use slow-motion bench⁃
marking for network trace analysis in order to select suitable
thin-client protocol configurations for particular user-group
profiles. Our motivation for using slow-motion benchmarking
for thin-client performance assessment is as follows: In ad⁃
vanced thin-client protocols (e.g. RDP and PCoIP), the server
does all the compression and sends“screen scraping with mul⁃
timedia redirection,”which opens up a separate channel be⁃
tween the thin client and server-side VD. In this way, multime⁃
dia content can be sent in its original format to be rendered in
the appropriate screen portion at the thin client. As a result,
traditional packet-capture techniques using TCPdump or
Wireshark do not directly allow VD application task perfor⁃
mance to be measured. To overcome this challenge, we use
and significantly expand on the slow-motion benchmarking
technique originally developed in [4] and [5] for legacy
thin-client protocols such as Sun Ray. In this technique, artifi⁃
cial delay is introduced between screen events of the tasks be⁃
ing benchmarked, and this allows isolation and full rendering
of the visual components of the benchmarks. Alternative ap⁃
proaches have been taken in thin-client performance bench⁃
marking toolkits [6], [7]. Such approaches involve recording
and playing back keyboard and mouse events at the client
side. However, in early thin-client benchmarking toolkits,
server-side events and thin-client objective user QoE for de⁃
graded network conditions were not modeled and mapped in an
integrated way (as proposed in our approach).

In earlier studies, different thin-client protocols, such as
RDP and PCoIP, have been compared using metrics such as
bandwidth/memory consumption in order to determine the suit⁃
ability of these protocols for different application tasks [16].
Our implementation of the framework is based on our earlier
work on the VDBench toolkit, which can be used for offline
benchmarking of VDCs offline to create user group files based
on system and network resource consumption [3]. Online moni⁃
toring was not taken into consideration for the VDBench tool⁃
kit. Compared with these works, this paper deals more with the
framework architecture, framework implementation, and com⁃
parison and selection of thin-client protocols in VDCs (a pro⁃
cess that is based on offline benchmarking and online monitor⁃
ing). We propose a novel composite-quality metric function
that maps QoS and QoE metrics related to any of the thin-cli⁃
ent protocols, especially dominant metrics for profiles of VD
application sets of user groups.

In other works, such as [17] and [18], neural networks and
regression techniques were used to establish a relationship be⁃
tween QoS and QoE in specific multimedia delivery contexts.
We use curve-fitting techniques to obtain absolute and rela⁃
tive objective user QoE, which are used together to compare
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thin-client protocols in a broad range of degraded QoS condi⁃
tions under different interactive operations. We validate these
protocols by correlating them with subjective user QoE scores.
The authors in [19] emphasize the need for new metrics to
quantify user QoE. To date, metrics related to user QoE have
not been precise, especially at the cloud scale.

3 Reference Architecture
In this section, we first describe the conceptual workflow of

our offline/online objective user QoE modeling and assessment
steps for VDCs. Then, we describe in detail the user workload
generation and slow-motion benchmarking approaches used
within these steps.
3.1 Conceptual Workflow

Fig. 2 shows the two main steps in our VD user QoE model⁃
ing and assessment: 1) offline benchmarking and modeling and
2) online monitoring. In the offline step, we collect a set of
benchmarks by generating user workflow and performing
slow-motion benchmarking under different emulated QoS con⁃
ditions where the VDC configurations are controlled for test⁃
ing. QoS emulation involves varying the delay and loss levels
between the thin client and server-side VD over a broad sam⁃
ple range. The benchmarks are collected by averaging the re⁃
sults from multiple experimental runs in the form of objective
QoE metrics that correspond to VD application tasks (e.g. time
taken to open an Excel application, time for a video file to
play, or quality of a video file playback).

The benchmark data collected for a particular user group

profile with a certain application set allows a CSP to determine
the VD application performance in ideal conditions. The
benchmark data also provides a model for mapping how perfor⁃
mance may degrade for different thin-client configurations in
deteriorated network conditions, which are measured using
common active or passive measurement tools. By analyzing VD
application performance in degraded conditions, metrics that
are most sensitive to network fluctuations can be identified as
dominant metrics. Dominant metrics are key performance indi⁃
cators, as in the case of online monitoring. They can be relied
on to confirm that the VDC is functioning well and also in
some cases, to diagnose the cause of unsatisfactory user QoE
feedback given by actual users while using the VDC. Subjec⁃
tive user QoE is measured using the popular mean opinion
score on a scale from one to five [20]: [1, 3) is poor; [3, 4) is ac⁃
ceptable; and [4, 5] is good. Hence, models can be obtained (as
closed-form expressions) for objective QoE metrics. These
models are composite quality functions of dominant metrics,
and higher weights are assigned to more dominant metrics. Ob⁃
jective QoE metrics can, in turn, be used to correlate perfor⁃
mance with actual user QoE mean opinion scores.
3.2 User Workload Generation

Fig. 3 shows a finite-state machine used in user workload
generation. It has various VD application states that corre⁃
spond to actions performed by the user: productivity start (ap⁃
plication is opened), productivity progress (application func⁃
tions are in use), and productivity end (application is closed).
The VD application states can be scripted using Windows GUI
frameworks such as AutoIT, and these scripts can be launched
on VDs within the VDC [21]. The progress of these states on
the server side can be measured by recording and analyzing
timestamps for different actions. This can be useful for under⁃
standing the interaction response times of VD applications per⁃
ceived at the thin-client side. Controllable delays caused by
user behaviors, such as think time, can be introduced for more

▲Figure 2. Conceptual workflow for virtual desktop user QoE modeling
and assessment.
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realistic user workload generation.
Workload templates can be created by combining a series of

individual finite-state machines into a parent-state machine.
These templates are used to orchestrate different VD applica⁃
tions, such as Microsoft Excel, Internet Explorer, and Windows
Media Player, in random sequences. Depending on the work⁃
load performance measurement needs on the VDs, the state ma⁃
chines can be modified and redistributed on the VDs by using
appropriate“marker”packets. The marker packets are needed
to identify the different tasks within the network traces and are
sent from the workload scripts between the server-side VD
and the thin client. The marker packets are sent for subse⁃
quent filtering (as part of post-processing) via ports that are
not standard in protocol communications. Marker packets con⁃
tain information that describes the application being tested (e.
g. Internet Explorer), the activity (e.g. type of webpage being
downloaded), the event start/stop timestamps, and other meta⁃
data (e.g. network conditions emulated in the test).
3.3 Slow-Motion Benchmarking

Figs. 4 and 5 show the slow-motion benchmarking packet
traces with marker packets (red dots) for PCoIP and RDP, re⁃
spectively. Wireshark is used to view the packet traces and
marker packets for a page with low-resolution images that is
loaded in Internet Explorer. Through deep-packet inspection,
we observe that artificial delays are introduced between screen

events of VD application tasks, mainly to ensure that the visual
components of the tasks are isolated and fully rendered on the
thin client. The network packet traces are analyzed both at the
client and server sides to measure VD task performance in ide⁃
al and degraded network conditions. Figs. 4 and 5 show how
VD task performance degrades at the thin-client side across a
broad range of network conditions.

For the systematic emulation of network conditions, we use
a Netem network emulator to introduce combinations of 0 ms,
50 ms, and 200 ms delay and 0% and 3% losses between the
client side and server side [22]. These combinations are typi⁃
cal for well-managed, moderately well-managed, and poorly
managed network paths on the Internet and are used hereafter
as a representative sample space of network conditions to de⁃
scribe our proposed composite-quality modeling approach.
They also are sufficient for showing the best-case and
worst-case performance of the VD application tasks. More de⁃
tailed samples of network conditions may be considered in or⁃
der to obtain finer-grained composite-quality models. Howev⁃
er, such data collection and modeling is beyond the scope of
this paper.

Performance differences are apparent in the crispness of net⁃
work utilization patterns and in the higher bandwidth consump⁃
tion (indicated by the packet count along the y axis) and lower
task times in ideal conditions. In degraded conditions, band⁃
width consumption is lower and task times are longer. In addi⁃

▲Figure 4. PCoIP slow-motion benchmark traces for a page with
low-resolution images loaded by Internet Explorer.

▲Figure 5. RDP slow-motion benchmark traces for a page with
low-resolution images loaded by Internet Explorer.
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tion, Figs. 4 and 5 show how the popular PCoIP and RDP
thin-client protocols handle the degraded conditions while
completing a particular application task (e.g. loading a page
with a low-resolution image in Internet Explorer) and applying
protocol-specific compensations. The compensations manifest
in the transmission of the visual components of the VD applica⁃
tions to the client side and affect remote user consumption and
productivity. Ultimately, the compensations affect user QoE.

PCoIP provides the same satisfactory user QoE as RDP in
ideal conditions but consumes less bandwidth. Compared with
RDP, PCoIP has a tighter rendering time, even in the worst cas⁃
es (i.e. delay 200 ms and loss 3%), in our sample space. If the
values for delay and loss are greater than those we chose for
the worst-case network degradation, user QoE is always poor
(as is evident in the slow-motion benchmarking traces).
Hence, higher sample values were not used in our setup. This
difference is due to the fact that PCoIP uses UDP as the under⁃
lying transmission protocol, whereas RDP is based on TCP and
retransmits when network conditions are lossy.

4 Composite Quality Formulation
In this section, we describe the closed-network setup and

experiments used to formulate the composite quality functions
for PCoIP and RDP thin-client protocols.
4.1 Closed-Network Testbed

Fig. 6 shows the reference architecture described in section
3 implemented as a VDBench benchmarking engine in a VDC
at VMLab [23]. The physical components are set up and inter⁃
actions are organized in three layers: thin-client sites, middle⁃
ware services, and server-side VDs. At the thin-client sites,
an offline, closed-network testing environment is used to for⁃
mulate the composite quality functions. In the validation exper⁃
iments described in section 3, the same infrastructure is used
for the middleware services and server side; however, they con⁃

nect via the Internet from geographically distributed locations.
We set up two VD environments, one with the open-source
Apache VCL [24] and the other with VMware VDI [25]. The
default thin-client protocols for VD access in the Apache VCL
environment was RDP, and the default thin-client protocol for
VD access in the VMware environment was PCoIP.

The VDBench benchmarking engine automates and orches⁃
trates 1) initial workflow steps 1 to 5 shown in Fig. 6, 2) the
use of RDP or PCoIP to set up a thin-client session, and 3) the
final objective user QoE measurements obtained by integrating
user workload generation and slow-motion benchmarking in
various network conditions. Our implementation can be easily
deployed in any existing VD hypervisor environment (e.g. ES⁃
Xi, Hyper-V, and Xen) and relies on APIs to authenticate and
authorize VD requests and allocate and reserve resources. Util⁃
ities such as psexec are used to remotely invoke workload-gen⁃
eration scripts; hence, our implementation can also be used to
instrument existing thin-clients based on Windows or Linux
platforms, such as embedded Windows 7,Windows/Linux
VNC, Linus Thinstation, and Linux Rdesktop) [8], [9]. More⁃
over, our implementation allows for the storing of performance
measurements and for the joint analysis of system, network,
and application performance in order to measure and monitor
VD user QoE online.
4.2 Closed-Form Expressions

Table 1 shows the objective QoE metrics collected by the
VDBench benchmarking engine. Although we collected and
analyzed more than 20 metrics, we only chose seven (M1 to M7,Table 1) that were observed to significantly affect user QoE as
network conditions degraded for both the RDP and PCoIP pro⁃
tocols. We ignored the metrics of tasks whose packet count
variations over task times were not significant in the best and
worst network conditions. Such metrics are not helpful in iden⁃
tifying QoE bottleneck scenarios in VD applications.

Metrics M1 to M6 are obtained by subtracting the timestamps
between the marker packets and comparing
them with the ideal QoS values. However, M 7is calculated differently: A video is first
played back at 1 frame per second (fps) in an
atomic manner, and network trace statistics
are captured. The video is then replayed at
full speed a number of times in an aggregate
manner using the thin-client protocol being
tested and in various network conditions. A
challenge in comparing the performance of
UDP-based and TCP-based thin-client pro⁃
tocols in terms of video quality is to derive a
normalized metric. The normalized metric
should account for fast completion times with
image impairments in UDP-based thin-client
protocols (as opposed to long completion
times in TCP-based thin-clients with no im⁃▲Figure 6. User QoE modeling and assessment framework: Physical component setup and
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( )(data transferred (atomic fps)/render time (atomic fps)ideal transfer (atomic fps)

( )Q videoplay = (1)
(data transferred (aggregate fps)/render time (aggregate fps)ideal transfer (aggregate fps)

pairments but long frame freezes). To meet this challenge, we
use the video quality metric given by (1) and originally devel⁃
oped in [5]. The M 7 metric relates slow-motion atomic play⁃
back to full-speed aggregate playback in order to determine
how many frames are dropped, merged, or otherwise not trans⁃
mitted.

Of these seven metrics, those that were most sensitive to
change in network conditions are the more dominant metrics
that affect user QoE. For other application sets and user expec⁃
tations of VD application performance, the number of metrics
may vary. In any case, the composite quality function used to
predict user QoE given n metrics {M1, M2, ... ,Mn} can be calcu⁃
lated using a general form, W 1M 1 + W 2M 2 + ... + WnMn , where
each metric Mi for i ∈{1, n} has a corresponding weight Wi fori ∈{1, n}. Each corresponding weight is based on how sensi⁃
tive the metric is to network degradation or how much of a key
performance indicator the metric is. We assign a weight by cal⁃
culating the change in the measurement value of the metric per
unit change in QoS (i.e. the change in delay and loss). Table 2
shows the normalized weights of the dominant metrics derived
for PCoIP and RDP protocols from the packet traces in our
closed-network testbed experiments that involved the system⁃
atic emulation of network conditions described in section 3.3.
By combining these weights and metrics, we derive a
closed-form expression (2) that can be used to predict the com⁃

posite-quality function for our setup:

Equation (2) is derived through trial and error with increas⁃
ing complexity in relation to (1) in order to obtain closed-form
expressions that best fit the training data curve. Because the
dominant metrics in our case were the same for both RDP and
PCoIP, the same equation can be used to estimate CQS for
RDP and PCoIP. Note that M 7 was found to be a highly domi⁃
nant metric compared to the rest of the metrics; hence, we used
the square root of this metric to balance its influence in rela⁃
tion to M1 to M6 .

To compare the thin-client protocols in relative and abso⁃
lute terms, we give RCQS and ACQS as

RCQS and ACQS are normalized between 0 and 1 and are
given as percentages. They are calculated using the CQS for
the current, ideal, and worst network conditions for RDP and
PCoIP thin-client protocols. In our experiments, CQS curr , the
composite-quality score being calculated for a given network
condition, is compared with the CQS for ideal (0 ms, 0%) and
worst-case (200 ms, 3%) delay and loss. This allows us to com⁃
pare how well user QoE performance conforms to ideal perfor⁃
mance (the relative objective QoE score) for a thin-client pro⁃
tocol being tested. Moreover, it allows us to compare the
thin-client protocols that may have different weights applied
to the same metrics in degraded conditions (the absolute objec⁃
tive QoE score). Tables 3 and 4 respectively show RDP and
PCoIP composite-quality calculations in relation to the RCQS
and ACQS values obtained in our closed-network testbed.
RDP and PCoIP protocols perform differently in different appli⁃
cation contexts and network conditions.

5 Validation of Results
In this section, we validate our composite-quality modeling

▼Table 1. Notation

Notation

CQS

RCQS

ACQS

AMOS

AlternativeNotation
M1

M2

M3

M4

M5

M6

M7

Definition
Excel open time is the time in seconds taken for Excelapplication to open
Excel render time is the time in seconds taken for Excelapplication to render sample text
Low-resolution image load time is the time in seconds taken forInternet Explorer to load a webpage with a sample low-resolutionimage of the US Constitution
High-resolution image load time is the time in seconds taken forInternet Explorer to load a webpage with a samplehigh-resolution image of the US Constitution
Text load time is the time in seconds taken for Internet Explorerto load a webpage with sample text
Media playback time is the time in seconds taken for WindowsMedia Player to play back a sample video
Media playback quality is the playback quality of the samplevideo in Windows Media Player
The composite-quality score is given by (2).
The relative composite-quality score is the normalized CQSobtained from (3).
The absolute composite-quality score is the normalized CQSobtained from (4).
The absolute mean opinion score is the average score given byreal users during subjective QoE testing.

T excelopen

T excelrender

T low_imgload

T high_imgload

T textload

T videoplay

Q videoplay

ACQS = × 100 (4)CQS curr - min (CQS RDP200,3 , CQS PCoIP200,3 )
max(CQS RDP0,0 , CQS PCoIP0,0 ) - CQS 200,3

RCQS = × 100 (3)(CQScurr - CQS 200,3)(CQS 0,0 - CQS 200,3)

▼Table 2. Normalized weights showing dominant metrics

Metric RDP Weight
0.08
0.03
0.13
0.14
0.08
0.30
0.21

PCoIP Weight
0.06
0.01
0.26
0.22
0.07
0.09
0.26
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and assessment methodology in a real-world VDC. We de⁃
scribe how the validation testbed was set up for user trials. Fol⁃
lowing this, we give the results of our analysis of subjective
and objective user QoE measurements.
5.1 VDPilot Testbed

We used the production environment shown in Fig. 6, which
is similar to the testing environment (without the network emu⁃
lator), as a VDPilot testbed for our validation experiments. The
testbed uses RDP and PCoIP thin-client protocols, and actual
users are present in virtual classrooms within a federated uni⁃
versity system. A total of 36 users registered in the VDPilot,
most of whom were faculty and students from diverse selection
of Ohio-based universities. These universities included Ohio
State University, University of Dayton, University of Akron,
Ohio University, Denison University, Walsh University, Sin⁃
clair University, Ashland University, and Baldwin Wallace Col⁃
lege.

As part of subjective testing in the VDPilot testbed, partici⁃
pants were asked to compare Apache VCL (configured with de⁃
fault RDP) with VMware VDI (configured with default PCoIP)
remote thin clients while using Excel, Windows Media Player,
and Internet Explorer to complete tasks in VDs. After complet⁃
ing the subjective tests, participants were asked to complete an
online survey to provide feedback about their perception of
QoE while accessing VD applications with Apache VCL and
VMware VDI.

Subsequently, the participants were asked to perform objec⁃
tive QoE tests to more objectively compare user QoE at the dif⁃
ferent sites and eliminate any outlier biases or mood effects of
the participants that may have affected their subjective judg⁃

ment of VD application QoE. As part of the objective
QoE testing, participants downloaded, installed, and
ran the OSC/OARnet VDBench software shown in
Fig. 7 for both Apache VCL and VMware VDI remote
thin clients. The installation prerequisites included
the latest Java runtime environment, Wireshark, and
two clients in the form of JAR files (one for Apache
VCL and the other for VMware VDI). The VDBench
client software implements the client-side aspects of
our user workload generation and slow-motion bench⁃
marking methodologies explained in sections 3.2 and
3.3. It can run on both Windows and Linux platforms
and is capable of NIC selection to initiate tests. It in⁃
teracts with the VDBench benchmarking engine at
the server side through messages encoded in marker
packets. It can also be securely used in VDCs be⁃
cause it requires a participant to input a username
and password that is valid in the Active Directory on
the server side.

The VDBench client executes a series of automated
tests over several minutes. These tests are performed
in the participant’s remote thin client in order to sim⁃

ulate or mimic the actions performed by participants during
subjective testing over the Internet. While performing the tests
within an Apache VCL or VMware VDI instance, the software
records interactive application response times and video play⁃
back quality metrics (M1 to M7, Table 1). This quantitative per⁃
formance information can be used to identify bottlenecks and
can be correlated with subjective user QoE ratings, that is, the
mean opinion scores of participants. Measurements taken dur⁃
ing a test run in an instance of either Apache VCL or VMware
VDI are displayed to the user in the VDBench client user inter⁃

▼Table 3. RDP composite quality calculations in closed-network testbed

Delay (ms)
0

50
200
0

50
200

Loss (%)
0
0
0
3
3
3

1.12
0.94
1.09
1.21
1.13
1.40

20.63
20.85
20.70
20.64
20.81
20.58

0.32
0.98
0.42
0.46
1.30
0.42

0.52
1.13
0.41
1.04
1.76
0.68

0.49
0.51
0.95
0.50
0.43
0.41

7.00
50.65

220.65
6.65
62.54

273.58

7.66
1.37
0.26
6.07
0.89
0.21

CQS
-0.13
-3.72

-14.33
-0.35
-4.70

-17.61

RCQS
100.00
79.48
18.78
98.74
73.90
0.00

ACQS
89.67
71.38
17.07
88.55
66.50
0.00

T excelopen T excelrender T low_imgload T high_imgload T textload T videoplay Q videoplay

▼Table 4. PCoIP composite quality calculations in a closed-network testbed

Delay (ms)
0

50
200
0

50
200

Loss (%)
0
0
0
3
3
3

0.91
0.88
0.96
0.77
0.91
0.90

20.51
20.56
20.46
20.52
20.60
20.50

0.18
0.23
0.39
0.17
0.24
0.35

0.34
0.46
0.71
0.36
0.43
0.77

0.26
0.29
0.39
0.22
0.27
0.51

5.98
8.80
9.91
6.00
8.45
6.03

22.78
11.45
10.49
0.80
0.69
0.45

CQS
1.86
1.05
0.85

-0.12
-0.25
-0.41

RCQS
100.00
64.47
55.45
12.62
7.02
0.00

ACQS
100.00
95.84
94.47
89.94
89.16
88.34

T excelopen T excelrender T low_imgload T high_imgload T textload T videoplay Q videoplay

▲Figure 7. Java VDBench client.
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Protocol
RDP

PCoIP
7.66
2.19

23.79
20.79

0.71
0.22

1.01
0.41

1.12
0.37

17.54
7.65

5.50
11.46

CQS
-1.81
0.99

ACQS
81.11
95.76

AMOS
4.21
4.74

face, and a copy of these measurements is automatically stored
in a database on the server side.
5.2 Correlating Subjective QoE Measurements

Table 5 shows the subjective and objective user QoE results
from testing in the VDPilot testbed. Absolute mean opinion

scores are the averages of the user QoE feedback. The absolute
mean opinion scores for both RDP and PCoIP were greater
than four (i.e. PCoIP was 4.74 and RDP was 4.21), which is in
the“good”range of user QoE. In addition, the ACQSs were
high and correlated with the baseline results from the
closed-network testbed for a network with approximately 50
ms delay and 0% packet loss. Such correlation was expected
given that the participants were dispersed over a regional
wide-area network. Thus, we were able to determine that the
VDC infrastructure configuration used in the VDPilot case had
no inherent usability bottlenecks and could provide satisfacto⁃
ry user QoE for Ohio-based universities.

We also observed that the AMOSs closely correlated with
the objective user QoE measurements given by ACQS and cal⁃
culated using (4) for both the RDP and PCoIP protocols. Fur⁃
ther, we can conclude that the PCoIP thin-client protocol is
more suitable than the thin-client protocol for the virtual class⁃
room lab use cases. The PCoIP ACQS was 95.76, and the RDP
ACQS was 81.11. ACQS is a more relevant objective QoE met⁃
ric than RCQS for making a comparison with AMOS because
we are comparing the performance of two different thin-client
protocols.

6 Conclusion
In this paper, we have presented a novel, human-centric ref⁃

erence architecture and described how it can be used to model
and assess objective user QoE in VDCs without the need for ex⁃
pensive, time-consuming subjective testing. The architecture
incorporates finite-state machine representations for user
workload generation and also incorporates slow-motion bench⁃
marking, in which deep packet inspection is used to determine
the performance application tasks affected by QoS variations.
In this way, a composite-quality metric model of user QoE can
be derived. We have shown how this metric can be customized
to a particular user-group profile with different application
sets and can be used to a) identify dominant performance indi⁃
cators and troubleshoot bottlenecks and b) obtain both abso⁃
lute and relative objective user QoE measurements needed for
pertinent selection of thin-client encoding configurations in

VDCs.
Our framework and its implementation in the form of a VD⁃

Bench benchmarking engine on the server side and Ja⁃
va-based VDBench client on the thin-client side can be used
by CSPs within existing VD hypervsior environments (e.g. ES⁃
Xi, Hyper-V and Xen) and can be extended to instrument a
wide variety of existing thin clients based on Windows and
Linux platforms (e.g. embedded Windows 7, Windows/Linux
VNC, Linux Thinstation, and Linux Rdesktop). CSPs can use
our framework and implementation to monitor VD user QoE by
jointly analyzing system, network, and application contexts.
This ensures that a CSP’s VD users are satisfied, VD applica⁃
tions are highly productive, and VDC support costs are re⁃
duced because performance is more transparent.

We validated our composite-quality modeling and assess⁃
ment methodology by using subjective and objective user QoE
measurements in a real-world VDC called VDPilot, uses RDP
and PCoIP thin-client protocols. In our case study, actual us⁃
ers were present in virtual classrooms in a regional, federated
university system. There was high correlation between the sub⁃
jective and objective user QoE results from testing, and this al⁃
lowed us to determine that PCoIP was the more suitable
thin-client protocol for the virtual classroom case. We also de⁃
termined that the configuration of the VDC infrastructure for
this case had no inherent bottlenecks and could provide satis⁃
factory user QoE over the Internet at a regional level.
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Assessing the Quality of User-Generated
Content

1 Introduction
uality assessment (QA) for images dates back to
the 1970s, when the first studies were done on the
visual cortex, vision modeling, and digital imag⁃
ing. Algorithms based on models of the human vi⁃

sual system now compete with more pragmatic, image- or fea⁃
ture-based methods [1]. Video QA has a similar, albeit short⁃
er, history [2].

Ubiquitous and affordable digital cameras (also in the form
of embedded image capture devices) now enable users to take
pictures and videos almost anywhere, anytime. This has led to
an explosion in the amount of picture material produced by
both amateurs and professionals.

However, traditional media and user-generated content are
fundamentally different on many levels, especially from a qual⁃
ity assessment perspective (Table 1).
1.1 QA for Traditional Media

Traditional QA methods have focused mainly on the process⁃
ing and distribution chains of broadcast media, that is, the

compression, transmission, and enhancement of images and
video. In many cases, there is an explicit reference (e.g. the
source image or video), that passes through the system and un⁃
dergoes certain changes (e.g. loss of fidelity, compression arti⁃
facts, packet loss, noise removal).

For such high-value, professional content, QA is typically
done manually during the production process. Afterwards, the
content is prepared for and distributed to many paying consum⁃
ers via channels such as cinema and broadcast TV. It is very
much a linear process in which a single high-quality source
passes through various processing steps that may change or af⁃
fect the quality of the content. The entities concerned with
quality throughout this process are typically encoder manufac⁃
turers, content providers, service providers, and operators. Fur⁃
thermore, traditional media is designed for a wide audience,
and as a consequence, the average user and mean opinion
score (MOS) are the quality unit and benchmark of choice.

Most QA algorithms [1], [3], [4]; databases [5]; standards [6];
and products have so far have focused on this stage, where fi⁃
delity (i.e. how closely the processed image/video resembles
the original source content) is of primary importance.
1.2 QA for User-Generated Content

With user-generated content, fidelity is secondary. The cri⁃
teria for QA and enhancement are not only image- or con⁃
tent-specific (e.g. impairments or scene composition) but also
user-centric (i.e. what is most relevant to the user in a collec⁃
tion). This is contrary to traditional QA approaches.

Automated QA for user-generated content is useful primari⁃
ly in the production process for a number of reasons:
•Even if QA could be done manually by the user, it would be

too time-consuming for most. Besides, the average user
needs guidance to produce good-quality content.

•Processing and distribution are simple and are largely hid⁃
den from or opaque to the user (e.g. compression in the cam⁃
era or uploading content to a website).

•Quality becomes a much more personal concept because it
is mainly the user and the circle of people they may share

Q

▼Table 1. Traditional media vs. user-generated content

Stages
Production
Processing

Distribution

Traditional Media
Professional quality, premium content
Encoding, transcoding, multiplexing,etc.
Real-time streaming, many users, highnetwork demands

User-generated Content
Amateur content/quality
Minimal user intervention, orhidden from user
Sharing with friends, typicallydownloads
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Keywords

With the widespread use of digital cameras, imaging software,
photo-sharing sites, social networks, and other related technolo⁃
gies, media production and consumption patterns have become
much more multifaceted and complex than they used to be. Us⁃
er-generated content in particular has grown tremendously. As
a result, quality of experience (QoE) and related quality assess⁃
ment (QA) methods must also be looked at from a different an⁃
gle. This paper contrasts some of the traditional quality assess⁃
ment approaches with newer approaches designed for user-gen⁃
erated content. It also describes some sample applications we
have developed.
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the content with who matter the most. Indeed, personaliza⁃
tion has not received much attention so far despite its im⁃
portance for user-generated content.

We discuss these aspects in more detail, using the example
of photo collections. However, they also apply to other types of
media.

2 Photo Collections
The most common type of user-generated content today is

digital photos. Collections typically comprise pictures taken
during an event or trip, possibly by multiple users using differ⁃
ent devices. They may also comprise images shared in social
networks, images on websites, and images stored in third-par⁃
ty repositories. Devices may include single-lens reflex (SLR)
cameras, point-and-shoot cameras, and camera phones.

It has become so easy to take lots of pictures that users regu⁃
larly have to deal with large photo collections. The role of QA
here is primarily the selection of the best and most representa⁃
tive pictures from a collection. This task can be broken down
into two basic steps: screening and summarization. In screen⁃
ing, the best photo is selected from a group of similar photos
(typically multiple shots of the same scene) and enhancements
are applied if necessary. In summarization, a subset of pictures
is chosen for an album. Often, the purpose is to tell a story or
share an experience.

Intelligent user interface design and personalization are es⁃
sential in both steps because of the importance of user-specif⁃
ic criteria, tastes, and preferences. It is also difficult to fully
automate these processes to the satisfaction of users.
2.1 Screening

With digital cameras, it has become common practice to
take multiple pictures of the same scene. Users typically take
two or three shots per scene on average, and for certain scenes
and situations, between eight and ten shots [7]. Selecting the
best picture from a group of pictures typically involves evaluat⁃
ing lighting, exposure, and white balance; framing and perspec⁃
tive; postures, actions and faces of people in the scene; and ba⁃
sic image quality [8].

Typically, the quality of a picture is assessed by comparing
it to a reference with the same content but without impairments
(full-reference comparison). It may also be assessed on its own
(no-reference comparison). When there is no reference image,
traditional full-reference methods do not apply. No-reference
methods can be used in principle, but they generally work best
along a single impairment dimension, for example, quantiza⁃
tion or blur, of the same image.

The problem here is more general and revolves around com⁃
paring pictures that have similar, related (but not identical)
content and different quality/impairment dimensions and lev⁃
els (one image may be blurred while another may be underex⁃
posed). We need to choose the best of the pictures, and this re⁃

quires a good understanding of the effects that different impair⁃
ment dimensions have on perception.

Much of the existing work done in this area has been fo⁃
cused on the aesthetic aspect of quality. Features used to esti⁃
mate the aesthetic value or classify aesthetic categories of con⁃
sumer photographs are color and illumination, composition,
depth of field and perspective, and subject matter [9]. Such fea⁃
tures have even been used to provide automatic feedback to
photographers when composing a shot [10].

Although aesthetic aspects are no doubt important, they be⁃
come secondary for the rather large class of“family photos”
that most amateur photographers are concerned with. For fami⁃
ly photos, human factors, such as facial expressions, pose, ac⁃
tivity, and interaction, are by far the most important factors
that determine the value of an image. If there are people in a
scene, a human observer will immediately focus their attention
on them and their faces and largely ignore the other character⁃
istics of the image [11]. Consequently, assessing human factors
is of paramount importance to intelligently process family pho⁃
to collections.

Unfortunately, human factors are much harder to measure
than aesthetic or other low-level factors. Problems such as
face detection or recognizing people, poses, activities, and ex⁃
pressions are still some of the most challenging problems in
computer vision, especially for images captured in uncon⁃
trolled conditions.
2.2 Summarization

Selecting the most representative pictures from a set is simi⁃
lar to storytelling or summarization; the key is to identify
which scenes the user considers to be important in the story.
There may not be a unique set of pictures that can fully repre⁃
sent a collection because of the large number of possible sub⁃
sets and different possible themes.

An effective summary should have certain properties: quali⁃
ty, the selected photos have to be interesting and attractive; di⁃
versity, there should be no duplication or redundancy; and cov⁃
erage, important people or events should appear in the summa⁃
ry [12].

Criteria that people use to choose pictures from a collection
have been studied previously. Such criteria include specific
people, variety of places, and general image quality [8]. These
can be used to guide the (semi)automatic selection process.
Furthermore, it can be helpful that some events, such as wed⁃
dings, in certain cultures follow a specific sequence of events.
There may be a number of important milestones that need to
be included.

It may also be desirable to find pictures that are not be part
of the initial set but that are nevertheless relevant to the story
and can be sourced from external collections. Examples of this
are a map of places visited or a better picture of a popular
sight if the ones present in the collection are not satisfactory.

Finally, the purpose of summarization is not necessarily to
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produce a static album or set of photos; instead, it can be used
for dynamic browsing of photo collections. Of particular inter⁃
est is“associative”browsing, which refers to any method that
assists users to discover, browse, or navigate large data librar⁃
ies in a more intuitive way. With associative browsing, a user
is guided towards other similar data that is relevant to the data
currently being viewed. Naturally, the human factor plays a big
role in the associations a person has when looking at photos.
This makes it difficult not only to develop approaches for mean⁃
ingful summarization but also to evaluate their effectiveness.
Furthermore, associations are highly subjective, which brings
us to the topic of personalization.
2.3 Personalization

Personal and social factors are much more important for us⁃
er-generated content because such content is often only mean⁃
ingful to the user and their family and friends. Consequently,
generic models for appeal may be even more short-lived than
those for aesthetics [13]. For personalization to be effective, it
must be carefully tailored toward learning personal or situation⁃
al preferences. Personalization implies that the criteria for se⁃
lecting images are not those of the average user (as typified by
the traditional MOS) but of the specific user. This approach is
quite different to the way the topic is usually approached.

Pictures selected from a personal collection by a random
person are unlikely to be the meaningful or relevant pictures
for the owner. A given person may have certain preferences in
terms of perspective, lighting, color, enhancements, subjects,
expressions, and poses. Any QA system for such content
should be able to offer personalized suggestions according to
the user’s individual taste and preferences. Image content
and visual characteristics alone are likely insufficient, and im⁃
age metadata such as tags, geographical information, time, and
date can greatly help with personalization tasks.

3 Examples

3.1 Interactive Photo Screening
People often take multiple shots of the same scene and then

select the best picture(s) from the set afterwards. This is espe⁃
cially common for photos that involve people, for example, fam⁃
ily photos with babies and kids or photos of certain important
events, such as weddings or graduations. In these cases, we
want to capture the best moments when the subjects of the pho⁃
tos have the most memorable poses. Then, we want to share our
favorite photos with family and friends.

Photo screening (triaging) is one of the most common photo⁃
work activities. Existing photo software provides very limited
computational or interface support for photo triaging; in many
cases, this basic task still relies on flipping through the photos
and viewing them one by one, which is a primitive interaction
method. Using thumbnail images as an alternative does not

work well either because the relevant image features to be com⁃
pared are often too small in a thumbnail view. Thus, details
such as facial expressions are not easily recognizable. This is
especially problematic on mobile devices with limited screen
space and resolution.

We therefore propose an effective and easy-to-use
brush-and-drag interface that allows the user to interactively
explore and compare photos within a broader scene context
(Fig. 1) [7]. First, the user brushes an area of interest on a pho⁃
to. Our tailored segmentation engine automatically determines
corresponding image elements among the photos. Then, the us⁃
er can drag the segmented elements from different photos
across the screen to explore them simultaneously and further
use simple finger gestures to interactively rank photos, select
favorites to sharing, or remove unwanted photos. This focus +
context design allows the user to choose any area or object of
interest by brushing (focus) while retaining the overview photo
(context). The photo triaging process becomes more flexible
and user-centric.

We implemented our interface on an Apple iPad 2 and eval⁃
uated it with a number of users. According to both objective
and subjective measurements, our brush-and-drag interface is
better than the conventional method of browsing photos by flip⁃
ping. The participants preferred our interface in terms of ease
of use and were able to select favorite photographs from groups
of similar images more quickly [7].
3.2 People-Centric Summarization

There is a considerable body of research on slideshows and
even some commercial products (e.g. Apple iPhoto) for auto⁃
matic face annotation in personal photo-albums. However,
there are no existing systems that can identify people and their
emotions in photo libraries and use this information, along with
other similarity features, to form an associative chain of image
transitions or browsing suggestions. The majority of existing
techniques that estimate human emotions do not take into ac⁃
count the human factor; they mainly focus on other global or lo⁃
cal image features.

We have developed a method of creating people-centric
slideshows that takes into account people and their emotions
[14]. Fig. 2 shows how this system operates. The user specifies
the person(s) that they wish to include along with the impor⁃
tance that they assigns to different similarity criteria. The sys⁃
tem automatically scans the photolibrary for photos of the re⁃
quested person(s) and performs face recognition and emotion

▲Figure 1. The brush-and-drag interface for photo screening.
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estimation [15]. The retrieved images are then automatically ar⁃
ranged into a meaningful sequence, taking into consideration
the importance values assigned by the user. The resulting im⁃
age sequence can be displayed as a slideshow or to give brows⁃
ing suggestions to the user. The current similarity criteria in⁃
clude facial emotions/expressions, timeline, color, and scene
characteristics.

The system has a flexible design, and new similarity attri⁃
butes can be easily added. It is also adaptable to the user’s
preferences. Different degrees of importance can be defined for
the similarity attributes, making it a useful tool for personal⁃
ized associative browsing or slideshow creation. The proposed
system also takes into account emotions, which makes it useful
for filtering out undesirable expressions such as angry faces.

4 Conclusions
We have contrasted traditional media and user-generated

content in terms of their requirements for quality assessment.
Using the example of photo collections, we have outlined a
number of relevant research areas for novel quality assessment
approaches. We have also highlighted two sample applications
for photo screening and summarization that address issues
such as user interface design and personalization that are im⁃
portant for user-generated content.
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M
1 Introduction

any image processing algorithms are currently in
use thanks to the Internet and the growing popu⁃
larity of smart devices. Because of the differenc⁃
es between human eyes and digital camera lens⁃

es, it is necessary to develop techniques for automatic focus⁃
ing, exposure, color adjustment, and white balance in order to
improve the qualitiy of color in captured images.

A number of color-adjustment algorithms have been pro⁃
posed in the literature. The most widely used of these algo⁃
rithms is white balance, which adjusts color cast caused by
light sources. There are two categories of white balance algo⁃
rithm: gray world assumption [1] and max white [2]. Gray world
assumption calculates weighting values for color correction by
matching the color average with a gray reference value. Howev⁃
er, the algorithm may fail if the image only contains a few color
elements. Max white derives weighting values for color correc⁃
tion by changing the white point in the image to a white refer⁃
ence point. It fails if the white point is not found in the image.

There are also a number of other methods for color adjust⁃

ment. For example, neural networks can be used to determine
the type of illuminant and to correct images after a vast amount
of illuminant data has been collected [3]. In the color-by-cor⁃
relation method, illuminant data is first collected in order to
set up a correlation matrix that is used to determine the type of
illuminant and correct the image [4]. In the illuminant voting
method, a probability and voting process is used to determine
the type of illuminant [5]. The neural network, color-by-corre⁃
lation, and illuminant-voting methods are all complicated be⁃
cause they require heavy computation in advance.

Color-cast detection protects images without color cast be⁃
fore the white balance algorithm is applied. In [6], the nonlin⁃
ear classification function of a neural network is used to classi⁃
fy the input images as real cast, no cast, or intrinsic cast. The
neural network uses seven features for detecting real cast and
no cast and six features for detecting intrinsic cast. Other meth⁃
ods include the threshold method [7] and histogram method
[8]-[10]. Color-cast detection methods can be used when
• images uploaded to or downloaded from the internet have

color cast
• images have color cast caused by improperly adjusting the

automatic white balance in the digital camera
•images have color cast from other devices, such as scanners

or monitors
•old and stained photos are recaptured by a digital camera
•images have uncertain color cast.

In [11], a very effective method was proposed to detect color
cast in images. The method is based on the assumption that
when there is more color cast in an image, the distribution of
the ab-chromaticity histogram is more centralized. Fig. 1(a)
shows an image that has color cast, and Fig. 1(b) is the corre⁃
sponding ab-chromaticity histogram. The distribution of the
histogram is extremely centralized. This method works well
most of the time, but it may not be suitable when the color cast
is not severe. When evaluated over the entire image, the sub⁃
jective assessment index may become very small because of di⁃
lution, and this leads to misclassification. To overcome this
problem and evaluate the input image, we propose a method
based on the local ab-chromaticity histogram of the near-neu⁃
tral regions of the image.

2 Improved Color-Cast Detection Method

2.1 Original Ab-Chromaticity Histogram Method
There are two basic types of color cast: intrinsic, which is
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AB-chromaticity histogram analysis works well most of the
time, but it may not work well when the color cast is not severe.
To overcome this problem, we propose an improved, two-step
automatic cast-detection method. First, we compute the RGB
color variance to evaluate the quality of the input image. If this
variance is very small, we extract near-neutral color areas and
compute the local ab-chromaticity histogram. We use this local
ab-chromaticity histogram to evaluate the quality of the input
image. This method has been tested in ZTE’s video surveil⁃
lance system. The results show that the proposed method pro⁃
duces better results based on subjective evaluation and is more
efficient in various conditions.
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caused by a dominant color such as sky blue; and real, which
is caused by the failure of the capturing device or by unusual
lighting conditions. These two types of color cast are difficult
to distinguish, so we simply treat them both as color cast.
Here, we briefly describe the original ab-chromaticity histo⁃
gram method [11].

Most color images are represented in the RGB color space;
that is, a color image comprises a red channel, a green chan⁃
nel, and a blue channel. However, the RGB color space is not
suitable for image proccesing because the correlations between
the three channels are large, and the three channels contain a
large amount of redundant information. Therefore, the original
ab-chromaticity histogram method is used in the Lab color
space. Compared with the RGB color space, the Lab color
space has some useful attributes that help us detect color cast.
The more color cast in the image, the more centralized the dis⁃
tribution of the ab-chromaticity histogram. In the original
method, RGB is converted to Lab color; then, the 2D ab-chro⁃
maticity histogram Hab is computed. Once this histogram has
been computed, the following equation is used to provide statis⁃
tics that help us analyze the histogram:

where k = a, b (channel); μk is the mean levels of chromaticity
in channels a and b; and σk is the variance of the ab-chroma⁃
ticity histogram along the axis a and b, respectively.

Because a histogram is not an intuitive way to display the
statistics from (1), we can use an equivalent circle. The center
of the circle is (μa , μb ), the radius is σ = σa2 +σb2. We can de⁃
fine the minimum distance between the circle and the center of
the ab-chromaticity plane (a = 0, b = 0) as

where μ = μ a2 +μ b2. Then, we compute the color-cast coeffi⁃
cient (CCC):

Because d measures how far the whole histogram lies from
the neutral axis (a = 0, b = 0) and σ is the spread of the histo⁃

gram, d σ can be used to quantify the strength of the cast.
2.2 Proposed Method

AB-chromacity histogram analysis may not work well when
the color cast is not severe. To overcome this problem, we use
the local ab-chromaticity of neural regions (defined in section
2.2.1) rather than the ab-chromaticity histogram of the whole
image to evaluate the image quality. Furthermore, in order to
speed up our method, we add an initial decision step. Fig. 2
shows the flow, which can be summarized follows:

Input:Input: color image
OutputOutput: Boolean value(to indicate whether color cast exists

or not)
ProcedureProcedure:
1. Compute RGB color variance σRGB =∑i [(Ri -R)2 +(Gi -G)2

+ (Bi -B )2], where i is the pixel index and R, G, and B are the
mean gray levels of red, green and blue channels, respectively.

2. If the σRGB is smaller than a predefined threshold TσRGB , go
to step 3, else return false.

3. Convert the input image from RGB color space to Lab col⁃
or space.

4. Extract near-netural regions
5. Compute local-CCC using equations (1)-(3).
6. If local-CCC greater than predefined threshold T local-CCC ,

return true, else return true.
2.2.1 Extraction of Near-Neutral Regions

We propose using the local-CCC of near-neutral regions as
the subjective color-cast index. We define a near-neutral re⁃
gion as pixels that have an ab-chromatictiy value near the cen⁃
ter of the ab-chromacity plane; that is, the pixels are grayless.
Fig. 3 shows some experiemental results for extraction of
near-neutral regions.
3 Experimental
Results
In our experiments,TσRGB = 30 and Tlocal-CCC =

0. Fig. 4 shows some
results from the experi⁃
ments. The left column
shows the input image;
the middle column
shows the equivalent
circle of the global
ab-chromaticity histo⁃
gram; and the right col⁃
umn is the equivalent
circle of the local
ab-chromaticity histo⁃
gram. When there is no
color cast, the differ⁃
ence between global

(b)
▲Figure 1. (a) An image with color cast and (b) the corresponding

ab-chromaticity histogram.

(a)

μk = ∑k kHab (a, b )
σk = ∑k (μk -k )2 Hab (a, b ){ (1)

▲Figure 2. Flow of the proposed method.
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CCC dσg and local CCC dσl is small. In Fig. 3(a), abs (dσg -dσl ) =
0.0206 (nearly zero). However, when ther is color cast, the dif⁃
ference between dσg and dσl is larger. In Fig 3(b), (c) and (d), the
differences between dσg and dσl are 0.6137, 2.459, and 5.4975,
respectively. That is, if there is color cast, the difference be⁃
tween the global CCC and local CCC increases. Local CCC is a
more distinguishable subjective index for color-cast evalua⁃
tion.

4 Conclusion
In this paper, we have proposed an improved color-cast de⁃

tection method in which local CCC of near-neutral regions is
used to evaluate the input image and determine whether color
cast exists in that image. Our method can overcome the limita⁃
tions of using the ab-chromaticity histogram method when the
input image does not have severe color cast. This method has
been used in ZTE’s video surveillance system to evaluate vid⁃
eo quality and is effective in a range of environments.

◀Figure 3.
Extraction of
near-neutral regions.
Left: input image; right:
near-neutral region.
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▲Figure 4. Experiental results for the proposed method.
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A
1 Introduction

ccording to the Cisco Visual Networking Index of
the Global Mobile Data Traffic Forecast, mobile vid⁃
eo traffic accounted for 52% of total Internet traffic
at the end of 2011 [1]. Mobile video traffic will con⁃

tinue to increase so that by 2016, two-thirds of mobile data
traffic will be video. YouTube and Facebook account for more
than 30% of all Internet traffic, YouTube accounting for a big⁃
ger portion of this traffic than Facebook [1]. Most video traffic
goes to mobile devices; however, mobile applications use a con⁃

siderable amount of power, especially when video is involved
[2], [3]. Processing power and storage capacity has grown expo⁃
nentially over the past few years, but battery life has not. Pow⁃
er conservation in mobile devices has been extensively re⁃
searched. Power-saving techniques, such as mobile resource
management, power-aware operating systems, and Wi-Fi/3G
sleep scheduling have been exploited [4].

CPU, LCD, GPS, Wi-Fi, and 3G components consume a lot
of power, as do multimedia applications. Any effort to reduce
power consumption in any one of these components and appli⁃
cations is of paramount importance. In the case of video VoIP,
GPS can be switched off because it is not needed, and one of
the network interfaces can also be switched off depending on
the access network being used. However, the LCD must not be
switched off in order to allow the video watching.

Sleep scheduling techniques cannot be applied in this situa⁃
tion because the communication is in real time. Sleeping
schedules conflict with highly delay-sensitive VoIP services
and degrade VoIP (QoE) [5]. Therefore, it is more appropriate
to adapt multimedia VoIP applications than network interfaces
in order to save energy. This approach has led to a content-ad⁃
aptation technique that can be used to save energy and main⁃
tain VoIP QoE at an acceptable level [6].

This paper describes an extension of the power-driven adap⁃
tation scheme proposed in [6]. In this scheme, video send bi⁃
trates (SBRs) were mapped into battery charge levels. In the
proposed scheme, battery life during VoIP communication was
not predicted; hence, selection of SBRs did not determine the
length of the VoIP session.

In this paper, we use a multiple linear regression analysis to
predict the battery voltage discharge rate. By predicting this
rate, we can accurately estimate the battery life, and appropri⁃
ate SBRs can be used to save power or prolong the VoIP ses⁃
sion. The secondary purpose of this paper is to revise the pow⁃
er-driven VoIP adaptation scheme proposed in [6] so that it in⁃
cludes the battery voltage discharge rate for SBR selection.

2 Related Work
The authors of [7] proposed a framework that reduces power

consumption in Wi-Fi video streaming. The proposed frame⁃
work uses various video SBRs to adjust sleep intervals of the
Wi-Fi. This reduces power consumption and, at the same
time, maintains video quality. In [8], the same technique was

The research leading to these results has received funding from the
European Union Seventh Framework Programme (FP7/2007-2013) under
grant agreement No. 284863 (FP7 SEC GERYON).
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ical results show that the model effectively saves power and pro⁃
longs real-time VoIP sessions when deployed in power-driven
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also proposed, and the Power Save Mode (PSM) standard was
used [9]. These frameworks do not address key issues in re⁃
al-time VoIP communication, where the delay or loss of impor⁃
tant signalling traffic, such as SIP, can affect the real-time
communication.

The authors in [10] proposed a system context-aware ap⁃
proach to predict the life of a smartphone battery. They showed
how changing mobile system components affects the life of a
battery. A video player application with LCD brightness was
used as a dependent variable; however, video content adapta⁃
tion was not considered. This can also lead to another depen⁃
dent variable, and more power can be saved. In this paper, we
go beyond their approach and consider video content adapta⁃
tion in terms of video SBRs.

In [6], we proposed a power-driven adaptation scheme in
which SBRs are switched in order to save power over Wi-Fi
networks. Wi-Fi power is consumed in either the listening
state or transmission state. Power consumption levels in these
two states were constant and could be broken down into low
and high power levels. However, we did not predict the battery
voltage discharge rate, which is useful for estimating the bat⁃
tery life for each proposed SBR during the VoIP session.

Here, we propose a multiple linear regression model that
can be used to predict the battery voltage discharge rate for
several video SBRs. The proposed model is then used to esti⁃
mate the battery life during a VoIP session. The range of video
SBRs is carefully chosen in order to maintain acceptable QoE.

3 Experimental Testbed
We developed a testbed based on Open IMS Core to evalu⁃

ate the proposed model (Fig. 1). Session Initiation Protocol
(SIP) [11], the de facto signaling protocol in IMS, was used to
establish and terminate a VoIP session.

Two HTC Dream G1 mobile phones with Android 2.3 were
ported with IMSDroid [12] and used as clients for VoIP commu⁃
nication. The Universal Mobile Telecommunications System
(UMTS) access network was provided by O2 UK. For voice ses⁃
sions, the AMR-NB base profile codec was used, and for video
sessions, the H264 base profile codec was used. An An⁃
droid-based power monitoring tool called Powertutor [13] was
installed on the mobile phones, and statistics were collected ev⁃
ery second. The power sources for both mobile phones were re⁃
chargeable 1100 mAh, 3.7 V lithium-ion batteries.

OpenSips [14] and OpenXCAP [15] were deployed in the
testbed for presence capabilities and to store monitored battery
charge and power levels in a centralized way.

4 Evaluation of Power Consumption
In this section, we evaluate the power consumption of mo⁃

bile components that significantly contribute to overall power
consumption in the system. Power consumption differs be⁃

tween mobile devices because of software and hardware.
4.1 3G Interface

Fig. 2 shows the power consumed by the 3G interface in the
HTC Dream G1. The chipset is a Qualcomm RTR6285. Ac⁃
cording to 3GPP, 3G has three states: IDLE, dedicated chan⁃
nel (DCH), and forward-access channel (FATCH). IDLE is the
low-power-consumption state: the radio resource control is in
IDLE when no data is being transmitted. DCH and FATCH are
high-power-consumption states. DCH guarantees low delay
and high throughput by reserving dedicated channels to mobile
devices. The FATCH state occurs when there is less traffic,
and the channel is shared between mobile devices.

Timers control the transitions between states. The transition
from low-power to high-power state is immediate, but the tran⁃
sition from high-power to low-power state occurs only when
the network has been inactive for a certain period of time. The
transitional power from low-power to high-power state is

HSS: home subscriber serverI-CSCF: interrogating call session control functionP-CSCF: proxy call session control functionS-CSCF: serving call session control function

SIP：Session Initiation ProtocolUE: user equipmentUMTS: Universal MobileTelecommunications System

▲Figure 1. Experimental testbed.

▲Figure 2. Power consumed by the 3G interface.
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called ramp power, and the transitional power from high-pow⁃
er to low-power state is called tail power [16]. The following
steps describe how power is used by the 3G interface (Fig. 2):
1) The 3G interface is off and no power is consumed.
2) The 3G interface is on, but no data is transmitted. An aver⁃

age of 10 mW is recorded, and the interface is in the
low-power state.

3) VoIP multimedia transmission is started, and the interface
is in a high-power state. An average of 570 mW of power is
consumed. The power consumed during the transition from
low- to high-power states is called ramp power.

4) VoIP multimedia transmission is stopped. The 3G interface
waits for a fixed time before reverting to the low-power
phase. An average of 401 mW of power is consumed, and
the average wait time is six seconds. The power consumed
during the transition from high- to low-power states is
called tail power.

5) Low-power state.
The empirical results show that the high-power state of the

3G interface does not affect the transmission rate (Fig. 3).
4.2 VoIP Application

Fig. 4 shows the power consumed by the IMSDroid AV ap⁃
plication during the VoIP communication, which can be de⁃
scribed by the following steps:
1) IMSDroid is off, and no power is consumed.
2) IMSDroid is switched on. The SIP and RTP stacks are ini⁃

tialized, and VoIP registration occurs at the IMS server. An
average of 230 mW of power is consumed.

3) SIP signaling traffic for session negotiation is communicated
which is then followed by the establishment of the RTP
voice media communication. An average of 160 mW of pow⁃
er is consumed.

4) The incoming video transmission is initiated. An average of
370 mW of power is consumed.

5) The outgoing video is triggered, and power consumption in⁃
creases to an average of 470 mW.

4.3 LCD
Fig. 5 shows the power consumed by the glass TFT-LCD

touch-sensitive HVGA screen. At an average of 360 mW, pow⁃
er consumption is the lowest when the brightness level lowest
(i.e. when the brightness level is 30). At an average of 900
mW, power consumption is the highest when the brightness lev⁃
el is highest (i.e. when the brightness level is 255). Lowering
the brightness significantly saves power, but the brightness lev⁃
el must be carefully selected so that it does not degrade the
VoIP QoE. We set the brightness level at 30, 127 and 255 in
the proposed multiple-regression model.
4.4 CPU

Fig. 6 shows the power consumed by the MSM7201A chip⁃
set, which includes an ARM11 application processor, ARM9
modem, and high-performance DSP. At an average of 45 mW,
power consumption is lowest when the VoIP application is not
running. At an average of 335 mW, power consumption is high⁃
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▲Figure 3. Data transmission rate when 3G interface is in a
high-power state.

▲Figure 4. Power consumed by IMSDroid.

▲Figure 5. LCD power consumption.
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est when the VoIP application is running at 50 Kbps.
4.5 Total Power Consumption

Fig. 7 shows the total power consumed by the mobile phone
during the video VoIP session, which can be described by the
following steps:
1) The 3G interface is off.
2) The 3G interface is on and in listening mode.
3) The VoIP application is started.
4) The VoIP application is registered to the IMS.
5) The VoIP session is established.
6) RTP audio traffic flows.
7) The incoming video is played.
8) The outgoing video is transmitted.

5 Battery Voltage Discharge Rate Prediction
Model
The battery life can be estimated by predicting the battery

voltage discharge rate during a VoIP session. It is given as

where β is the battery voltage discharge, and vi and vj (forvi >vj ) are the battery voltages at time i and j.
Fig. 8 shows the battery voltage discharge rate for different

SBRs during the VoIP session. In the steady state, power con⁃
sumption and, consequently, battery voltage discharge increas⁃
es as the video SBR increases [6]. An appropriate video SBR
can be chosen to save power and/or prolong VoIP communica⁃
tion without compromising the video QoE. The range of H264
codec SBRs for which there is an acceptable QoE has been ta⁃
bled in [17]. These SBRs were deployed in [6].

Through extensive profiling, we found that during the VoIP
session, there is a linear relationship between battery voltage
discharge (a dependent variable) and independent variables
such as CPU, LCD, GPS, Wi-Fi, and 3G interfaces. The video
SBRs can therefore be varied and multiple linear regression
analysis used to predict the battery voltage discharge. The bat⁃
tery voltage discharge rate is the dependent variable, and the
main power-consuming components (i.e. CPU, LCD, GPS,
Wi-Fi, 3G and IMSDroid) are independent variables. During
the VoIP session, the CPU, GPS, Wi-Fi and 3G are kept con⁃
stant. The 3G and Wi-Fi interfaces are either on or off, and on⁃
ly one interface is used at a time during the VoIP session. In
this paper, a 3G interface is used and is switched on, from the
start to the end of the session. The brightness level of the LCD
backlight in the HTC phones is allowed to vary between 30
and 255, which improves the quality of the video session. The
GPS interface is not needed in this scenario and is therefore
switched off. Table 1 lists independent variables and their
range of values considered in this paper.

Table 2 shows the sample data for the battery voltage dis⁃
charge, LCD, and VoIP application. The CPU frequency re⁃
mained constant at 245 MHz during the course of the experi⁃
ment. The 3G interface was switched on from the beginning to
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▲Figure 7. Total power consumed by the mobile phone during the video
VoIP session.

▲Figure 6. CPU power consumption.

▲Figure 8. Battery voltage discharge rate for different SBRs during the
VoIP session.
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the end of the VoIP session and did not vary in its power con⁃
sumption. The GPS interface was off and did not affect power
consumption in the experiment.

Therefore, the remaining independent variables were the
LCD and VoIP application via its video SBRs.

The regression model is then expressed as

where V is the battery voltage, X1 , ... , Xk are independent vari⁃
ables (Table 2), and α and β1 , ... , βk are the regression coeffi⁃
cients to be estimated. The independent random error is given
by ε. In regression analysis, α and β1 , ... , βk are estimated by
assuming ε is normally distributed; that is, the mean μ = 0 and
standard deviation δ = 1.

The method of least squares is used to calculate the coeffi⁃
cients of (2) in order to yield the best-fitting equation. In this
paper, k = 2, X1 = VoIP, and X2 = LCD; therefore (2) becomes

If only VoIP is considered and the rest of the independent
variables are kept constant, (3) can be reduced to

where β1 is the slope of the regression line that represents the
battery voltage discharge rate contributed by the VoIP applica⁃
tion, and α is the line intercept, which represents the voltage
when the VoIP application is off. When the VoIP application is
on, α is the combined voltage contributed by other indepen⁃
dent variables.

6 Experimental Results and Evaluation
Experimental results in [6] showed that 10-30% power was

saved when SBRs were changed from 200 Kbps to 50 Kbps
(Fig. 9). In this paper, the results [6] are extended and used to
predict the battery voltage discharge in order to estimate the
battery life. The estimated battery life is used as one of the in⁃

puts into the proposed power-driven adaptation scheme [6].
Fig. 10 shows the battery voltage discharge rate when the

video VoIP session is operating at 50 Kbps. Fig. 11 shows the
battery voltage discharge rate when the video VoIP session is
operating at 200 Kbps. When the video VoIP application is
running at 50 Kbps, the battery voltage discharge rate is
0.8635 mV/s. When the same video VoIP application is run⁃
ning at 200 Kbps, the battery voltage discharge rate is 1.104
mV/s. When the video VoIP application is running at 50 Kbps,
the voltage drops to 2400 mV around 1800 s after the battery
is fully charged. When the video VoIP application is running
at 200 Kbps, the voltage drops to 2400 mV approximately
1500 s after the battery is fully charged.

With extensive profiling, we found that the CPU frequency
was constant at 245 MHz during the VoIP session. When the
3G interface was always on, CPU frequency was constant.
When the GPS was switched off, the remaining independent
variables were LCD and VoIP. The multiple regression coeffi⁃
cients are estimated by using the least square method, and the
following equation is derived:
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▼Table 1. Independent variables
Variable

3G interface
VoIP application

CPU
GPS interface
LCD backlight

Range of Values
On or off [0,1]

SBR range [50, 100, 200, 380]
Frequency (MHz) [245, 528]

On or off [0,1]
Level [30, 127, 255]

▼Table 2. Sample Data

LCD Backlight Level
255
127
255
30

VoIP SDR Range
50

100
200
380

Battery Voltage Discharge Rate (mV/s)
0.6663
0.5734
0.7294
0.5211

V = α + β1X1 + … +βk Xk + ε (2)

V = α + β1VoIP + β2LCD + ε (3)

V = α + β1VoIP + ε (4)
▲Figure 9. Power saving as the result of switching SBRs.

▲Figure 10. Battery voltage discharge rate at 50 Kbps.
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From (5), the intercept has not significantly changed (Figs.
10 and 11). This behavior is expected because if the LCD back⁃
light is switched off and the VoIP application is not running,
the intercept is the expected maximum value when both LCD
and VoIP application are switched off. The VoIP coefficient,
which is the battery voltage discharge rate due to VoIP applica⁃
tion, changes very little, and this means that power consump⁃
tion of the VoIP application and LCD backlight is not related.
The battery voltage discharge caused by the LCD backlight
was 1.563 mV, and the battery voltage discharge caused by the
VoIP application was 0.721 mV.

The proposed model is evaluated using the mean residual er⁃
ror and mean prediction error. The mean residual error was
0.7%, and the mean prediction error was 2.21%.

7 Power-Driven VoIP Adaptation Scheme
In [6], a simple nonlinear regression analysis was done to es⁃

timate power consumption in the SBR range 50-500 Kbps
(Fig. 12):

where SBR (50 Kbps ≤ SBR ≤ 500 Kbps) is the video send
bit rates of the H264 codec.

The battery charge levels (BCL) were mapped to the corre⁃
sponding SBR values for VoIP quality adaptation. This map⁃
ping was then used in the power-driven adaptation scheme
(Table 3, Fig. 12).

The BCL was not associated with the battery life; therefore,
it was not possible to estimate how long it would take to stay in
each BCL. The proposed battery voltage discharge rate model
allows us to accurately estimate the battery life in each BCL.
For example, when the VoIP application is running at
50 Kbps, the battery power drops to 2400 mV 1800 s after the
battery is fully charged (Fig. 10). The power-driven VoIP adap⁃

tation scheme in [6] is revised to include the battery voltage
discharge rate model (Algorithm 1):

1) The mobile phone uploads its maximum battery capacity,
current battery charge level, and battery voltage discharge
rate to the XDM server at the time of registration and then
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▲Figure 11. Battery voltage discharge rate at 200 Kbps.

V = 3780.4 - 0.721VoIP - 1.563LCD (5)

Power = 95.211 In (SBR) + 311.84 (6)
▲Figure 12. Power consumption for different SBRs.

▼Table 3. Mapping of BCL to SBR
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Algorithm 1. VoIP Quality Adaptation Scheme
MBCC = Max_Batt_Charge_Capacity()
BCL = Batt_Charge_Level()
whilewhile Phone is Still Registered to the IMS do

forfor Time Interval of 5 Seconds do
PUT_Max_Batt_Charge_Cap(MBCC,XDMS)
PUT_Batt_Charge_Level(BCL,XDMS)
PUT_Batt_Vol_Discharge_Rate(BVDR,XDMS)
whilewhile VoIP Session is Ongoing do

BCL = GET_Batt_Charge_Level(Callee,XDMS)
MBCC = GET_Max_Batt_Charge_Cap(Callee,XDMS)
BVDR = GET_Batt_Vol_Discharge_Rate(Callee,XDMS)
Comput_Batt_Lifetime(Callee,BVDR)
Adapt_SBR_If_Needed()
ifif BCL Treshold is reached then

Switch off video transmission
Switch off LCD

end ifend if
end whileend while

end forend for
end whileend while



at five second intervals provided the mobile phone is still
registered. Five seconds is specified in the RTCP communi⁃
cation standard.

2) The mobile phone uses the presence server and XDM server
to retrieve power capabilities when initiating a VoIP ses⁃
sion.

3) When initiating the VoIP session, the mobile phone chooses
the video SBR for acceptable QoE and battery life.

4) The mobile phone monitors power capabilities and the bat⁃
tery life through the published data in the XDM server at
five second intervals.

5) Using the battery charge level, the mobile phone computes
the battery voltage discharge rate and calculates the battery
life.

6) The remaining battery life determines how SBRs should be
adapted while maintaining acceptable QoE.

7) If the battery is low, the video and LCD are switched off. On⁃
ly voice communication is left running. In this paper, low
battery charge is 1600 mV.

8 Conclusion and Future Work
In this paper, we have proposed a model for predicting bat⁃

tery voltage discharge rate in mobile devices on 3G networks.
The model is based on a multiple linear regression analysis.
We use a video VoIP application, in which different video send
bit rates and LCD backlight levels are independent variables,
and battery voltage is a dependent variable. The proposed mod⁃
el can be used to accurately estimate battery life in real time
during critical VoIP communications, such as emergencies.
The battery voltage discharge rate model has been used in the
proposed power-driven adaptation scheme [6], and it was
found that 10-30% of the total power could be saved when vid⁃
eo send bit rates were changed.

The proposed model can be extended to include several oth⁃
er video codecs, mobile devices, and VoIP applications.
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FBAR-Based RadioFBAR-Based Radio
Frequency BandpassFrequency Bandpass
Filter forFilter for 33G TD-SCDMAG TD-SCDMA

In this paper, we describe a high-performance TD-SCDMA
bandpass filter based on film bulk acoustic resonator (FBAR)
technology. The filter comprises a group of FBARs connected
in a ladder configuration. Excellent quality factor greater than
1000 has been achieved at resonant frequency near 2 GHz for
the FBAR. The TD-SCDMA FBAR filter has been fabricated
and tested. The filter has low passband insertion loss of
1.7 dB and high stop-band rejection greater than 35 dB.
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Figure 2.▶
An FBAR.

▲Figure 1. RF front-end of a TD-SCDMA system.
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1 Introduction
ime-division synchronous code-division multiple
access (TD-SCDMA) is a 3G wireless communica⁃
tion standard developed in China and adopted by
ITU. It has high spectrum efficiency; it provides

good system stability; and it lowers network construction costs.
After many years of development, it is now at the stage of
large-scale application.

Fig. 1 shows the RF front-end of a TD-SCDMA system. A
small, highly selective RF bandpass filter with low insertion
loss is required before the low-noise amplifier (LNA) to select
the frequencies of interest coming from the antenna.

One of the allocated operating frequency bands of TD-CD⁃
MA is 2010-2025 MHz with a bandwidth of 15 MHz. The RF
bandpass filter is designed to allow the signal to propagate
through the passband with low loss while blocking the
out-of-band signal. The transition from passband to nearby
stop-bands in the filter has to be sharp enough to minimize the
interference from near-band emissions and harmonics. LC fil⁃
ters are not suitable here because of their slow roll-offs. Sur⁃
face acoustic wave (SAW) filters use interdigitated (IDT) elec⁃
trodes to produce acoustic resonances. For filters operating
above 1 GHz, advanced photolithography and complicated
etching techniques are required for SAW device fabrication.
Film bulk acoustic wave resonator (FBAR) filters are preferred
in gigahertz and higher-frequency applications. A typical
FBAR is a three layer structure with a piezoelectric film sand⁃
wiched between two metal electrodes, and the sandwich struc⁃
ture is fabricated on a silicon substrate (Fig. 2). Longitudinal
bulk acoustic waves are excited in the piezoelectric film by ap⁃
plying an RF electrical signal to the two metal electrodes. The
resonant frequency of the device depends on the layer thick⁃
nesses, and for filters working at higher frequencies, thinner
films are deposited for piezoelectric and metal layers. FBARs
have higher quality (Q) factors than SAW resonators, and Q
over 2000 in an FBAR at around 2 GHz has been reported [1].
Lower insertion loss could be achieved in a bandpass filter

made of high-Q resonators. The bandwidth of the filter de⁃
pends on the electromechanical coupling coefficient Kt 2 of the
resonators. The narrower the bandwidth of the filter, the small⁃
er the Kt2 needed.

In this paper, we describe the design, fabrication, and test⁃
ing of a TD-SCDMA bandpass FBAR filter. The filter has ex⁃
cellent passband insertion loss levels, fast transitions from
passband to stop-bands, and deep stop-band rejections.

2 High-Performance FBAR
An FBAR can be described by the Mason model, which com⁃

prises one electrical port and two acoustic ports [2]. The elec⁃
trical port is coupled to the acoustic ports through a transform⁃
er, which represents the electromechanical coupling between
the electrical energy and acoustic energy in the piezoelectric
material. The metal electrode is merely a mechanical material;
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▲Figure 3. Simulated and measured frequency responses of the
FBAR with an area of 10,000 μm2.

▼Table 1. Simulated and measured resonator parameters

Parameter
Area (μm2)

Rs (Ω)
Rp (Ω)

Qs
Qp

Kt2 (%)

Simulated (Model)
10,000

1.6
2066
1099
638
5.1

Measured
10,000

1.3
3102
1878
1034
5.2 ▲Figure 4. Topology of the ladder-type TD-SCDMA filter.
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thus, in the model, it contains only two acoustic ports.
The filters and duplexers for UMTS and PCS bands have a

center frequency around 2 GHz and a bandwidth of 60 MHz.
However, the passband width of the TD-SCDMA filter is mere⁃
ly 15 MHz with a center frequency of around 2 GHz. The nar⁃
rower bandwidth of the filter requires FBARs with smaller Kt2.One approach to reducing Kt2 is to reduce the thickness of the
piezoelectric film and increase the thicknesses of both elec⁃
trodes [3]. With increased electrode loading, the resonator be⁃
comes less efficient converting between the acoustic energy
and electrical energy, and this leads to reduced Kt2. Fig. 3
shows a cross section of an FBAR resonator for TD-SCDMA
filter. It also shows the simulated and measured frequency re⁃
sponses of the FBAR with an area of 10,000 μm2. The mea⁃
sured Qs, Qp, and Kt2 of the resonator are 1878, 1034, and
5.2%, respectively. Table 1 shows the simulation and experi⁃
mental data of the resonator. The simulated Kt2 in the model
matches the experimental results well. The experimental Qs
and Qp are higher than those of the model because in the mod⁃
el, expected Q is conservatively defined.

3 Filter Design and Layout
A common topology for an FBAR filter is a group of series

resonators and a group of shunt resonators connected in a lad⁃
der form (Fig. 4). The shunt resonators have a lower resonant
frequency than the series resonators to enable bandpass trans⁃
mitting characteristics. At much lower or higher frequencies
than the resonant frequencies of the FBARs, the piezoelectric
film in the resonators does not act as the energy-conversion
body but purely play as a dielectric layer. The out-of-band at⁃
tenuations are then determined by the voltage dividends in the
capacitor network. Fig. 4 shows a selected TD-SCDMA filter
topology. A group of series resonators and a group of shunt res⁃
onators are used, and the bonding wires from the filter chip to
the in/out ports and ground are included as well. The layer
thickness and resonator areas have been optimized to attain
the desired passband insertion loss, fast transitions from pass⁃
band to near-stop bands, and sufficient stopband attenuations.
During optimization, the thicknesses of the top and bottom
electrodes are set the same to keep the resonators symmetric.
A symmetric FBAR structure does not allow a second mode of
the resonator to be excited. The areas of the series resonators
are much smaller than those of the shunt resonators after opti⁃
mization because of the deep out-of-band attenuations (more
than 40 dB) initially set to be reached.

Fig. 5 shows the layout of the filter chip. With all the bond⁃
ing pads, the chip size is 1.0 × 0.9 mm. The bonding pads have
been well-arranged to reduce coupling between the bonding
wires.

4 Measurement and Discussion
As the wafer fabrication and on-wafer test are completed,

the wafer is singulated to individual dies. The good dies are
identified and picked for laminate or board assembly.

A filter die is assembled on a laminate using five bonding
wires, two for in/out signals and three for ground pads (Fig. 6).
The adjacent bonding wires should be perpendicular to each
other to minimize mutual coupling. The laminate is then sol⁃
dered on an evaluation board to make the filter measurement
(Fig. 6). The measurement data and simulation results for the
filter are plotted in Fig. 7. The simulation and measurement da⁃
ta match each other reasonably well; however, some transmis⁃
sion notches do not fit, which is caused by the inevitable mutu⁃
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▲Figure 5. Layout of the ladder-type
TD-SCDMA filter.

▲Figure 7. Measured and simulated TD-SCDMA filter data.▲Figure 6. Assembled TD-SCDMA filter.

1.0 mm

0.9 mm

2.102.082.062.042.022.001.981.961.941.921.90

0
-5

-10
-15
-20
-25
-30
-35
-40

Ret
urn

Los
s(d

B)

2.102.082.062.042.022.001.981.961.941.92

Frequency (GHz)

SimulationMeasurement

6.0

0

Wid
eba

nd
(dB

)

Frequency (GHz)
5.55.04.54.03.53.02.52.01.51.00.5

-10
-20
-30
-40
-50
-60
-70
-80
-90

-100
-110

Simulation
Measurement

2.025

0.00

Ins
erti

on
loss

(dB
)

Frequency (GHz)
2.0222.0192.0162.0132.010

-0.25-0.50-0.75-1.00-1.25-1.50-1.75-2.00-2.25-2.50-2.75-3.00-3.25-3.50-3.75-4.00-4.25-4.50-4.75-5.00

SimulationMeasurement

Nar
row

ban
d(d

B)
Frequency (GHz)

0
-10
-20
-30
-40
-50
-60
-70
-80 2.052.00 2.252.202.152.101.951.901.851.80

SimulationMeasurement

al couplings between bonding wires.
A low passband insertion loss of 1.7 dB has been measured.

The return loss in the passband is better than -12 dB (VSWR
is better than 1.7). The filter provides signal attenuation great⁃
er than 35 dB from 0.5 to 4.0 GHz. Very fast transitions from
passband to near-stop bands have been achieved because of
the high-Q FBAR resonator.

5 Conclusion
A high-performance FBAR bandpass filter for TD-SCDMA

wireless communication system has been presented. The elec⁃
trode thickness of the FBAR is increased to reduce Kt2, which
is crucial for constructing the TD-SCDMA filter with relatively
narrow bandwidth. The FBAR has been measured and has very
high Q (greater than 1000) at a high frequency of 2 GHz. The
fabricated TD-SCDMA filter based on high-performance
FBARs has low passband insertion loss of 1.7 dB and high
stop-band rejection greater than 35 dB. The filter was fabricat⁃
ed in the MEMS Lab of Tianjin University.
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The rapid development of cloud computing has created signifi⁃
cant challenges in data center architecture. In this paper, we
discuss these challenges. We introduce the latest research on
data center network architecture, especially in terms of struc⁃
ture and virtual machine migration. We also introduce re⁃
search in areas related to network architecture. Finally, we
suggest future research areas in data center networks.
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1 Introduction
he history of data centers can be traced back to the
1960s. Early data centers were deployed on main⁃
frames that were time-shared by users via remote
terminals. The boom in data centers came during

the internet era. Many companies started building large inter⁃
net-connected facilities, and these were called internet data
centers (IDCs) [1]. In 2006, Google first proposed cloud com⁃
puting; and later, Amazon, Microsoft, Yahoo, IBM, and other
IT companies put great effort into promoting it. Cloud comput⁃
ing requires data center networks (DCNs) to be scalable, flexi⁃
ble, powerful, and energy-efficient.

A large-scale network and virtual machine (VM) migration
are the main features of today’s data centers, and cloud com⁃
puting is the most important service in data centers. There are
many problems in data centers that researchers have been try⁃
ing to solve. Research on DCNs has become very important in
the field of computer networks. Every year since 2008, SIG⁃
COMM and INFOCOM have both included special sessions to
discuss research on data DCNs.

Some papers have been written on the problems of current
data centers. In 2009, Krishna Kant introduced
state-of-the-art DCN technologies and discussed storage, net⁃
working, management, power, and cooling in data centers [2].
In the same year, Albert Greenberg et al. described costs in da⁃
ta centers and methods to reduce these costs [3]. In particular,
they pointed out that conventional network architecture lacks
agility, and they discussed principles that should be followed
to design an agile new architecture.

Especially after 2008, DCN technologies have developed
rapidly, and much innovative research has been done on net⁃
work architecture and protocols, QoS, VM migration, and con⁃
figuration and management. Kant and Greenberg’s works do
not cover the latest research.

In this paper, we introduce the latest research on DCN archi⁃
tecture, including research on network structure and VM mi⁃
gration solutions. In section 2, we discuss existing problems in
current DCNs. In section 3, we compare network architectures
proposed in recent years. In section 4, we review the latest so⁃

lutions for migrating VMs over the entire data center. In sec⁃
tion 5, we introduce research related to DCN architecture. Sec⁃
tion 6 concludes the paper.

2 Issues in Existing DCNs
A multiroot tree structure is commonly used in today’s data

centers. In such a structure, many layer-2 domains are con⁃
nected via layer-3 networks. Fig. 1 shows a conventional DCN
architecture [4], [5]. Many server nodes connected via switch⁃
es constitute a layer-2 domain. In practice, a single layer-2
domain is limited in size to about 4000 servers because of the
need for rapid convergence when there is a failure. Further⁃
more, a layer-2 domain is divided into subnets by using virtual
local area networks (VLANs). Each VLAN has no more than a
few hundred servers, because the overhead of the broadcast
traffic, for example, address resolution protocol, limits the size
of an IP subnet.

There are two salient problems that prevent conventional ar⁃
chitecture from supporting a large-scale data center with up to
tens of thousands of servers at one site.

The first of these problems is a shortage of bandwidth in the

T

▲Figure 1. Conventional DCN architecture.
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higher layers. In practice, the typical oversubscription ratio be⁃
tween neighboring layers is 1:5 or more. In the top layer, this
ratio may reach 1:80 to 1:240. Even if the fastest, most ad⁃
vanced switches and routers are used, only 50% of the aggrega⁃
tion bandwidth of edge networks can be supported in the top
layer [3]. The top layer is therefore becoming the bottleneck of
the entire network, especially in today’s cloud computing envi⁃
ronment where the requirement for intra-network traffic is in⁃
creasing rapidly.

The second problem is that VM migration is limited in a sin⁃
gle layer-2 domain; that is, a VM cannot move from one lay⁃
er-2 domain to others. VM migration is a very important fea⁃
ture of cloud computing data centers. By leveraging VM migra⁃
tion, a data center can save energy [6], [7], improve scalability
and reliability [8], and rapidly deploy services [9]. In conven⁃
tional networks, different layer-2 domains have different IP
ranges, so a VM has to change its IP address when it migrates
to other layer-2 domains. In many applications, service cannot
be interrupted during VM migration, and this requires the
VM’s IP address to remain unchanged, even when the VM mi⁃
grates to another domain. This is an urgent dilemma that has to
be solved in new data center architectures.

With the rapid development of cloud computing, the de⁃
mand for large, centralized data centers has become urgent
worldwide. New network architectures are required because
existing architectures don’t work well. There are many other is⁃
sues related to DCNs, including QoS, routing protocols, and
network configuration, but we do not broach them in this paper.

3 Network Structure
To solve bandwidth and scalability problems, researchers

have proposed many novel DCN structures over the past sever⁃
al years. These structures can support up to tens of thousands
of servers without any bandwidth bottleneck. Generally, these
network structures can be categorized as switch-centric, serv⁃
er-centric, or irregular. In a switch-centric network, switches
are the fundamental components of the network fabric; servers
are attached to access switches and are the leaves of network.
In a server-centric network, servers provide both computing
and routing and are the main network components. Unlike ir⁃
regular networks, switch-centric networks and server-centric
networks both have regular, symmetrical topology. An irregu⁃
lar network has an arbitrary topology.
3.1 Switch-Centric Networks

In 2010, a fat-tree network was proposed at SIGCOMM [10]
(Fig. 2). A fat-tree network is divided into core layer, aggrega⁃
tion layer, and edge layer, and all the servers are connected to
the switches in the edge layer. A fat-tree network is a multipa⁃
th network in which there are many equal-cost paths between
adjacent layers. It is also non-blocking and can have an over⁃
subscription ratio of up to 1:1. Therefore, it eliminates the

bandwidth bottleneck in the core layer. Furthermore, a fat-tree
topology can support large-scale networks with tens of thou⁃
sands of physical servers. Using 48-port switches, it can con⁃
tain up to 27,648 servers with 2280 switches. Because a
fat-tree network can be constructed using cheap Ethernet
switches, it costs less than a conventional network. To leverage
the vast bandwidth of multiple paths, a novel routing method is
used in a fat-tree network.

To support non-blocking communication, the fat-tree archi⁃
tecture requires a large number of switches in the core and ag⁃
gregation layers as well as wires interconnecting these switch⁃
es. These make the fat-tree network very expensive, energy in⁃
tensive, and complicated to manage. In VL2 [11], Helios [12],
and c-Through [13] topologies, cheap core and aggregation
switches are replaced with expensive, high-speed switches.

VL2 was proposed by Microsoft in 2009. In VL2, a Clos net⁃
work is used to build the DCN (Fig. 3). Other than 1 Gbit/s
switches in fat-tree, VL2 leverages 10 Gbit/s switches in the
core and aggregation layers, so the link speed between core
and aggregation layers is 10 times faster than in fat-tree. Also,
the number of links required between the core and aggregation
layers is only 10% that required in the fat-tree. One weakness

▲Figure 2. Fat-tree network topology.

▲Figure 3. VL2 topology.
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of VL2 is that the maximum supported network size is only half
that supported by fat-tree.

Helios is a hybrid electrical/optical switch architecture [12]
(Fig. 4). In Helios, core switches are replaced with optical cir⁃
cuit switches, and copper cables are replaced with optical fi⁃
bers to connect the pod switches to core switches. Circuit
switches are used to deliver baseline, slowly changing in⁃

ter-pod communication. Packet switches are used to deliver
bursty inter-pod communication. Another hybrid electrical/op⁃
tical DCN is called c-Through [13]. In c-Through, the entire
network comprises an electrical packet-switched network and
an optical circuit-switched network. The packet-switched net⁃
work uses a traditional hierarchy of Ethernet switches arranged
in a tree, and the circuit-switched network connects the
top-of-rack switches. The optical circuit switch automatically
reconfigures circuits between top-of-rack switches to achieve
the maximum throughput. To make the best use of high-capaci⁃
ty circuits, servers buffer traffic in order to collect sufficient
volumes for high-speed transmission.

The several previously-mentioned architectures are all
based on the multi-root tree structure. Conversely, HyScale
[14] is a non-tree structure that has high scalability and that
uses hybrid optical networks (Fig. 5). It uses optical burst
switching for transmitting low volumes of data and optical cir⁃
cuit switching for transmitting high volumes of data in a data
center. HyScale is a recursively defined topology denoted Ψ(k,Φ, T ), where k is the number of levels in the topology, T is an
integer, and Φ is the address space of all nodes in Ψ [14]. A
HyScale is constructed by connecting T of k - 1 HyScales,
that is, Ψ(k - 1, Φ, T ) [14].

In 2011, we proposed MatrixDCN, another non-tree struc⁃
ture [15]. In MatrixDCN, a switch may be a row switch, a col⁃
umn switch, or an access switch. Access switches are de⁃
ployed as a matrix with rows and columns. An 8 × 8 matrix has
8 rows, 8 columns, and 64 access switches. A row switch is de⁃
ployed at the head of one row and links all the access switches

in the row. A column switch it is deployed at the head of a col⁃
umn and links all the access switches in the column. Fig. 6
shows a 2 × 2 MatrixDCN. With 48-port switches, MatrixDCN
can support up to 100,000 servers without bandwidth bottle⁃
neck. This fabric is simple and extendable, and its routing is
very effective. Furthermore, the fabric supports one-to-many
and many-to-many traffic in cloud computing.
3.2 Server-Centric Architectures

DCell is a recursively defined architecture that uses servers
with multiple network ports (Fig. 7)[16]. A high-level DCell is
constructed from low-level DCells, and low-level DCells are
connected together via links between servers. A DCell can
scale exponentially with the server node degree. Therefore, a
DCell with a small server node degree can support up to sever⁃
al million servers. However, DCell has a low bisection band⁃
width that may lead to traffic jam in the network.

FiConn shares the same design principle with DCell. The
network is constructed by giving the interconnection ability to
servers [17]. Unlike in a DCell, the server node degree in ak -level DCell is k + 1; however, that of FiConn is always two.

▲Figure 4. Helios topology.

▲Figure 5. HyScale Topolgy [14].

▲Figure 6. MatrixDCN topology.
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Today’s commodity servers usually have two Ethernet ports—
one for network connection and one for backup. FiConn only
uses the existing backup port for interconnection; no other
hardware cost needs to be incurred by adding to the servers.

BCube provides more bandwidth in the top layer than DCell
[18] (Fig. 8). BCube comprises multiport servers and switches
that only connect with servers. A BCubek has N = n k + 1 servers
and k + 1 levels of switches. Each level has nk n-port switch⁃
es. BCube can also support very large networks. With 3-port
servers and 48-port switches, a data center can be constructed
that contains more than 100,000 servers.

DPillar comprises n -port switches and dual-port servers
[19] (Fig. 9). The servers are arranged into k columns and so
are the switches. Visually, the topology looks like the 2k col⁃
umns of servers and switches that are attached to the cylindri⁃
cal surface of a pillar. A server in each server column is con⁃
nected to two switches in the two neighboring switch columns.

An expansible DCN structure using hierarchical compound
graphs has also been proposed [20]. The structure is called
bi-dimensional compound network (BCN), and compared with
the previously mentioned structures, it is more complicated.
Like DCell, it does not eliminate traffic bottleneck.
3.3 Irregular Networks

Most DCN architectures have a regular symmetric topology.
However, an asymmetric data center topology called Scafida
has been proposed [21]. It is inspired by the scale-free Bar⁃
abási and Albert topologies [21]. In Scafida, the network struc⁃
ture is generated iteratively according an algorithm. The nodes
are added one by one to the network. A new node is attached
probabilistically to an existing node proportional to the exist⁃
ing node’s degree. New nodes have more than one link, so
they are attached to several existing nodes. In Scafida, a
node’s degree (links) is limited to the number of its ports.

Existing solutions to data center scalability require the net⁃
work architecture to be changed. However, a scheme called

traffic-aware virtual machine placement has been proposed to
improve network scalability [8]. It works by optimizing the
placement of virtual machines without changing the network
structure.

REWIRE is a framework for designing, upgrading, and ex⁃
panding DCNs [22]. In REWIRE, unstructured networks are
built instead of topology-constrained networks, which are
found in most existing data centers. It uses local search to find
a network that maximizes bisection bandwidth while minimiz⁃
ing latency and satisfying a large number of user-defined con⁃
straints. Demonstrations have shown that arbitrary topologies
can boost DCN performance and reduce expenditure on net⁃
work equipment.
3.4 Other Structures

Containerizing is an important trend in data centers. In
2007, Microsoft proposed using standard shipping container to
modularize data centers [23]. A data center module comprising
more than 1000 pieces of equipment can be built in a shipping
container with full networking support and cooling. Each mod⁃
ule includes networking gear, compute nodes, and persistent
storage. The modules are self-contained with enough redun⁃
dancy so that individual failed systems do not need to be re⁃
placed. A large data center container is packed with 1k to ap⁃
proximately 4k servers.

The uFix proposed in [24] is a scalable and modularized ar⁃
chitecture that interconnects heterogeneous data center con⁃
tainers (Fig. 10). Every container can have a different struc⁃

▲Figure 7. DCell topology.

▲Figure 8. BCube topology.

▲Figure 9. DPillar topology.
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ture, such as a fat-tree or BCube structure. In uFix, each serv⁃
er in a container reserves an NIC port for intercontainer con⁃
nection. The uFix is defined iteratively; that is, a level l uFix
domain comprises a number of level / - 1 uFix domains. A
server with a level / uFix link is called a level / uFix proxy. It
routes between containers.

Wireless technology is also used in DCNs. In a typical data
center, a data center rack comprises 40 servers connected to a
top-of-rack (ToR) switch with 1G links. The ToR switch is
connected to the aggregation switch via a 10G link. Thus, the
links from ToRs to aggregation switches are oversubscribed by
a ratio of 1:4. These up-links are the potential hotspots that
hinder network performance. Rather than adding wired links
to the network, multigigabit wireless links have been proposed
to provide additional bandwidth [25]. Each ToR switch has one
or more 60 GHz wireless device with electronically steerable
directional antennas. A central controller monitor switches the
beams of the wireless devices to set up flyways between ToR
switches. These flyways provide added bandwidth as needed.
3.5 Comparisons

Most of today’s data centers are based on switch-centric ar⁃
chitectures. Although their scalability and flexibility is not
good enough, switch-centric architectures have inherent ad⁃
vantages: They are similar to traditional network architectures,
so it is easier to upgrade traditional switches to support these
new architectures. Most network components and protocols can
be directly used in new architectures or can be used with slight
modification. Server-centric architectures eliminate switch re⁃
strictions so that routing and scaling up is easier. New fea⁃
tures and functions can be flexibly added on the servers. How⁃
ever, the intricate network topology, bandwidth bottleneck, low⁃
er packet-routing speed, and occupation of the server resource
are all drawbacks.

An arbitrary, irregular network structure is flexible and has
good scalability, but it is unlikely to be applied in a large data

center because it is very difficult to manage and maintain.

4 VM Migration
In section 3, we introduced state-of-the-art solutions to net⁃

work scalability. With these new network structures, large net⁃
works with tens to hundreds of thousands of servers can be
built out. To provide the huge bandwidth needed in data cen⁃
ters, multiple paths are deployed between any pair of servers.
To fully use these paths, layer-3 routing is used in these solu⁃
tions.

Layer-3 routing limits the VM migration within a single lay⁃
er-2 domain. However, to take full advantage of virtualization,
it is desirable that VM can migrate anywhere in the data cen⁃
ter. That means that the entire DCN looks like a single lay⁃
er-2 subnet, at least from the perspective of end users, that is,
VMs. To solve this problem, big layer-2 network solutions
have been proposed.
4.1 Device Virtualization

One such solution is device virtualization technology. Multi⁃
ple switches are virtualized into one logical switch, and multi⁃
ple links are aggregated into one link. H3C’s IRF technology
[26] (Fig. 11) and the Cisco’s VSS technology are examples of
device virtualization technology. With such technology, a mul⁃
tiroot tree with loops is re-formed into a simple one-root tree
without loops, and all the links are fully utilized. Otherwise,
STP blocks the redundant links to eliminate loops in network.
Aggregation technologies are relatively mature and have been
used in practice. However, they use private enterprise proto⁃
cols that have poor interoperability; they are difficult to auto⁃
matically configure; and their supported networks are not very
large.
4.2 Layer-2 Routing

Device virtualization technology can be used only in small
or medium-sized data centers. To support large networks, lay⁃
er-2 routing has been proposed. In the layer-2 switching, lay⁃
er-3 routing technology, such as TRILL [27] and Cisco’s Far⁃
bricPath [28], is applied. TRILL is an IETF standard that is
used in devices called RBridges (routing bridges) or in TRILL
Switches, which provide multipath forwarding for Ethernet
frames. TRILL applies an IP routing mechanism in the Ether⁃

▲Figure 10. uFix topology.

▲Figure 11. IRF-based network without STP.
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net frames’forwarding. In TRILL, RBridges compute the short⁃
est path and equal-cost paths in layer-2 by using TRILL
IS-IS, which is a link-state routing protocol similar to IS-IS
routing protocol. MAC-in-MAC packets are forwarded to the
destination host via the switched network comprising RBridg⁃
es. FabricPath is a similar (but private) technology provided by
Cisco.

Another layer-2 routing solution is SEATTLE, which uses
link-state routing protocol to establish a routing path between
switches [29]. Unlike TRILL, SEATTLE uses the global
switch-level view provided by a link-state routing protocol to
form a one-hop DHT. This DHT stores the IP to MAC map⁃
ping and MAC to host location mapping of each host in switch⁃
es. SEATTLE converts an ARP request into a unicast-based
message to obtain the destination host’s MAC address. It then
determines its location according to the MAC address.
4.3 Offline Routing

Layer-2 routing technologies put no requirements on the
network structure and can be used in large DCNs. However,
they import a routing protocol into the layer-2 network. Such a
protocol is difficult to implement on switches and increases the
complexity of the control plane. New switches should be devel⁃
oped for the new layer-2 routing protocol. SPAIN [30] and Net⁃
Lord [31] demonstrate new thinking about layer-2 interconnec⁃
tion based on existing switch devices in an arbitrary topology.
With these methods, a set of paths is pre-computed offline for
each pair of source-destination hosts by exploiting the redun⁃
dancy in a given network topology. Then, these paths are
merged into a set of trees, and each tree is mapped onto a sepa⁃
rate VLAN. In this way, a proxy application is installed on the
hosts, and the proxy chooses several VLAN paths to transmit
packets to the destination host. The advantage of this is that
multipath is implemented, and routing load is balanced on mul⁃
tiple paths in an arbitrary topology. Its drawbacks are inflexi⁃
bility to changes in topology and required modifications to
hosts.
4.4 Topology-Aware Routing

The previously mentioned technologies are versatile and are
applicable to any network structure; however, specialized rout⁃
ing protocols are required so that they can learn the network to⁃
pology. In contrast, PortLand is a big layer-2 network solution
specifically for the fat-tree network [32]. It uses a lightweight
location discovery protocol (LDP) that allows switches to dis⁃
cover their location in the topology. In PortLand, every end
host is assigned an internal pseudo MAC (PMAC) that encodes
the location of the end host. Compared with the other layer-2
technologies, PortLand leverages the information of network
structure within layer-2 routing.
4.5 Discussion

We have introduced some big layer-2 network solutions for

VM migration and discussed their features. Each solution has
its own advantages and disadvantages and is suitable for cer⁃
tain environments. More research has to be done to find more
general,

better-performing solutions for VM migration.
Ideally, a big layer-2 solution for VM migration should be

simple and efficient. It should be easy to implement and
should involve less importation of new technologies and less
device modification. Efficiency implies rapid forwarding with
less overhead. Because regular topologies are used in most da⁃
ta centers, leveraging the topology’s regularity simplifies the
VM migration solution and makes it more efficient. It is better
if such a topology-centered solution can be applied to any to⁃
pology with some regularity. The previously-mentioned solu⁃
tions blend packet routing with VM migration, which makes
them more complicated. We suggest VM migration should be
separated from network routing, and overlay on the network
routing, like NVO3 [33]. NVO3, VXLAN [34], and NVGRE
[35] are some multitenancy solutions for data centers. They
can be used to solve VM migration problems as well. However,
because these solutions are not very mature, we will not dis⁃
cuss them here.

5 Related Works
As well as research on the network architecture itself, other

research on architecture-related areas such as network perfor⁃
mance, energy-saving, and configuration has been done.

In [36], the performance of FiConn [17] and fat-tree net⁃
work architectures are compared through experimentation. In
these experiments, a three-tier transaction system is deployed
on the two types of networks. The results show that FiConn
performs better than fat-tree in terms of throughput because
the traffic between two virtual machines must pass through the
upper switches in fat-tree. Fat-tree results in better network
reliability and stability. When routing nodes break down in a
FiConn network, network performance declines significantly.

Some works leverage the network structure to improve over⁃
all network performance. In [37], a VM migration scheme is
proposed to avoid network overload caused by VM migration.
Inter-VM dependencies and underlying network topology are
incorporated into VM migration decisions. In [38], a
source-to-receiver expansion approach based on regular topol⁃
ogy is used to build efficient multicast trees and routing.

In some works, the network is slightly modified to save ener⁃
gy. ElasticTree continually monitors data center traffic and cal⁃
culates a subnet that covers all the traffic and meets network
performance and fault tolerance targets [39]. Then, it powers
down the other unneeded links and switches to save energy.
Honeyguide saves energy by means of VM migration [7]. It
moves the VMs together in order to increase the number of un⁃
used servers and then powers down these servers and related
unused switches and links. To improve network fault tolerance,
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bypass links are added between upper-tier switches and physi⁃
cal servers.

In [40], a generic and automatic address configuration sys⁃
tem for data centers is proposed. In [41], a new layer-2 for da⁃
ta centers is proposed. This layer comprises interconnected
policy-aware switches, and middleboxes, such as firewalls and
load balances, into those switches that are off the network path.

Much research has been done on all aspects of DCNs; how⁃
ever, we do not introduce it all here.

6 Conclusion
Cloud computing services have created new challenges in

data centers. Next-generation data centers will require large
networks with more internal bandwidth. Moreover, data centers
will need to support free VM migration across the entire DCN.
These features will require DCNs to have new architectures.

In this paper, we have described the latest research on DCN
architecture. We have classified these architectures and de⁃
termined their features and differences. This paper is intend⁃
ed to inform readers about the newest research in DCN archi⁃
tecture so that breakthroughs may be made in this field.

Many kinds of architectures have been proposed to solve
problems in existing data centers. These architectures have
their own advantages, and different data centers use different
architectures depending on their supported applications. We
suggest further research on the general routing method compat⁃
ible with different network architectures. This method should
fully capitalize on the regular network topology. We also sug⁃
gest further research on separating VM migration from network
routing. Finally, we suggest further research into areas such as
QoS and VM migration policies that are related to topology.
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ZTE Converged FDD/TDD Solution Wins GTI Innovation Award
27 February 2013, Shenzhen-ZTE Corporation today announced that its converged FDD/TDD solution has won

the Global TD-LTE Initiative (GTI) Innovation Award at the Mobile World Congress in Barcelona.
GTI Night is held each year to recognize outstanding achievements in telecommunications. This year’s winner

was selected by a GTI steering committee comprising multiple operators. GTI Night 2013 was attended by more
than 30 global operators and several industry partners.

In 2011, ZTE worked with H3G to build the world’s first commercial FDD LTE/TD-LTE dual-mode network.
The network was built in Sweden and is the model for dual-mode networks. H3G’s network was constructed
exclusively by ZTE using an integrated FDD LTE/TD-LTE solution. It can be seamlessly evolved and upgraded.

In December 2011, a dual-mode network was jointly built by ZTE and China Mobile Hong Kong. To date, ZTE
has built TD-LTE networks for 42 operators in 30 countries, and 12 of these networks have been put into
commercial operation.

GTI is dedicated to developing and promoting the TDD ecosystem. It was founded in 2011 by a consortium of
operators, including China Mobile, SoftBank, Clearwire, Bharti Airtel, and Vodafone. It currently has 51 operator
members and 44 industrial partners. (ZTE Corporation)
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Android has a strict permission management mechanism. Any
applications that try to run on the Android system need to ob⁃
tain permission. In this paper, we propose an efficient method
of detecting malicious applications in the Android system.
First, hundreds of permissions are classified into different
groups. The application programming interfaces (APIs) associ⁃
ated with permissions that can interact with the outside envi⁃
ronment are called sink functions. The APIs associated with
other permissions are called taint functions. e construct associ⁃
ation tables for block variables and function variables of each
application. Malicious applications can then be detected by
using the static taint-propagation method to analyze these ta⁃
bles.
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1 Introduction
martphones have become more complex in terms of
functions and third-party applications, and this
makes them a living space for malware. People store
private information such as accounts and passwords

on their smartphones, the loss of which could have serious con⁃
sequences.

Malware that runs on smartphones has the same characteris⁃
tics as malware that runs on desktops. Thus, traditional mal⁃
ware analysis methods for desktops can also be used for An⁃
droid. Software analysis techniques develop very fast; stat⁃
ic-analysis methods are particularly efficient and easy to use
because an application can be analyzed without having to be
run [1]. General static-analysis methods include data-flow
analysis, control-flow analysis, and type analysis. Symbolic ex⁃
ecution is another commonly used static-analysis method [2],
[3]. It is used for intelligent path scheduling and constraint res⁃
olution.

Android uses a strict permission management mechanism to
restrict the behavior of applications. If a program needs to
write files to the storage card, the WRITE_EXTER⁃
NAL_STORAGE permission must be granted to the program.
In other words, all the required permissions need to be granted
to the application before it can run on the system.

Because Android is an open-source system, researchers are
always interested in investigating its security mechanism. An⁃
droid is studied using various kinds of methods that can be
classified as either dynamic monitoring or static analysis.

Dynamic monitoring often requires system modification so
that an application can be monitored as it runs in the Dalvik
virtual machine (DVM) or native environment. Some methods
require stricter permission management for applications. Kirin
checks whether the installed application violates the permis⁃
sion requirement strategy, which comprises an unsafe permis⁃

sion combination [4]. Any application that requests an unsafe
combination of permissions should be barred from running.
Saint uses a similar method to Kirin but goes further. Develop⁃
ers can design permission assignment on installation and per⁃
mission use at runtime. TaintDroid add middleware to the sys⁃
tem and uses a dynamic, lightweight taint-propagation engine
to detect privacy leakage in applications [5]. Apex modifies the
Android frameworks to restrict permission-granting [6]. With
this method, the system can grant parts of requested permis⁃
sions and can even withdraw some permissions at runtime.
MockDroid modifies the Android system to hide user resources
from running processes [7]. TISSA is a privacy protection mod⁃
el for preventing unauthentic applications from accessing pri⁃
vate information [8].

Static analysis methods are somewhat different from each
other. ScanDroid analyzes the source code and AndroidMani⁃
fest.xml file of an application and generates a certificate that
describes the use of permissions [9]. PiOS uses program profil⁃
ing to detect privacy leakage from applications on an iOS sys⁃
tem [10]. In [11], a decompiling tool called ded is used to de⁃
compile Dalvik bytecode to java source code so that the appli⁃
cation can be analyzed using current java source code analysis
tools. In our static method, permissions are first divided into
groups. Then, the association table of block variables (ATBVs)
and function variables (ATFVs) is constructed according to the
Dalvik bytecode. Finally, we test our static taint-propagation
method on these two types of association tables.

2 Android Security Mechanism
The Android smartphone operating system can be divided in⁃

to application (Fig. 1), application framework, libraries and An⁃
droid Runtime, and Linux kernel layers. The bottom layers of
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the software stack are based on Linux kernel 2.6. Basic device
driving, memory management, process management, and net⁃
work management are implemented in this kernel. Above the
kernel layer is the libraries and Android Runtime layer. An⁃
droid Runtime is a VM for applications, and each application
runs on a separate VM. Libraries such as Surface Manager, Me⁃
dia Framework, WebKit, and SQLite are indirectly provided to
developers. The second layer contains the application frame⁃
work, which comprises all kinds of APIs that allow developers
to reuse system components and servers. In the top (applica⁃
tions) layer, Google has pre-installed basic applications such
as contacts. Users can install any third-party applications in
this layer. The Android security mechanism comprises user ID
(UID), permission, and signature.
2.1 User ID

In Android, each application has its own UID that is as⁃
signed by the system when the application is installed on a de⁃
vice. The UID is not changed. Security limitation is implement⁃
ed at the process level. By default, applications cannot execute
operations that hurt other applications or the system. For an ap⁃
plication to run, the system allocates a separate DVM accord⁃
ing to the application’s UID. The DVM, working as a sandbox,
separates applications from each other so that they do not inter⁃
fere with each other. Directly accessing data of another DVM
is forbidden by the system. However, if one application obtains
another application’s shared UID, it can access data of the oth⁃
er application.
2.2 Permission

Permissions describe the rights of an application to execute
some operations. Permissions are complex; there are 115 items
in Android 2.3.3. An application must register all required per⁃
missions at installation rather than at runtime. If it does not, re⁃
installation is necessary.

There are three pieces of information associated with a per⁃
mission: the permission name, group that the permission be⁃
longs to, and protection level. Permission groups are classified
according to function. For example, the permission group
PHONE_CALLS includes the permissions
READ_PHONE_STATE, PROCESS_OUTGOING_CALLS
and other permissions related to phone calls. The protection
level identifies how the permission is protected. There are four
protection levels: normal, dangerous, signature, and signature/
system. Normal and dangerous permissions are only granted
when they are requested; however, unless the application has
the same digital certificate as the system, it cannot get permis⁃
sions at the signature or signature/system level.
2.3 Signature

Each application needs a signature in order to establish a
trusted relationship between developers and the application. A
signature-level permission can only be granted to applications

that have the same signature as each other. The digital signa⁃
tures in Android can be designed by application developers
and do not need to be authenticated by a digital certificate
agency. Each signature has an expiration date that is checked
during installation. The system will not check the expiration
date after the application has been installed. Even if an appli⁃
cation expires after it has been installed, it can still run normal⁃
ly. The signature is also used to update the application. Howev⁃
er, in this case, if the signature has expired, the application
cannot be updated.

3 Malware
Malware has evolved with the development of the software

industry; however, the purpose of malware has never changed.
It is software installed on a computer or other device without
the user’s authorization. It collects sensitive information from
the system or does other harmful things. In general, malware
can be classified according to whether it
•tries to get remote control of the target system. This category

includes bug-exploiting programs, Trojan horses, worms,
bots, and viruses.

• tries to maintain remote control. This category includes
backdoors and rootkits.

• tries to accomplish specific tasks. This category includes
spyware, spamming, adware, phishing, and other similar
software.
These classifications were initially designed for malware tar⁃

geting PCs. Even though smartphone malware might be slightly
different, we can still learn a lot from PC malware. Currently,
smartphones malware is mainly classified according to mali⁃
cious behavior, that is, malicious charging, expenses consum⁃
ing, backdoor operation, privacy violation, and other malicious

SMS: short message service MMS: multimedia message service
▲Figure 1. Android system structure.
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behavior [12].
A total of 3523 types of malware were detected in the first

quarter of 2012, and nearly 4.12 million phones were infected
[12]. There is a clear increase in the types of malware on An⁃
droid systems. Malicious behavior, including privacy violation,
remote controlling and malicious charging, accounted for 60%
of malware behavior (Fig. 2).

4 Static Analysis Method based on
Permission Classification

4.1 Permission Classification
There are 130 permissions in the latest 4.1 version of An⁃

droid, and it is difficult to classify them appropriately [13]. Mo⁃
tivated by the permission group design in Android develop⁃
ment document [14] and the malware classifications in section
3, we classify these permissions as interacting, controlling and
system resource, privacy, and fee (Table 1). Each category is
assigned a risk level. Malware in the interacting category poses
the highest risk; malware in the controlling and system re⁃
source category poses a high risk; malware in the privacy cate⁃
gory poses a medium risk; and malware in the fee category pos⁃
es a low risk. Permissions in the interacting category interact
with websites and other outside devices. The reason we assign
the interacting category the highest risk level is that without
this kind of permission, the phone would not be able to interact
with outside devices. Thus, there are no threats to the phone in
other permission categories. We assign the controlling and sys⁃
tem resource category a high risk level because with the power
of control, permissions in the privacy and fee categories would
be easy to obtain. Because private information is usually more
valuable than money, the privacy category is assigned a medi⁃
um risk level, and the fee category is assigned a low risk level.

All permissions and application requests are declared in the
application’s manifest file and are determined on installation.
Permissions are used to restrict the operations of a program, so
in the program’s source code, there should be functions that
use the corresponding permissions. The foundation of static

analysis based on a permission-classification method is the
construction of a map from functions to their corresponding
permissions. Functions that request permissions from the con⁃
trolling and system resource, privacy, and fee categories are
called taint functions.
4.2 Static Analysis Algorithm

In section 4.1, we divided permissions into four groups and
assigned risk levels to each of these groups. Functions in the
interacting group are the preconditions that allow malware in
the other three groups to hurt the system. Therefore, functions
belonging to the interacting group are called sink functions.
They are the terminating functions of static analysis.

The static analysis algorithm comprises the ATBV&ATFV
engine as well as the static taint-propagation engine.

The ATBV is the association table of block variables. Gener⁃
ally, one program may contain hundreds of functions, and one
function may contain several basic blocks. In these blocks,
there are some variables that are associated through assign⁃
ment or other operations. For example, int v 1 = v 2 means vari⁃
able v 1 is associated with v 2 by assignment. Therefore, we ana⁃
lyze all the variables in one block and construct an association
table from them. Similarly, the ATFV is the association table
of function variables. It is constructed from the scale of func⁃
tions. Because one function often contains several blocks, the
ATFV is constructed from the ATBV.
4.2.1 ATBV&ATFV Engine

The ATBV&ATVF engine scans the Dalvik bytecode of an
application and applies the following steps to each function:
1) Divide the function into several basic blocks using the basic

block algorithm mentioned in [15].
2) Calculate the ATBV. In Dalvik VM, operands of an instruc⁃

tion are stored in registers which are reused in a program, so
registers should not occur in the items of association table.
When calculating the variables, the engine reaches instruc⁃

tions such as aput and aput-object that write to a register. The
engine first clears the register association variable then associ⁃
ates it with the new variable. Similarly, the engine reaches in⁃
structions such as aget and aget-object opcode that read a reg⁃
ister. The engine adds a register association variable to the as⁃
sociation table that has association variables of destination reg⁃
isters. When calculating the association table of variables, the
variables are initially untainted. Meanwhile, the engine adds
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▲Figure 2. Android malware classification in the first quarter of 2012.

▼Table 1. Permission classifications

Permission Group
Interacting
Controlling and systemresource
Privacy
Fee

Included Permission Groups
MESSAGES NETWORK
ACCOUNTSDEVELOPMENT_TOOLSHARDWARE_CONTROLS
PERSONAL_INFO LOCATION
CONST_MONEY

Risk Level
Highest

High

Medium
Low

Privacy Violation
Remote Controlling
Malicious Charging
System Damaging
Expense Consuming
Rogue Software
Spoofing Software
Malicious Propagating
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all the functions that are called by the current function to the
function-call list:
1) Calculate ATFV by merging ATBV with ATVF. For

block-crossing variables, redundant table items should be
deleted during merging.

2) Calculate the entry function list based on all the func⁃
tion-calling lists. This is accomplished by calculating the
number of calls for each function and adding functions with
a zero call number to the entry function list.

4.2.2 Static Taint-Propagation Engine
There are fifteen different taint states: NONE, MESSAGE,

CONTACT, MAIL, CALLS, CALL_RECORD, LOCATION,
LOCAL_DATABASE, LOCAL_LIB, FILE, CAMERA, MICRO⁃
PHONE, OTHER_DEVICE, OTHER_CONTENT and
WEB_DATA. The taint state of most variables is NONE. How⁃
ever, when a variable is related to a taint function, its state
may change. For example, if the value of a variable comes from
message-sending APIs, the taint state will be MESSAGE.
When handling a variable, we check whether it is tainted or
not rather than determine its specific taint state. The engine
takes the output entry function list of the first engine as input
and applies the following steps to each function:
1) Start deep traversing from the entry function. When a taint

function is encountered, the taint state of its return value is
set to tainted. Then, all the associated variables in ATFV
are set to tainted. The taint states of function-crossing vari⁃
ables are propagated from the formal parameters. Therefore,
all the variables associated with the formal parameters in
ATFV are set to tainted.

2) In the deep traversing process, only when a taint function
and sink functions appear in the same path can this path be
recorded. This strategy can reduce false positives because
no taint function in the path means that there is no resource
or privacy in the variables, so the path should be safe.
This method reduces false positives, which is the main short⁃

coming of other static analysis methods. This method concen⁃
trates on variables and simulative execution of the target pro⁃
gram on these variables. Current static methods often contain
both data flows and control flows, which means they are
time-consuming and memory-consuming.

5 Experimental Evaluation
We have developed a prototype system based on the previ⁃

ously mentioned method. The system framework is shown in
Fig. 3. The system analyzes the bytecode of an application
without accessing the source code.

The system comprises pretreatment, program-recovery, and
malware-detection modules. The pretreatment module un⁃
packs the classes.dex file from an Android apk. Then, this file
is disassembled to bytecode using disassembling tools, and the
output bytecode is imported into a database. After pretreat⁃

ment, the program recovery module reads bytecode from data⁃
base and starts constructing the ATBV and ATFV. Finally, the
malware- detection module analyzes each execution path in
the taint-propagation algorithm and outputs the results.

We use this system to detect 7806 Android applications
from an online application market. The results are shown in
Table 2. A total of 2629 (33.68%) of the applications were po⁃
tentially malicious, and the remaining 5177 (66.32%) of the ap⁃
plications were normal.

Of the 2629 malicious apps, 609 demonstrated high-risk
malicious behavior (Table 3). A total of 18,811 malicious be⁃
haviors are detected in all the malicious apps (Fig. 4). We de⁃
tected 50 types of malicious charging behavior in 31 apps,
1344 types of privacy violation behavior in 614 apps, 44 types
of malicious propagation behavior in 40 apps, 1043 types of ex⁃
pense-consuming behavior in 350 apps, 7057 types of native
code executing behaviors in 1729 apps, and 9416 types of un⁃
authorized network connection behavior in 1612 apps. One ex⁃
ecuting path or one application can exhibit multiple types of
malicious behavior. Because apps developed in Java are easy
to disassemble, many developers use native codes to enhance
copyright protection. This method is also used by hackers to
hide malicious code. The main profit model of Android apps is
to deliver advertising. Michael C. Grace analyzed some adver⁃
tising packages and found many problems [16]. Privacy viola⁃
tion and expense-consumption behavior are also common.
Some malicious apps set out to obtain a user’s private informa⁃
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ATBV: association table of block variables ATFV: association table of function variables
▲Figure 3. Prototype system framework.

Statictaint-propagation Result output
Malware detecting

Constructing ATFVConstructing ATBV
Program recovery

Disassemblingand importingto data base
Unpacking forclasses.dex

Pretreatment

APK file

▼Table 2. Results of detecting applications in an online application market.
Type

Potentially malicious
Normal

Number of Apps
2629
5177

Percentage
33.68%
66.32%

▼Table 3. The risk level of potentially malicious applications

Risk Level
High risk

Other

Number of Apps
609

2020

Percentage
23.16%
76.84%
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tion, such as bank accounts and passwords. This results in
monetary loss. Connecting to the network or sending messages
in the background are expense-consuming, and these types of
behavior are common in today’s apps. However, malicious
charging and malicious propagation are relatively uncommon.

6 Conclusion
In this paper, we have proposed a static analysis method

based on permission classification. This analysis system com⁃
prises the ATBV&ATFV engine, which is used to construct
variable tables, and the static taint-propagation engine, which
is used to analyze the program. We used this system to detect
7806 apps from an online market. The experimental results
show that our method is not only feasible but also effective in
detecting malicious behavior in Android apps.
Acknowledgment

This research was supported in part by the Fundamental Re⁃
search Funds for the Central Universities of China (Grant No.
WK0110000007), the Specialized Research Fund for the Doc⁃
toral Program of Higher Education of China (Grant No.
20113402120026), the Natural Science Foundation of Anhui
Province, China (Grant No. 1208085QF112), the Foundation
for Young Talents in College of Anhui Province, China (Grant
No. 2012SQRL001ZD) and the Research Fund of ZTE Corpo⁃
ration.

Android Apps: Static Analysis Based on Permission Classification
Zhenjiang Dong, Hui Ye, Yan Wu, Shaoyin Cheng, and Fan Jiang
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