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to the standardization activities of ITU-T SG9&SG16, ISO/IEC JTC1 SC29
WG11 (MPEG) and 3GPP SA4.

iographiesiographiesBB

ver the past two decades, significant
progress has been made in the coding,
analysis, and transmission of digital audio,
video, and images. Digital multimedia signal
processing technologies have arisen out of

practical necessity and have significantly affected the
multimedia industry. This special issue contains nine papers
written by experts from academia and industry. The papers
detail the most recent achievements in audio and video
coding analysis and transmission and give an overview of
emerging technologies.

The paper by Ping Wu et al. introduces high-efficiency
video coding (HEVC). This new video coding standard greatly
improves on the coding efficiency of H.264/AVC and is a
milestone in digital video coding standards. In this paper, the
technical features of HEVC (up to HEVC CD stage) are
discussed.

The paper by Yichen Zhang and Lu Yu discusses the
ongoing standardization of MPEG’s 3D video (3DV) coding.
In this paper, coding tools proposed in response to MPEG’s
Call for Proposals on 3DV coding are summarized.

The paper by Siwei Ma et al. gives an overview of the 3DV
coding standard developed by the China Audio Video Coding
Standard (AVS) Working Group.

The paper by Euee S. Jang describes a configurable codec
framework. Video codec devices are becoming increasingly
complex because of a wider range of applications. MPEG
suggests tackling the problem with a reconfigurable video
coding (RVC) framework and by standardizing modular
definitions of tools and their connections. This paper gives a
comprehensive overview of the RVC standard.

The paper by Minjie Xie describes lattice vector
quantization (LVQ) algorithm for speech and audio coding.
Various LVQ schemes have been developed for speech and
audio coding, and some of these have been successfully
used in ITU-T G.718 and G.719, 3GPPAMR-WB+, and
MPEG USAC.

In the paper by Stephane Ragot et al., noise feedback
coding (NFC) NFC is reviewed, and a novel coding technique
is proposed. The technique involves using noise shaping in
embedded pulse code modulation (PCM) and adaptive
differential PCM (ADPCM).

The paper by Gerard Fernando describes the newest

multimedia transport (MMT) standard, developed by MPEG.
This paper describes the architecture and functions of MMT
up to the MMT CD stage, and it lists the advantages and
shortfalls of existing technologies.

The paper by Zhijie Zhao et al. describes low-complexity
error resilience and error concealment for the scalable
extension of H.264/AVC (SVC). This paper describes multiple
description coding (MDC) for the encoder. It also describes
an error concealment method in network abstraction layer
(NAL) for decoder when medium grain scalability (MGS) is
used. This method requires minimal computation and is
suitable for real-time video streaming. In this paper,
experimental results are also given.

The paper by Ling-Yu Duan et al. introduces the MPEG
standard on compact descriptors for visual search (CDVS) for
mobile applications. MPEG is developing a competitive and
collaborative platform for evaluating existing visual search
technologies. They are also developing a standard for visual
descriptors.

4



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

The high-efficiency video coding (HEVC) standard is the newest video coding standard currently under joint development by ITU-T Video
Coding Experts Group (VCEG) and ISO/IEC Moving Picture Experts Group (MPEG). HEVC is the next-generation video coding standard after
H.264/AVC. The goals of the HEVC standardization effort are to double the video coding efficiency of existing H.264/AVC while supporting all
the recognized potential applications, such as, video telephony, storage, broadcast, streaming, especially for large picture size video
(4k × 2k). The HEVC standard will be completed as an ISO/IEC and ITU-T standard in January 2013. In February 2012, the HEVC
standardization process reached its committee draft (CD) stage. The ever-improving HEVC standard has demonstrated a significant gain in
coding efficiency in rate-distortion efficiency relative to the existing H.264/AVC. This paper provides an overview of the technical features of
HEVC close to HEVC CD stage, covering high-level structure, coding units, prediction units, transform units, spatial signal transformation and
PCM representation, intra-picture prediction, inter-picture prediction, entropy coding and in-loop filtering. The HEVC coding efficiency
performances comparing with H.264/AVC are also provided.

HEVC; JCTVC; AVC; H.264; MPEG-2; MPEG-4; standards; video

Ping Wu and Ming LiPing Wu and Ming Li
(R&D Center, ZTE Corporation, Nanjing 210012, China)

Introduction to the High-Efficiency
Video Coding Standard

Abstract

Keywords

TT
1 Introduction

he high-efficiency video coding (HEVC)
standard is the newest video coding standard
and is undergoing the development in the Joint
Collaborative Team on Video Coding (JCT-VC)
of ITU-T SG16 WP3 Video Coding Expert Group

(VCEG) and ISO/IEC JTC1/SC29/WG11 (also known as
Moving Picture Expert Group (MPEG)) [1]. HEVC aims to be
the next generation video coding standard after the existing
H.264/AVC (Advanced Video Coding-ISO/IEC 14496-10) [2].
It is well known that H.264/AVC is superior to MPEG-2 in
video coding efficiency by 50%, i.e. similar quality but half the
bitrate. The target of HEVC is to double the video coding
efficiency of H.264/AVC [3]. The quality is mainly on
subjective quality, while some peak signal-to-noise ratio
(PSNR) based objective quality assessment methods are also
employed during the standardisation process. The HEVC
standardisation process reached Committee Draft (CD) stage
in February 2012, and will become International Standard
(ISO/IEC) by July 2013. However, usually when a CD stage is
reached, the general form of a video coding standard will
be stable.

Video coding standardisation for telecommunications has
evolved through ITU-T H.261 [4], H.262 (MPEG-2) [5], H.263

(with its later enhancements of H.263+ and H.263++) [6] and
H.264/AVC [2]. The video coding standards, e.g. MPEG-2
and H.264/AVC, are now widely used for the transmission of
standard-definition (SD) and high-definition (HD) TV signals
over satellite, cable, and terrestrial emission and for the
storage of high-quality video signals on ordinary mediums,
such as DVDs, blue-ray disks, hard disks and so on. The
ever-growing demands of high-definition 4K × 2K video with
better resolution and wider colour gamut as well as flexible
streaming in various application scenarios continually raise
the requirements of higher video coding efficiency with a
flexible coding structure arrangement, which have been well
covered in HEVC standardisation process.

The Call for Proposals on HEVC [1] was finally issued in
January 2010. The test model under consideration (TMuC)
was established three months later [7]. In October 2010, the
first HEVC test model (HM) was created [8]. After 5 versions of
working drafts (WD) [9]-[13] and HM reference software, the
HEVC codec has been improved continuously, which ensures
a matured design for HEVC CD stage.

In this paper, the main structure and the video coding tools
in HEVC will be described in details which will be accurate at
least close to HEVC CD stage. The remainder of this paper is
organized as follows. In section 2, some applications and
HEVC high-level structures will be briefly presented. In
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section 3, the major features in HEVC design are described.
Performance comparisons between the draft HEVC standard
and H.264/AVC High Profile is reported in section 4. Finally,
section 5 concludes this paper.

2 Applications and High-Level Structures
As with previously successful video coding standards, the

HEVC standard is designed to provide technical solutions for
at least the following application areas:

• cable TV (CATV) over optical and copper networks
• direct broadcast satellite (DBS) video services
• digital subscriber line (DSL) video services
• digital terrestrial television broadcasting (DTTB)
• interactive storage media (ISM), for example, optical disks
• multimedia mailing (MMM)
• multimedia services over packet networks (MSPN)
• real-time conversational (RTC) services, for example,

video conferencing and video phone
• remote video surveillance (RVS)
• serial storage media (SSM), for example, digital VTR.
All these applications may be deployed in existing and

future networks, which raises the question of how to handle a
variety of applications and networks. To address this
requirement for flexibility the HEVC design covers a video
coding layer (VCL) as well as a network abstraction layer
(NAL), which is the same as the layer structure in H.264/AVC.
In the high level structure of an HEVC encoder, NAL is located
below VCL to provide“network friendliness”to support simple
and effective customization of the use of the VCL for a broad
variety of systems, where the similar concepts to the
counterparts in H.264/AVC, such as NAL unit, access unit,
etc., are used. In VCL, the same concepts and applications of
sequence parameter set (SPS) and picture parameter set
(PPS) are adopted by JCT-VC into HEVC to convey the
information which rarely changes and is referred to in
decoding a large number of VCL NAL units.

To achieve high coding efficiency, HEVC introduces several
picture-level coding tools, including scaling list [14], sample
adaptive offset (SAO) [15], and adaptive loop filter (ALF) [16],
whose parameters may stay the same when coding the slices
in a picture but change among pictures. To share such
information among slices effectively to support processing
slices in parallel while facilitating the updating and referring to
the tool parameters, adaptation parameter set (APS) [17] is
designed and introduced to HEVC. As a new parameter set
used for picture adaptive data (especially ALF data), APS
forms a major feature in HEVC parameter set structure.

In an HEVC codec, each coded picture is represented in
block-shaped units of associated luma and chroma samples
called coding units (CUs) [18], [19]. The sizes of the largest
CU (LCU) and the smallest CU (SCU) can be flexibly set in
SPS, which is different from the concept of macroblock (MB)
of a fixed number of 16 × 16 square pixels in the prior
standards. A quad-tree based recursive splitting approach
[18], [19] is used to partition the LCU until the partitions reach
SCU size. The basic source coding algorithm in HEVC is a

hybrid intra- and inter-picture prediction exploiting spatial
and temporal statistical dependencies and transform coding
of the prediction residual removing spatial statistical
redundancies left in residuals after prediction. A unified
entropy coding method, i.e. context-based adaptive binary
arithmetic coding (CABAC) similar to that in H.264/AVC [20],
is employed to generate the coded bit-streams.

To deal with the constraints of the maximum transmission
unit (MTU) of the network, slices are introduced into HEVC. In
certain configurations, a slice can be used as an independent
decoding unit to provide error resilience and parallel
processing with the help of parameter sets of information
sharing. In HEVC, a slice usually contains a sequence of
LCUs in raster scanning order, but it can also be
non-LCU-aligned. A leaf-CU-aligned slice application with
leaf-CU granularity of no less than 16 × 16 can be configured
in SPS, which makes the encoder much more flexible in terms
of implementing slices for transmission and error
resilience [21].

Besides slices, tiles have also been developed so that
HEVC can support MTU matching, error resilience, and
parallel processing [22]. Intersecting column and row
boundaries divide a picture into rectangular regions called
tiles each containing an integer number of LCUs. The raster
scanning order is applied in coding tiles within a picture and
then LCUs within a tile. Similar to slice boundaries, tile
boundaries also have an ability to break prediction
mechanisms (e.g., intra prediction and motion vector (MV)
prediction) pending tiles configurations unless indicated
otherwise. Therefore, tiles are able to support sub-picture
based coding when processing high resolution video (e.g.
ultra high definition (UHD) video).

Although slices and tiles with proper configurations can
provide parallel processing to the codec, they always lead to
performance loss because of the boundary restrictions on the
prediction mechanisms. To keep coding efficiency while
obtaining somewhat parallel processing features, entropy
slices [23] and wavefront parallel processing (WPP) [24] are
integrated in HEVC. These two methods both aim at entropy
coding in parallel, while utilizing the available information from
adjacent blocks for high-efficiency prediction. The
boundaries of an entropy slice only force flushing and
re-initializing the entropy engine, which is also one of the
functionalities of an ordinary slice. WPP is designed for
multi-core architectures, which is believed to become more
and more widely used on a variety of devices including mobile
terminals. WPP initializes the CABAC probabilities of the first
LCU of each line with the probabilities updated after the
second LCU of the upper line has been processed, which
carries out parallel processing of LCU lines but with two
LCUs’delay among neighbouring LCU lines.

3 Major Coding Features
The HEVC standard adopts the well-known block-based

hybrid coding scheme that relies on motion-compensated
prediction and transform coding with high-performance
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entropy coder. However, a series of newly developed
techniques and modules are applied to this traditional
structure in HEVC to make an accumulation of the highly
achieved improvement in coding efficiency.

In this section, the major features of HEVC are briefly
described from a perspective of encoding. And most of the
decoding algorithms are already the reverse processes of the
encoding counterparts, which are elaborated in the latest
working draft document for HEVC [13].

3.1 Coding Units
CU is the basic unit of region splitting used for inter/intra

coding. It is always square and may take a size from 8 x 8
luma samples up to the size of the LCU whose size can be set

to 64 × 64, 32 × 32 or 16 × 16. A quad-tree based recursive
splitting approach is designed to partition an LCU into four
equally sized blocks with the limitation of an SCU with its
minimum allowable size of 8 × 8. A parameter of maximum
splitting depth refers to the quad-tree depth from LCU to
SCU. By using this mechanism, a picture can be flexibly
partitioned to meet the characteristics of the input video, as
illustrated in Fig. 1.

3.2 Prediction Units
Prediction unit (PU) is the basic unit used to carry

information related to prediction processes. Each CU may
contain one or more PU. In general, PU is not restricted to
being square in shape, in order to facilitate partitioning which
matches the boundaries of real objects in the picture.
Generally, all kinds of PU partitions can be employed in
inter-picture prediction, while only square partitions are used
in intra prediction. Besides the symmetric PU partitions
dividing a CU into two or four blocks of equal size, four
asymmetric PU partitions are also adopted by JCT-VC into
HEVC to further improve the inter-picture prediction
performance. The PU partitions in HEVC are presented in
Figs. 2 and 3. Note that N × N PU partition is only applied to
SCU.

3.3 Transform Units
Transform unit (TU) is the basic unit used for the transform

and quantization processes. TU shape depends on PU
partitioning mode. When PU is square, TU is also square, and
TU may range in sizes from 4 × 4 to 32 × 32 luma samples.
When the PU is not square, TU may be non-square with its
sizes of 32 × 8, 8 × 32, 16 × 4, or 4 × 16 luma samples. Each
CU may contain one or more TUs, and multiple TUs may be
arranged in a quad-tree structure. The recursive quad-tree
transform (RQT) [16] and non-square quad-tree transform
(NSQT) [25] can be used in TU splitting as depicted in
Figs. 4 and 5.

3.4 Spatial Signal Transformation and Quantization
Similar to the 4 × 4 and 8 × 8 transforms in H.264/AVC, the

core transforms in HEVC [26] are also derived from discrete
cosine transform (DCT) with integer precision and operations
from 4 × 4 to 32 × 32. The core transform designs in HEVC

LCU: largest CU

Figure 3. ▶
Asymmetric PU partitions.

▲Figure 1. CU splitting.

▲Figure 2. Symmetric PU partitions.
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have many advanced properties for software and hardware
implementation. For instance, it has 16 bit data representation
(independent of the internal bit depth) before and after each
transform stage. It also has 16 bit multipliers for all internal
multiplications. There is no need for correction of different
norms of basis vectors during quantization/dequantization. It
allows reusing arithmetic operations for smaller transform
sizes. It also allows implementations to use either pure matrix
multiplication or a combination of matrix multiplication and
feasible butterfly structures.

As in H.264/AVC, a scalar quantization method is also
employed in HEVC after transform and can be implemented
together with integer transform in an integrated module.

3.5 PCM Representation
The PCM representation in HEVC transmits sample values

of its associated CU without prediction, transform coding and
entropy coding. Thus, the PCM representation allows an
encoder to adjust the number of bits of a CU or less without
complicated computation, which is similar to the PCM mode in

H.264/AVC. However, considering the features of CU
structure, a more sophisticated method of PCM-mode coding
is designed and implemented in the HEVC codec restricting
the signalling of PCM mode flag in the bit-stream based on
the CU splitting information [27].

3.6 Intra-Picture Prediction
The unified intra-prediction coding tool provides up to 35

directional prediction modes, including DC and planar modes
for the luma component of each PU [28]. The 33 possible intra
prediction directions are illustrated in Fig. 6. The derivation of
the prediction when using planar mode [29] is given in Fig. 7.

To further improve the intra prediction efficiency of the
chroma components, besides the increasing prediction
directions, HEVC introduces a new intra chroma prediction
mode which utilizes the correlation between chroma and luma
samples [30]. Chroma samples are predicted from the
reconstructed luma samples around the prediction block by
modelling chroma samples as a linear function of luma
samples. The model parameters are determined by linear
regression using the neighbouring reconstructed pixels of the
current coding luma and chroma blocks.

3.7 Inter-Picture Prediction
Combining the quad-tree CU splitting with the designed

Split_flag=0

▲Figure 4. Recursive quad-tree transform.

▲Figure 5. Non-square quad-tree transform: (a) 2N × N partition,
(b) N × N partition.
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PU partitioning methods equips HEVC with an ability of
coping with various local features of video texture. Meanwhile,
the spatial statistical redundancy of the prediction residuals is
reduced by employing RQT with varied transforms. Besides
the above mentioned features that bring much improvement
to the performance of inter-picture prediction in HEVC, some
well-developed coding tools also make a large contribution
for the finally achieved high coding efficiency from different
aspects, such as motion information representation,
de-aliasing filtering, fractional pixel motion prediction and
compensation, and so on.

To effectively code the information of MVs, advanced MV
prediction (AMVP) [13] is proposed to conduct adaptive MV
prediction by exploiting spatial-temporal correlation of MVs
from neighbouring PUs. AMVP is used in deriving the
predictor for the current MV. AMVP scans first the MVs from
spatial PUs and then temporal neighbouring PU positions in
some specified locations and orders to construct MV
predictor candidate list. Then, encoder selects the best
predictor from the candidate list for the current coding MV
and codes corresponding index indicating chosen candidate,
as well as the MV difference, in the bit-stream.

Besides AMVP, merge and skip modes [13] are also
adopted into HEVC for implicitly signalling motion information
(including inter-picture prediction direction, MV and
reference index) of a PU. When using merge mode, encoder
picks out the motion information from both spatial and
temporal PUs neighbouring to the current PU in a pre-defined
pattern to construct a motion information candidate list. Then
encoder selects the best candidate and directly employs that
motion information in the current PU’s motion compensated
prediction (MCP) process and codes the candidate index

instead of the motion information into the bit-stream. The
derivation of the motion information for skip mode is similar to
that of merge mode, with the only difference that the
prediction residual is not encoded but assumed to be 0.

To suppress the aliasing artefacts in the reference pictures,
interpolation filters (IFs) are always employed to generate
fractional samples for high precision inter-picture prediction.
In HEVC, separable filters using fixed coefficients are derived
based on fractional point DCT transforms, namely DCT-IF
[31]. The prediction precision can be 1/4-pel for luma
samples and 1/8-pel for chroma samples. Different from the
cascading interpolation filters in H.264/AVC, where 1/4-pel
luma reference pixels are obtained firstly performing 1/2-pel
interpolation and then getting 1/4-pel samples using bi-linear
filters, HEVC directly calculates both 1/2 and 1/4-pel
reference samples by the designed set of filters, which helps
to achieve superior performance.

In order to overcome the shortcomings of the relative
manner (through memory management control operations
(MMCO) and sliding window) for decoded picture buffer
(DPB) management method in H.264/AVC, such as
vulnerability to losses of pictures that contains MMCO
commands, restrictions on the encoder in its selection of
coding structure and reference picture usage when temporal
scalability is used, etc., reference picture set (RPS) [32] is
developed and integrated in HEVC. RPS describes the
reference pictures in the DPB in an absolute manner in each
slice header of a picture. It contains a list of delta picture
order count (deltaPOC) information of all reference pictures
that the decoder shall keep. The deltaPOC is used to
calculate the picture order count (POC) value of a reference
picture as POC reference = POC reference + deltaPOC. Therefore, POC
is not only used by the decoder to deliver the pictures in the
correct order for display but also for identification of reference
pictures during reference picture list construction and
decoded reference picture marking.

3.8 Entropy Coding
CABAC is determined as the single entropy coding method

for HEVC. CABAC combines an adaptive binary arithmetic
coding engine with context modelling and achieves a high
degree of adaptation and redundancy reduction. Generally,

▲Figure 7. Derivation of the prediction using planar mode.
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▲Figure 6. Intraprediction directions in HEVC.
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there are four stages for CABAC to code a value of a syntax
element. First, CABAC uses a binarization algorithm selected
according to the input syntax to convert its value into bins
suitable for entropy coding. Then, CABAC chooses statistical
model, namely context model, for the current coding one or
several bins by referencing the available information from the
adjacent coded blocks and bins. And arithmetic entropy
coding using the selected context model is performed to
generate coding bits. Finally, the context model is updated
according to the information collected during the actual
coding process.

3.9 In-Loop Filtering
In-loop filtering module is introduced in the HEVC codec to

suppress noise and artifacts brought about by lossy
compression. The filtered pictures can be used as references
in the MCP loop for encoding and decoding successive
pictures. Deblocking filter, SAO, and ALF are the in-loop
filters cascaded for HEVC. Every filter has various candidate
working modes to cope with different kinds of compression
noises in pictures with diversified features, which gives
flexibility to an encoder to achieve desired coding qualities
under the considerations of the requirements of applications.

Blocking artifacts are often observed at the boundaries of
TUs, which is caused by the discontinuity of the quantization
errors between adjacent TUs. The deblocking filter in
HEVC [13] is designed based on that of H.264/AVC with some
modifications and improvements to fit the HEVC coding
features.

SAO and ALF are two filters aiming at removing the
quantization noise. SAO is applied to the reconstruction signal
after the deblocking filter. SAO classifies reconstructed pixels
into categories and reduces the distortion by adding a
corresponding offset to pixels of each category in different
picture regions. There are two kinds of offsets in SAO, i.e.
band offset (BO) and edge offset (EO). BO classifies all pixels
of a region into multiple bands where each band contains
pixels in the same intensity interval. The intensity range is
equally divided into a pre-defined number of intervals from
zero to the maximum intensity value (e.g. 255 for 8-bit pixels),
and each interval has an offset. Then the bands are divided
into two groups. One group consists of the central half of the
total bands, while the other group consists of the remaining
half. Only offsets in one group are transmitted. EO uses four
1-D 3-pixel patterns representing the typical edge
directional features for pixel classification (Fig. 8). The
encoder selects one pattern for each region of a picture to
classify pixels into multiple categories by comparing each
pixel with its two neighbouring pixels, and sends. The
selection in bit-stream as side information.

ALF is a Wiener filter based algorithm which is applied to
the reconstructed signal after the SAO and/or the deblocking
filter. The filtering process uses 2D filters for luma and chroma
samples. The encoder calculates the filter coefficients using
Wiener based adaptive filtering algorithms, makes a decision
on whether or not ALF is applied via a rate-distortion
optimization process, and finally codes both filter coefficients

and control flags into bit-streams. At the receiver, the
decoder first obtains the filter coefficients from parsing APS
while the decoder obtains the CU control information from the
slice header, and then applies ALF filtering process to the
reconstructed pictures.

4 Performance Comparisons with
H.264/AVC
Performance comparisons are reported in [33] between the

HEVC draft standard and an anchor reference of the
H.264/AVC High Profile. The conditions used for the
comparison tests were reportedly designed to reflect relevant
application scenarios, while enabling a fair comparison to the
maximum extent feasible, i.e. using comparable quantization
settings, reference frame buffering, etc. Several of the
encoder optimizations currently found in the HEVC software
were tested and reportedly shown to be helpful to improve the
H.264/AVC anchor performance. Therefore, the testing was
indicated to be generally configured in favour of using a
relatively strong H.264/AVC anchor reference. When
compared to the improved anchor encoder configurations,
the HEVC draft standard design reportedly provides a bit rate
savings of about 39% for equal coding quality measured in
PSNR for random access applications, 44% for low-delay
applications, and 25% for all-intra use cases.

5 Conclusions
The coming HEVC video coding standard is being jointly

developed by ITU-T VCEG and ISO/IEC MPEG organizations.
HEVC represents a number of advances in standard video
coding technology, in terms of both coding efficiency
enhancement and flexibility for effective applications. Its VCL
design is based on conventional block-based
motion-compensated hybrid video coding concepts, but with
some important differences relative to prior standards as
summarized below:

•APS containing common information of picture adaptive
tools

•quad-tree based CU splitting
•asymmetric PU partitioning
•quad-tree based TU partitioning
•unified intraprediction, including planar mode and

chroma linear prediction using luma samples
•AMVP, merge and skip modes for inter-picture prediction

▲Figure 8. Four 1D three-pixel patterns for the pixel classification in
EO: (a) 0 degrees, (b) 90 degrees, (c) 135 degrees, (d) 45 degrees.

(a) (b) (c) (d)
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•DCT-IF for both 1/2-pel and 1/4-pel fractional
sample calculation

•RPS-based DPB management and reference picture
marking

•unified entropy coding approach
•advanced in-loop filtering, including SAO and ALF

beside deblocking filters
•leaf-CU-aligned slices, tiles, entropy slices, and WPP.
When used well together, the features of the new design

provide approximately a 40% bit rate savings for equivalent
coding quality in PSNR terms relative to the performance of
prior standard H.264/AVC, which is very appealing for the
desired applications.
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The Moving Picture Experts Group (MPEG) has been developing a 3D video (3DV) coding standard for depth-based 3DV data
representations, especially for multiview video plus depth (MVD) format. With MVD, depth-image-based rendering (DIBR) is used to
synthesize virtual views that are based on a few transmitted pairs of texture and depth data. In this paper, we discuss ongoing 3DV
standardization and summarize coding tools proposed in the responses to MPEG’s call for proposals on 3DV coding.

3DV coding; call for proposal; auto-stereoscopic; depth map
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1 Introduction
epth-based 3D video (3DV), including

multiview video plus depth (MVD), have
attracted interest from industry and academia
[1]. 3DVs are textured videos with several
possible views and associated depth maps.

With depth data, virtual views can be synthesized from
transmitted views using depth-image-based rendering
(DIBR) [2].

Depth-based 3DV formats have some advantages over
conventional multiview formats. In a multiview video shot
using a camera rig, a stereo pair can be presented on a
stereoscopic display, and the baseline from the stereo pair is
fixed. In this case, the 3D experience may not sit comfortably
with different users because they have different preferences
for depth intensity (which is mainly dictated by the baseline).
With view synthesis, the arbitrary viewpoints between two
coded views can be easily interpolated, and new stereo pairs
with desired baseline distances can be generated. This
enables disparity-adjustable stereoscopic video.
Autostereoscopic displays, which provide a glasses-free 3D
experience, require five, nine, or even 28 views as input.
Coding all views one by one (simulcasting) or using multiview
video coding (MVC) is insufficient. With 3DV, most of the
required views can be rendered with a few coded views, and
a video in 3DV format consumes less bandwidth than one in a
multiview format.

At the 96th MPEG meeting in Geneva, a call for proposals
(CfP) was issued on 3DV coding technology [3]. The CfP
represented the start of standardization of depth-based 3D

formats, among which MVD was the first priority.
In section 2, we introduce the CfP, including all

requirements and test conditions. In section 3, we summarize
the responses to the CfP, give a brief overview of the
proposed 3DV coding tools, and introduce three
representative coding algorithms. In section 4, we discuss the
standardization schedule of 3DV. Section 5 concludes the
paper.

2 Requirements and Test Conditions

2.1 Test Materials
In the CfP, two classes of test sequences (MVD format)

were used as test materials. One class included four
sequence sets: Poznan_Hall2, Poznan_Street, Undo_Dancer,
and GT_Fly. These sets had 1920 × 1088 resolution and were
25 frames per second (fps). The other class included four
sequence sets: Kendo, Balloons, Lovebird1, and Newspaper.
These sets had 1024 × 768 resolution and were 30 fps. The
individual sequences in each set were eight or ten seconds
long. For each sequence set, two and three specific views of
the texture and depth data were the input of the two-view and
three-view test scenarios, respectively.

2.2 Compatibility Requirement
3DV coding must be compatible with existing H.264/AVC

(advanced video coding) or future high-efficiency video
coding (HEVC). The compressed data format in 3DV must be
compatible with that of H.264/AVC, which supports mono or
stereo video. Existing AVC decoders must be able to

12
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reconstruct samples from the mono (AVC-compatible) or
stereo (MVC-compatible) views of the compressed bit
streams. Similarly, the 3DV compressed data format must also
be compatible with the HEVC standard, which was close to
completion when the 3DV CfP was issued. HEVC decoders
must be able to reconstruct at least one view from the
compressed bit streams [4].

Two test categories were defined in the CfP:
AVC-compatible, and HEVC-compatible and unconstrained.
In the former, proposals are AVC compatible; in the latter,
proposals are HEVC-compatible or have no compatibility
constraints [3]. Fig. 1 shows examples of AVC-compatible
and MVC-compatible coding schemes.

2.3 Anchor Generation
For the AVC-compatible test, anchors for the objective and

subjective measurements were generated using an MVC
encoder (JMVC version 8.3.1) to encode the test sequences.
For the HEVC compatibility test, anchors for the objective and
subjective measurements were generated using an HEVC
encoder (HM version 2.0) to encode the test sequences. Both
encoders had a high efficient, random-access configuration.

At the time the CfP was issued, the JMVC and HM encoders
were state-of-the-art reference software for AVC and HEVC
standards.

For the AVC compatibility test, MVC was applied separately
to texture data and depth data. For the HEVC compatibility
test, HEVC simulcasting was used for each view of texture
data and depth data. To calculate the objective
rate-distortion (RD) performance and provide appropriate
materials for subjective evaluation, four rate points (R1, R2,
R3, and R4) were determined for each test sequence. R1 was
the lowest rate point, and R4 was the highest rate point. The
rate points differed for each sequence according to the
coding results of previous exploration experiments. These
experiments were conducted to develop software and test
coding configurations for 3DV standardization [5]. The ratio of
R4 to R1 varied from 2 to 5. In all submissions for the CfP, bit
rates were limited to below the corresponding target-rate
points.

2.4 Evaluation Method
Submissions for the CfP (including decoded and

synthesized videos) were subjectively evaluated against the
anchors by using stereoscopic and autostereoscopic displays.

Stereoscopic evaluation was performed as follows: In the
two-view test scenario, the stereo pair for stereoscopic
viewing comprised one of the two decoded views and a
synthesized view rendered from the two decoded views. In
the three-view test scenario, two stereo pairs were selected.
One was centered on the center view of the three decoded
views; the other was randomly selected and had the same
baseline distance between left view and right view.

For subjective tests with 28-view autostereoscopic
displays, all views were formed from the three decoded views
and 28 synthesized views. The synthesized views could be
produced using VSRS software or another new synthesis

method. The 28 synthesized views were distributed evenly
among the three coded views. Thus, in the subjective tests,
the quality of reconstructed and synthesized texture videos
was fully taken into consideration.

3 Responses to the Call for Proposals
Twenty-three proposals were submitted for the CfP.

Proposals from Nokia, Sony, Nagoya University, Fraunhofer
HHI, NICT, Qualcomm, Philips and Ghent University-IBBT,
NTT, Sharp, Samsung, MERL, and Zhejiang University were in
the AVC-compatible category. Proposals from RWTH Aachen
University, Sony, Fraunhofer HHI (two proposals with different
encoder and renderer configurations), Disney and HHI, LG
Electronics, Ericsson, ETRI and Kwangwoon University,
Samsung (two proposals with different coding tools and
prediction structure), and Poznan University of Technology
were in the HEVC and unconstrained category.

Prior to the 98th MPEG meeting, the submitted test
materials were subjectively assessed in 13 test laboratories
around the world [6]. The subjective evaluations showed that,
for most test sequences, the subjective quality of R3 of the
best-performing proposal was better than R1 of the anchor.
This suggests a significant improvement in coding efficiency
compared to the anchor. In terms of objective performance,
more than 25% rate saving was reported by several
proponents.

3.1 Proposed 3DV Coding Tools
To encode the depth-based 3DV format, existing video

coding standards, for example, H.264/AVC or HEVC, can be
used. However, these standards are optimized for
single-view 2D video coding. MVC is an extension of
H.264/AVC and is designed for coding a number of texture
video sequences with interview prediction. It could be a good
candidate for encoding depth-based 3DV; however, it does
not take into account the unique functionality or statistical
properties of depth data, and it does not exploit the
coherence between texture and depth signals. New coding

▲Figure 1. (a) AVC-compatible category for two-view case,
(b) AVC-compatible category for the three-view case,
and (c) MVC-compatible category for the three-view case.

TL TR TL TRTC

AVC-Compatible AVC-Compatible

DL DR DL DC DR

DL DC DR

TL TRTC

MVC-Compatible

(a) (b)

(c)

TL: texture left
TR: texture right
TC: texture center
DL: depth left
DR: depth right
DC: depth center

13



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

June 2012 Vol.10 No.2 ZTE COMMUNICATIONS 11

tools were included in some of the coding platforms of CfP
submissions, and these tools are designed to improve coding
efficiency in MVC-based 3DV. These coding tools, which
stand apart from those usually found in AVC, MVC or HEVC,
can be classified into five categories:

1) Texture-coding dependent views that are independent
of depth. This involves coding the texture images of the side
view. A side view is any view other than the first view in the
coding order. The first view (also called the base view) is
expected to be fully compatible with AVC or HEVC; the side
view only uses inter-view texture information. Tools in this
category include motion parameter prediction and coding,
and inter-view residual prediction.

2) Texture-coding dependent views that are dependent on
depth. This is applicable to side-view texture, in which
original or reconstructed depth information is used to further
exploit the correlation between texture images and associated
depth maps. Tools in this category include view synthesis
prediction for texture and depth-assisted in-loop filtering of
texture.

3) Depth coding that is independent of texture. Inter-view
depth information or neighboring reconstructed depth values
are used to compress the current macroblock in the depth
map. Tools in this category include depth intra coding,
synthesis-based inter-view prediction and intersample
prediction, and in-loop filtering for depth.

4) Depth coding that depends on texture. Original or
reconstructed texture information is used to further exploit the
correlation between texture images and associated depth
maps. Tools in this category include prediction parameter
coding, intrasample prediction, and coding of quantization
parameters.

5) Encoder optimization. Tools in this category include new
rate-distortion optimization (RDO) optimization techniques for
depth and texture encoding. They do not affect syntax or
semantics.

Tools in the first four categories are used for both encoding
and decoding. Tools in the last category are used for encoder
optimization only [7].

3.2 Zhejiang University Proposal
The proposal from Zhejiang University focused on depth

coding that is AVC-compatible and MVC-compatible.
Different tools were proposed, and the average rate reduction
for both two-view and three-view cases was 8% [8]. Three
coding tools in this submission are introduced in the following
subsections. Two of these—view synthesis prediction (VSP)
and joint-rate distortion optimization (JRDO)—were also
proposed in several other submissions.

3.2.1 Visual Synthesis Prediction for Depth
VSP for depth is a depth-coding tool that synthesizes

inter-view depth reference pictures. A depth map of a side
view is rendered based on the reconstructed depth picture of
another view (often the base view). This depth map is then
inserted into the reference picture list. The rendering involves
1) projecting depth pixels onto the target side view according

to the depth values of the pixels and the corresponding
camera parameters, and 2) filling the holes in the warped
image.

Inter-view prediction with VSP is better than inter-view
prediction with MVC, which is based on reconstructed
pictures from other views. View synthesis compensates for
disparities in MVC-based inter-view reference pictures. A
depth map synthesized to the target view may be closer to the
coded depth map from another view provided that the original
depth maps have high inter-view coherence.

3.2.2 Joint Rate-Distortion-Optimization
JRDO is a new RDO for depth coding. Distortion is not

measured as loss of depth fidelity due to coding, that is, as
the mean-squared error between the original and
reconstructed depth signals. Instead, JRDO measures
distortion based on reconstructed texture and depth values in
order to estimate the distortions in synthesized views. The
quality of a synthesized view is more important than that of the
depth data, which is not viewed.

Specifically, the distortion measurement in JRDO is a
function of the depth distortion (between original and
reconstructed values) and the corresponding texture
gradient. This measurement is given by

where D (x, y ) and d (x, y ) denote the original and
reconstructed depth values of pixel (x, y ), respectively, and
t (x, y ) denotes the reconstructed texture value. B is the
current coding block, and c is a constant.

The distortion measurement is designed based on the fact
that the same depth distortions generally cause higher
synthesis errors in highly textured regions than in textureless
regions.

3.2.3 BBDS in CABAC for Coding mb_type Element
The distribution of mb_type in depth coding is different to

that in texture coding. Therefore, a new binarization based on
the distribution of syntax (BBDS) element is proposed. We call
this element mb_type. The context model selection (CS) also
varies with the change of binarization.

According to Huffman code, high-frequency symbols are
assigned short codes. This concept is applied to the
binarization process. BBDS does not use Huffman code
directly because the distribution of a certain syntax element is
irregular, and the code is usually irregular. BBDS uses a code
tree similar to configurable variable-length code (CVLC) [9]
for binarization.

The binarization and CS process has four steps:
1) Remove the values of mb_type that correspond to

chroma because the depth image is grayscale.
2) Use one-to-one mapping that translates mb_type into a

new SE called mb_type_index. The value of mb_type with a
higher probability is mapped to a smaller value of
mb_type_index.
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3) As in CVLC, a group of codes is used for the binarization.
These codes reflect an approximated distribution of
mb_type_index.

4) For each bin of the string, one or more context models
are chosen as the model candidates.

4 Standardization Schedule
Standardization plans were established after the Geneva

meeting.

4.1 MVC-Compatible Extension Including Depth
(AVC-Based First Track)

The main goal of this work item is to enable 3D
enhancements and maintain MVC stereo compatibility.
Block-level changes to AVC or MVC syntax and decoding
processes will not be considered in this item. However,
high-level syntax that enables efficient depth-data coding
will be supported.

4.2 AVC-Compatible Video-Plus-Depth Extension
(AVC-Based Second Track)

A short-term goal is to significantly improve coding
efficiency for 3D enhancements in systems that only require
2D AVC compatibility. The syntax and decoding process for
non-base texture views and depth information may differ from
AVC and MVC at the block level provided the process results
in marked improvement in coding efficiency. Coding
efficiency is expected to improve 30-40% on existing AVC
and MVC technology.

4.3 HEVC 3D Extensions
A third goal is to extend emerging HEVC design to enable

efficient stereoscopic/multiview video coding and to support
depth coding. Coding efficiency is expected to improve
40-60% on the base specification of HEVC.

At the 98th MPEG meeting, a tentative timeline was
established for the standardization of the three extensions
(Table 1) [10]. The timeline may be slightly adjusted
depending on the development of the standards in the future.

The MVC-compatible extension is due to be finalized soon.
The AVC-compatible second track will proceed at a similar
pace to HEVC 3D extensions.

5 Conclusion
This paper provides an overview of recent activities on 3DV

standardization in MPEG. It summarizes various coding tools
that were proposed in submissions for the CfP on 3D video
coding. In particular, three depth-coding tools proposed by
Zhejiang University are described in some detail. An 8% rate
reduction is possible using only a few depth-coding tools.
Reduced rate is possible using other tools for depth-assisted
texture coding and using tools that exploit the correlation
between texture and depth. The best-performing codec in
the CfP reduced the rate by more than 25%, which is
encouraging evidence supporting the feasibility of AVC and

HEVC 3D extensions.
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▼Table 1. Timeline for the standardization of 3DV (three categories)

AVC: advanced video coding
DAM: draft amendment
FDAM: final draft amendment
HEVC: high-efficiency video coding

MVC: multiview video coding
PDAM: proposed draft amendment

WD: working draft

Date

Dec. 2011

Feb. 2012

May 2012

July 2012

Oct. 2012

Jan. 2013

Jul. 2013

Jan. 2014

MVC-Compatible

WD

PDAM

DAM

FDAM

AVC-Compatible

WD1

WD2

WD3

PDAM

DAM

FDAM

HEVC-Compatible

WD1

WD2

WD3

PDAM

DAM

FDAM
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Following the success of the audio video standard (AVS) for 2D video coding, in 2008, the China AVS workgroup started developing
3D video (3DV) coding techniques. In this paper, we discuss the background, technical features, and applications of AVS 3DV
coding technology. We introduce two core techniques used in AVS 3DV coding: inter-view prediction and enhanced stereo packing
coding. We elaborate on these techniques, which are used in the AVS real-time 3DV encoder. An application of the AVS 3DV coding
system is presented to show the great practical value of this system. Simulation results show that the advanced techniques used in
AVS 3DV coding provide remarkable coding gain compared with techniques used in a simulcast scheme.

AVS; 3D video coding; inter-view prediction; stereo packing
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1 Introduction
he China Audio Video Standard (AVS) video
coding standard is developed by the AVS
workgroup, whose role is to establish general
technical standards for the compression,
decoding, processing, and representation of

digital audio and video [1]. After ten years, the AVS
workgroup has developed a series of standards based on
different applications, and these standards have attracted the
attention of both industry and academia. In 2007, AVS was
accepted by the ITU-T IPTV focus group as one of four video
formats. With the fast development of display technologies
and rapidly growing demands of 3D video (3DV) applications,
high-efficiency 3DV compression is needed. The most
straightforward 3DV coding scheme is simulcast, in which
compression and transmission are performed separately for
each view. However, simulcast ignores inter-view correlation,
which produces double the amount of data compared with
traditional video. Thus, simulcast is not the optimal solution for
3DV coding. In 2008, the AVS workgroup launched the 3DV
coding project to satisfy demand for higher resolution and
better quality that had arisen as a result of widespread 3DV
usage [2].

Currently, the AVS workgroup is focused on stereoscopic
video coding because of the rapidly growing 3DV market and
number of applications. Two advanced stereoscopic video
coding schemes have been adopted: inter-view prediction
and enhanced stereo packing coding [3]. In inter-view

prediction, the correlation between two channels is greatly
reduced by allowing disparity compensation from the
inter-view frame. Enhanced direct-mode prediction and
enhanced motion-vector prediction further improve coding
performance [4]. In enhanced stereo packing, the
stereoscopic image of each view is down-sampled by half
and merged into a single frame. View prediction is allowed in
the frame in order to improve coding efficiency. This
technique supports backward compatibility with existing 2DV
coding infrastructure. To flexibly support these two 3DV
coding schemes, AVS defines high-level syntax at both
system layer and video layer.

Because of the fast development of microelectronic
techniques, there is an urgent need to develop a dedicated
AVS 3DV real-time encoder chip that is capable of huge
throughput and mass computation in consumer applications.
Although AVS is designed for optimized coding and low
complexity, compressing high-definition (HD) stereoscopic
video in real time is a very big challenge. Several key
techniques have therefore been proposed. These techniques
include parallel pipeline video coding, advanced rate control,
and inter-view synchronization. In this paper, we review these
key techniques used in encoder chip design and propose an
AVS 3D system that incorporates a real-time encoder for TV
broadcasting. Our proposal is the first end-to-end AVS 3DV
system, and it has already been successfully used to
broadcast the Guangzhou Asia Games 2010 on 3DTV.

In section 2, we introduce inter-view prediction and stereo
packing schemes used in AVS. In section 3, we propose the
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3D AVS coding system, including the core techniques for
designing an AVS 3D real-time encoder chip and
broadcasting system. In section 4, we give the results of
experiments conducted with these technologies. Section 5
concludes the paper.

2 3D Video Coding in the Audio Video
Standard

2.1 Inter-View Prediction
Fig. 1 shows the basic concept of the AVS inter-view

stereoscopic coding system. The input signal comprises left
and right views that are captured by a stereo camera. These
views are coded using an AVS 3D encoder, and the resulting
bitstreams are multiplexed to form the final bitstream packet.
At the receiver, the bitstream packet is decoded with the AVS
3D decoder for stereo display. To ensure compatibility with
AVS 2D, the sub-bitstream, which represents the
independent view, can also be decoded using an AVS 2D
decoder and displayed on a conventional 2D display system.

Inter-view prediction uses the already coded data in the
other view to efficiently represent the current view [3]. One of
the two views, referred to as the base view or independent
view, is coded independently using an unmodified AVS P2
video coder. Fig. 2 shows the coding structure of inter-view
prediction. To ensure compatibility with monoview AVS, the
number of reference frames for both the base view and
dependent view is restricted to two. The base view can be
decoded independently for 2D display.

To exploit the inter-view correlation, in the dependent view,
the first frame is inter-predicted from the reconstructed I
frame in the base view. Other P frames in the dependent view
can reference either the previous P frames in the same view or
the corresponding simultaneously displayed P frame in the
base view. Inter-view prediction for the B frame does not
affect coding performance; therefore, references for the B
frame can only be reconstructed frames from forward and
backward directions in the same view.

Because the AVS inter-view coding structure changes the
reference-frame mechanism of the dependent view, the
related view prediction techniques should also be developed.
Recently, two advanced techniques were adopted by the AVS
workgroup: enhanced motion vector prediction and enhanced
direct mode [4]. These techniques can be used to exploit the

correlation between the base view and dependent
view in order to improve coding performance.

Conventional AVS motion vector prediction for
monoview uses scaled motion vectors from four
neighboring blocks. However, for the P frame of the
dependent view, it is not desirable to use the motion
vectors of neighboring blocks if they refer to different
channels. To resolve this problem, enhanced
motion-vector prediction is proposed. We can
assume the current block is A. If A is temporally
predicted, the inter-view predicted block in the
neighboring blocks is unavailable. Similarly, if A is

inter-view predicted, the temporally predicted block in the
neighboring blocks is unavailable. This approach ensures that
appropriate motion vectors are used for prediction.

In monoview AVS coding, the motion vectors of direct mode
for the B frame are derived from the motion vector of the
co-located block of the backward reference [5]. However, in
inter-view prediction, the farthest reference frame of the
backward reference is substituted by the inter-view frame. To
obtain accurate motion vectors, when the backward reference
is inter-view predicted, the motion vectors of the neighboring
blocks are used instead of the disparity vectors.

2.2 Enhanced Stereo-Packing Coding
The stereo-packing mode is used for backward

compatibility with 2DTV infrastructure and to improve coding
performance. Fig. 3 shows how stereo-packing mode is used
in AVS 3DV coding. At the encoder, each view is first
decimated by half using down-sampling, then the two
down-sampled frames are merged into one frame that is the
input of a conventional AVS 2D encoder. At the decoder, the
bitstream can be decoded using an AVS 2D decoder and can
then be detached into multiple views. Each view is
up-sampled to support 3D display. Two key techniques in
stereo-packing mode involve down-sampling and
up-sampling algorithms, and view-merging [6]. Because
sampling algorithms are non-normative for the video coding
standard, various algorithms can be supported depending on
the application scenarios. For more details on the sampling
algorithms refer to [6]. Currently, AVS supports two merging
approaches: side-by-side and top-to-bottom (Fig. 4).
These two approaches make the down-sampling and
up-sampling algorithms more flexible.

Coding efficiency in the stereo-packing scheme can be
further improved by exploiting inter-view redundancies.

▲Figure 1. System structure of inter-view based AVS 3DV coding.

▲Figure 2. Inter-view prediction structure in AVS.
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Similar to inter-view prediction, AVS allows interprediction
between two decimated views (Fig. 5). This technique is
limited in that the encoding process of the dependent view’s
decimated frame cannot begin until the base view has been
encoded.

2.3 High-Level Syntax
To support the two kinds of AVS 3D coding, high-level

syntax is designed at both the system layer and video layer.
Three AVS 3D coding schemes are created by incorporating
the descriptor: simulcast compression, inter-view prediction,
and stereo packing. We define a syntax view_orgnizing_type
for describing each coding system. If the syntax is zero, both
simulcast compression and inter-view prediction are
supported. If the syntax is one, only stereo packing is
supported.

The syntax in the video layer indicates different merging
approaches for stereo packing mode (Table 1). Stereo
packing mode is fully compatible with monoview coding when
the stereo packing mode is set at zero. Moreover, a reserved

value is also defined for future extension.

3 AVS 3D Video Coding System
From production to broadcasting, 3DTV usually goes

through the processes of acquisition, encoding, multiplexing,
modulation, demodulation, demultiplexing, decoding, and
display. Among these, the most important is real-time
encoding of the HD stereoscopic video. In this section, we
discuss AVS 3DV encoder chip design techniques. We also
present a 3DTV broadcasting system and discuss potential
applications of the AVS 3DV coding standard.

3.1 AVS 3D Real-Time Encoder
Fig. 6 shows the AVS 3D real-time encoding system for HD

stereoscopic video. In the encoder, the left and right views are
down-sampled and merged into a single frame. The
down-sampling direction can be horizontal, to support the
side-by-side merging approach, or vertical, to support the
top-to-bottom merging approach. The syntax for these
approaches is defined in section 2.3. The packing frame is
fed into the AVS HD encoder, which generates the AVS
bitstream. Finally, the AVS bitstream is packaged into
transport stream format for storage or transmission.

The computing power required by the SD/HD encoder is far
beyond the capacity of a single central processing unit (CPU).
Fortunately, multicore processors allow the possibility of
achieving real-time encoding. To fully exploit multicore
processors, parallel encoding algorithms are highly desired in
the encoder design.

The motion estimation (ME) module generally takes more
than 60% of the total encoding time, and this is a bottleneck
for real-time compression. We therefore isolate the ME
module for parallel processing. Because the ME module
frequently needs to exchange data with other modules, it is
not appropriate to use macroblock or finer-level parallel
processing for ME. We propose a frame-level parallel ME
algorithm that exchanges ME information with other modules
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◀Figure 3.
Stereo packing
scheme for AVS 3DV
coding.

▲Figure 4. (a) Side-by-side and (b) top-bottom view merging
employed in AVS 3DV coding.

▲Figure 5. Inter-view coding structure in stereo packing.

▼Table 1. Stereo packing mode in AVS 3DV coding
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until the ME of the whole frame is finished. Fig. 7 shows the
architecture of the proposed dual-pipeline parallel scheme.
The ME process is completely isolated and is the first-level
encoding process. The output of the ME module is used by
other modules in second-level encoding.

The main obstacle in the proposed dual-pipeline parallel
video coding scheme is the generation of the reference frame.
Conventional video coding uses the reconstructed frame as
the reference in the ME process, which means the
frame-level ME process cannot start until the reconstructed
frame has been obtained. This is problematic for frame-level
parallel ME because the ME of the next frame can only begin
after the current frame has been encoded. Fortunately, the
original frame can be used in the encoder for reference.
Because the output of the ME module is only the motion vector
information, no error-drifting is incurred in this approach. The
reconstructed frames are still used in residual calculation.
Although this approach does not ensure that motion vectors
obtained in the ME are optimal, it is a practical approach to
frame-level parallel ME and strikes a good balance between
computational complexity and coding performance.

Rate control is important in a practical encoder design.
Without rate control, there would be mismatch between the
source bit rate and channel capacity, and this would cause
underflow or overflow. To accurately control the rate of AVS
3DV coding, we propose a
window-based scheme to tackle the
problem of interference between rate
control and rate distortion optimization
(RDO). In this scheme, rate-Qstep
(R-Q) and distortion-Qstep (D-Q)
models are used to allocate the
appropriate number of bits to each
coding unit and to adjust the
quantization parameter so that each
unit is properly encoded with the
allocated bits. With the proposed D-Q
model, distortion can be estimated,
and the optimized coding mode can be
obtained by comparing the rate
distortion cost of the coding modes.
Scene switching is also considered in

the window-based scheme because it
may cause large bit-rate fluctuations.

Besides these encoder control
techniques, synchronization between
two views in the 3DV coding is also very
important. To synchronize the two views,
we use a clock control mechanism and
design a scheme based on the AVS
system layer specification. We define a
transport-stream program map table
(PMT) that creates a relationship
between the program and its elements.
Using this map, we attach a timestamp to
each frame and synchronize the
timestamps of the two views for

synchronized 3DV display.

3.2 AVS 3D Live Broadcasting System
We have already incorporated the AVS 3D real-time

encoder into a real 3D live broadcasting system. This system
was the first end-to-end broadcasting system and was an
example of the practical application of AVS 3DV coding. The
system was used for broadcasting 3D TV programs from the
Guangzhou Asian Games in 2010. The system successfully
delivered an immersive entertainment experience.

Fig. 8 shows the architecture of the broadcasting system,
including content acquisition, and encoding and display
modules. Two-channel high-definition serial digital interface
(HD-SDI) audio and video signals are the input. These
signals are first transmitted to the switching station for editing.
Other program content, such as captions, can be integrated
into the process. Then, the uncompressed audio and video
signals are fed into the 3DV processor. In the processor, left
and right views are adjusted to ensure the two views match
exactly. The signals are then transmitted to the Quantel 3D
broadcasting system where the programs can be edited and
reviewed. Finally, the signals are fed into the real-time AVS
3D encoder for compression. In the display system, the 3D
program stream is input into the set-top box for decoding,
and the decoded signal can be displayed by various 3D
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▲Figure 6. AVS 3DV encoder based on stereo packing.
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▲Figure 7. Architecture of the dual-pipeline parallel video coding scheme.
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display systems, such as a 3D TV or projector.
This system is an optimal, low-cost solution to smoothly

transferring from a monoview to 3D TV
broadcasting system. This system also
highlights the great value of the AVS 3DV
coding standard in practical applications
such as 3D mobile phone TV, remote
interview, video surveillance, and remote
learning. The whole 3DV industry chain,
from acquisition to display, will benefit

from the development of AVS 3DV coding technology.

4 Performance Comparisons

4.1 Inter-Frame Prediction Versus Simulcast
Inter-frame prediction, enhanced motion-vector

prediction, and directed mode are integrated into the AVS
reference software RM52k_r2. The coding parameters are set
according to the general test conditions [7]. The RD
performance comparison in [8] is shown in Table 2. From
Table 2, inter-frame prediction can reduce the rate by up to
30% for the same peak signal-to-noise ratio (PSNR). The
reason for the superior coding performance is that the
correlations between two channels are exploited to reduce
inter-view redundancy.

4.2 Stereo Packing Scheme
Side-by-side and top-to-bottom stereo packing make the

coding process very
flexible because various
downsampling and
upsampling algorithms can
be used. The
downsampling and
upsampling methods
greatly affect coding
efficiency. Figs. 9 to 11
show the horizontal,
vertical, and diamond
downsampling algorithms,
respectively.

For each of the
down-sampling
algorithms, several
corresponding upsampling
algorithms are used. These
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▲Figure 8. AVS 3D live broadcasting system.
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▼Table 2. Performance of inter-view prediction
and simulcast schemes
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▲Figure 10. Vertical downsampling for stereo packing. ▲Figure 11. Diamond downsampling for stereo packing.
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include bilinear, cubic, and AVC-based interpolation
algorithms. In Fig. 12, Down0, Down1, and Down2 denote
horizontal, vertical, and diamond down-sampling,
respectively, and Up0, Up1, and Up2 denote bilinear, cubic,
and AVC-based upsampling algorithms, respectively.
Combinations of these algorithms are then integrated into the
AVS 3D stereo packing scheme, which is implemented in
RM52k_r2. The RD performance is shown in Fig. 12. For the
sequence Cafe, horizontal downsampling with AVC-based
up-sampling performs the best. For sequence PoznanHall,
vertical downsampling performs better than horizontal
down-sampling. This suggests that the performance of the
downsampling method is depends greatly on the properties of
video sequence. In the case of low bit rate, the stereo packing
scheme is capable of great coding gain compared with the
simulcast scheme. At a low bit rate, the quantization of
encoding causes most of the distortion, and the stereo
packing scheme can provide the best RD trade-off.

5 Conclusion
In this paper, we have discussed the background, technical

features, and applications of the AVS 3DV coding standard.
The AVS 3DV coding greatly advances coding efficiency and
backward compatibility in standard video coding technology.
We also introduce the two main features in AVS 3DV coding:
inter-view prediction and stereo packing. The AVS 3D TV live
broadcasting system shows that the adopted schemes can
provide great flexibility for effective use over broad
application domains. In the future, more and more new
applications will be developed over existing and future AVS
3DV coding technology.

◀Figure 12.
Performance of different
sampling algorithms with
the simulcast scheme.

PSNR: signal-to-noise ratio
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Recent advances in reconfigurable computing have led to new ways of implementing complex algorithms while maintaining reasonable
throughput. Video codecs are becoming more complex in order to provide efficient compression for video with ever-increasing resolution.
This problem is compounded by the fact that spectra of video decoding devices has become wider in the move from traditional TV to cable
and satellite TV, IPTV, mobile TV, and Internet media. MPEG is tackling this problem with a reconfigurable video coding (RVC) framework
and is standardizing a modular definition of tools and connections. MPEG’s work started with video coding and has recently extended to
graphics data coding. RVC will be supported by non-MPEG standards such as the Chinese audio-video standard (AVS). This article gives a
brief background to the reconfigurable codec framework. The key to this framework is reconfigurability and reducing granularity to find
commonality between different standards.

MPEG; reconfigurable coding; RVC; RMC
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1 Introduction
he Motion Picture Experts Group (MPEG) has
created many audio-visual coding standards,
including MP3, MPEG-2, and MPEG-4
AVC/H.264 [1]. MPEG’s multimedia coding
standards have been central in the shift from an

analog to digital paradigm. Video coding standards have
been developed for specific applications: MPEG-1 for video
CD, MPEG-2 for digital TV and DVD, MPEG-4 Part 2 Visual
for mobile video, and MPEG-4 AVC/H.264 for DMB and
Internet. It has been 20 years since MPEG-1 was
standardized. There are many video coding standards, some
from MPEG and others from non-MPEG organizations.
However, competition between standards makes it difficult to
develop video devices because such devices must support
an ever-increasing number of codecs.

It could be argued that there should only be one or two
generic video codecs and that standards should be unique.
This may seem idealistic considering a huge amount of
content has already been created using various standards.
However, if we consider how media coding is done, a generic
video coding standard is not impossible. Most media coding
standards have basic processes: prediction, quantization,

transform, and entropy coding. If a decoder is componentized
into modules, it may be possible for a video coding standard
to reuse modules from another video coding standard. The
size of the module determines the granularity of the module,
and the hardware and software of a module may vary in size,
performance, and cost. The reusability of a module greatly
increases when the right granularity is found for a given
architecture.

The granular design of a codec can be used to describe a
media coding standard, from bitstream syntax parsing to
reconstruction of pixels or audio samples. All the media
coding standards cannot be merged into one, but they can be
described in a generic coding framework. In 2003, MPEG
began standardizing a reconfigurable video coding (RVC)
framework. The RVC framework can be considered a
configurable media codec (CMC) framework that
encompasses not only video coding but also audio and
graphics coding.

MPEG first took the CMC framework approach in the area of
video coding. This is a fast-evolving area because more
demanding video services require more efficient coding
standards. MPEG and ITU-T’s Video Coding Experts Group
(VCEG) have joined together to standardize high-efficiency
video coding (HEVC), which aims to provide the most efficient
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compression. HEVC is expected to be more complex than
MPEG-4 AVC/H.264. Very recently, Internet video coding
(IVC) and web video coding (WVC) have also been proposed
as royalty-free coding standards for Internet applications.
Such diversity in video coding standards calls for CMC to be
considered.

One of the main objectives of CMC is to narrow the gap
between the design and implementation of algorithms.
Generally speaking, designers of video coding algorithms do
not take implementation into consideration when determining
the merits of one algorithm over another. They instead design
algorithms according to compression efficiency, the first
requirement of video coding. Preferred algorithm designs are
often complex and are difficult to implement. Designing
algorithms according to implementation has been tried, but it
is difficult because architecture such as hardware and
software, single core and multicores, and floating-point and
fixed-point arithmetic varies widely. Algorithm-architecture
co-design has only recently been acknowledged as an
important next step in research [2].

The idea of modularizing the codec with common tools
came about by first considering how a module is constituted.
A module is a functional unit (FU) comprising input, output,
and internal processing. The FU can be described as a
function call in a program, a logic unit in a chip, or a thread
running in a parallel computing environment. An FU is
designed to provide an abstract form of a function that can be
implemented in different environments. MPEG’s FU design is
similar to the black-box approach, although this was not
cleatly stated in the RVC standard. As long as input and
output behaviors in an FU implementation conform to the
standard, internal implementation of FU is left open.

A decoder can be viewed as an FU with one input (for
example, a bitstream) and three outputs (for example, YUV).
However, the granularity of a large FU does not conform to the
goal of the RVC framework, that is, to define a toolbox
containing FUs that can be reused in many coding standards.
FU granularity is key in determining how efficient the RVC
framework is. FUs that are standardized in a video tool library
(ISO/IEC 23002-4) are not thoroughly verified in terms of
whether they are efficiently segmented or divided with optimal
granularity. The initial goal of RVC standardization was to
design a proper framework for configuring FUs to form a
decoder network.

FUs must be configured and connected in such a way as to
form a decoder network that is interoperable with different
implementations. The model of computation (MoC) of the
formed decoder network is a dataflow model in which the
input and output of the FUs are called tokens. The availability
of input tokens determines FU execution of input tokens to
produce output tokens. Therefore, connections between FUs
are data-driven. The dataflow model is a significant departure
from the traditional model of computation based on signal
flow. Most signal-processing algorithms can be modeled as a
signal-flow graph, and there is no room for functions or
computations at the individual node. In a data-flow graph,
additions, multiplications, and cosine functions can be hidden

in a node. Input and output are described as input and output
edges (or tokens).

A data-flow-based description of MoC is a simplified
description of a decoder network (FU network). The remaining
implementation details, such as buffer management, timing,
and data precision, are unspecified so that implementation
can be flexible. This is why there are two standard
specifications, one for the framework (ISO/IEC 23001-4) and
one for the toolbox (ISO/IEC 23002-4). The framework
standard contains the decoder description language, used to
describe the FU network, and bitstream syntax parsing. The
toolbox standard contains video coding FUs and a simulation
model with several decoder configurations for existing video
coding standards.

The RVC framework is intended to cover not only video
coding but also audio and graphics. The MPEG graphics
community recently started work on a reconfigurable graphics
coding (RGC) framework that is similar in principle to the RVC
framework. The main goal of the RGC framework is to
construct a toolbox for MPEG graphics coding tools [3].
Activities relating to the RGC framework include confirming
the RVC approach for any-media coding. GPUs are heavily
used in graphics applications, and the modular design of the
RGC framework helps in the implementation of FUs, which are
well-suited for such graphics applications.

The CMC approach looks promising, and modular design in
parallel computing is attracting interest in areas where
multicores and GPUs can accelerate computing. MPEG is not
the only group interested in CMC. The Audio Video Standard
(AVS) Group in China shares MPEG’s vision of CMC and has
been developing its own FUs to support AVS codecs.

This paper takes the MPEG RVC framework as a good
example of the CMC approach. A few years have passed
since CMC was first hatched by MPEG, but there is much
room for improvement of technology and standards.

2 The CMC Framework
There are two main issues for the modular design in CMC:

how to define a module and how to connect modules. In
MPEG RVC, a module is called a functional unit (FU). Input
and output behavior is normatively defined, and internal
processing is left open and is implementation-specific.

2.1 Module Design Philosophy
When designing a module in CMC, implementation and

granularity, testability, and interoperability should be taken
into account.

2.1.1 Implementation and Granularity
A module should be implementable in platforms that have

hardware or software, single core or multiple cores. Abstract
modeling is often preferred to physical implementation
because it increases flexibility when implementing modules in
various platforms. The module in MPEG RVC is designed
using an abstract definition of FU in the text specification and
using an examplar implementation of FU in RVC-CAL
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language. In the text specification, each FU is viewed as a
black box, and in RVC-CAL implementation, each FU is
viewed as a white box. Module granularity is included in the
FU definition, and directly affects the reusability and
reconfigurability of modules. For this reason, both
implementation and granularity should be clearly defined.

2.1.2 Testability
Efficient testing and debugging of an implemented module

is one of the goals of CMC. Adequate module granularity
helps reduce testing and debugging work. In MPEG RVC
black-box testing, golden responses are generated by
analyzing the corners of a given FU. The black-box approach
is taken to ensure that different module implementations can
be tested in a standard way.

2.1.3 Interoperability
The standard definition of a media codec has, so far, been

confined to the bitstream syntax, and parsing and decoding
algorithms. Implementation of algorithms in a codec is
unspecified. Industry fills this gap by enhancing the
compression efficiency of encoding algorithms (through, for
example, efficient mode decision) and enhancing the
encoding and decoding algorithms with cost-effective
implementations. An implementation designer can create
customized algorithms, for example, a combined
implementation of quantization and transform. Using CMC,
interoperability between modules of different implementations
may be possible if any implemented module conforms to the
input and output behavior of the abstract module definition.
Therefore, it is possible to produce a decoder comprising a
combination of modules from different implementations. This
has not been possible with conventional decoder
implementation. In a multimedia framework such as
DirectShow, the only visible component has been a decoder,
not the modules to generate a decoder. In MPEG RVC,
module-level interoperability is not yet supported because
the first goal of MPEG RVC is to provide a framework, not the
modules.

2.2 Case Study: MPEG Video Tool Library
The MPEG video tool library (VTL) (ISO/IEC 23002-4) is a

collection of FUs and part of the MPEG RVC standard. The
tools (or FUs) available in MPEG VTL are supported by the
MPEG codec configuration representation (CCR) standard.
Fig. 1 shows an abstract definition of an inverse-scan FU
used in MPEG-4 AVC/H.264. Two important fields in the
abstract are input and output. The input is a 4 × 4 BLOCK
token, and the output is also a BLOCK token. The description
field contains a brief description of what the FU does internally
with input and output tokens. The exact behavior is not
explicitly described. There could be various implementations
of the FU. Fig. 2 shows a reference description and
implementation in RVC-CAL.

In Fig. 1, the FU testing is very much like black-box testing.
In Fig. 2, the testing is white-box testing. MPEG RVC is not
clear about this issue yet, but the most important thing is that
the input and output behavior is transparent to any
implementation.

2.3 Module Connections
Once modules are defined, connections between modules

have to be made in order to form a module network. When
connecting the modules, any data transaction between
modules should be defined clearly enough so that any
implementation follows the specification. In MPEG, input and
output data of FUs are called tokens. These are the basic
elements for connecting FUs into an FU network. In a
packet-switched network such as the Internet, a datagram is
similar to a token. However, a token is different to a datagram
in that the size and format of each token may be different to
one another. A variety of token types influences the design of
interconnections between modules. If too much information is
carried in a token type, modularization may not be done with
optimal granularity. Connections and traffic between modules
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▲Figure 1. An abstract FU definition from MPEG VTL.

▲Figure 2. A reference implementation in RVC-CAL of the abstract
FU definition from Fig. 1.
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should be therefore be minimized when defining modules.
In CMC, connections are described in a readable format

because they could be essential information in
implementations. The following information should be
described: connections between module input and output
ports, definition of the token type of each connection (e.g.,
block of 8 × 8, pixel, MB, 1-bit flag), token sequence or order,
and parameters for specific implementations.

In MPEG RVC, the module network is descibed with an
XML-like description called the FU network description
(FND). The rules for describing connections are defined in the
FU network language (FNL) in the MPEG RVC standard. A
diagram is commonly used to describe the module
connections. Fig. 3 shows an FU network in MPEG-RVC.
There can be up to four different token types, that is, two
external and two internal. Input and output ports that share the
same connection should support
the same token type.

The diagram helps the
implementation designer
understand the modular network,
but it is also desirable to describe
the network in language format.
Fig. 4 shows an FND written in FNL.

2.4 Syntax Parser
The bitstream syntax and parsing

process is unique for each codec
and usually includes entropy
coding (variable-length decoding,
arithmetic decoding). Unlike in the
modular CMC approach, the syntax
parser module is less likely to be
reused by other codecs and is
highly codec-dependent. The
parser is usually the first module to
process the bit stream. In

MPEG-RVC, the bit-stream parser description (BSD) is part
of the decoder description. Each decoder description
contains FND and BSD, and a parser module can be
generated from the BSD. The BSD format is RVC bit-stream
syntax description language (RVC-BSDL), a variant of XML.

A syntax parser can run without necessarily engaging the
decoding process. This means that the syntax parsing and
entropy decoding process can be detatched from the
decoding process, and conformance of bit-stream syntax to
bit-stream semantics can be checked. In MPEG RVC,
automatic generation of the bit-stream parser from the BSD is
still an unresolved issue because generating the parser,
including the entropy decoder, is difficult to describe in XML.

Fig. 5 shows an FND that includes all FUs needed to form
an MPEG-4 simple-profile decoder. Each box is an FU. The
FU on the far left is the syntax parser, which receives a bit
stream and produces output tokens (e.g. entropy-decoded
semantic data) for the other FUs.

CMC has two parts: framework and toolbox. Fig. 6 shows
how different toolboxes can be used to generate a decoder
based on the MPEG RVC framework. Other than toolbox 1, the
other toolboxes may be proprietary or non-MPEG standards.
This opens the way for non-MPEG organizations to use the
RVC framework for their own codec implementations and for
MPEG codec implementations such as decoder 1 and
decoder 2. The AVS group in China supports RVC and
multiple toolboxes.

The toolbox approach also extends to other types of media
coding, such as graphics coding. In reconfigurable graphics
coding (RGC), the RVC framework supports graphics coding
tools. Graphics coding is an area that can benefit from RVC.
Many graphics applications are multimedia applications that
encompass not only geometry data processing but also
audio, image, and video data processing. To view a movie,
two bit streams are needed, one for video and another for
audio. For graphics applications such as games, many data
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FU: functional unit

▲Figure 3. A simple FU network with two FUs, two internal
connections, and two external connections.

▲Figure 4. An FND of Fig. 3.

▲Figure 5. An FND example of MPEG-4 simple profile.
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sets need to be processed as components that include
encoded graphics content. Many graphical object types
share common coordinates, colors, and normals. As with
many object-type compression methods, graphics data

compression involves compressing primitives. For this reason,
the division of codecs into modules is easy in graphics coding.

Fig. 7 shows an FND of an MPEG scalable complexity 3D
mesh coding (SC-3DMC). Many FUs are reused in order to
decode attributes such as coordinates, colors, normals, and
texture.

3 Future Research Directions
Although many years have been spent researching and

standardizing CMC, this field is relatively young and there is
much room for improvement. This is one reason why MPEG
RVC continues. This section describes issues that are open
for future research.

3.1 Model of Computation
Coding tools are usually represented by algorithms,

reference implementations, and textual specifications. In any
representation format, the MoC is implicitly defined; otherwise,
it would be hard to understand how a coding tool operates for
a given functionality. MoC may differ from implementation to
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MPEG: The Motion Picture Experts Group

◀Figure 6.
Toolbox concept in
MPEG RVC.

▲Figure 7. An FND of an MPEG SC-3DMC decoder.
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implementation. If there are three consecutive statements, that
is, no branch or loop, in a C code, three statements are
executed in sequence. Sequential execution may not be
guaranteed if the implementation is done in hardware. Parallel
execution of three statements may be possible if the
statements are independent of each other. The choice of MoC
directly affects implementation complexity, and MoC must be
chosen carefully.

During the development of MPEG RVC, there have been
many discussions about how to define MoC. The consesus is
that the reference implementation language, RVC-CAL,
should be used as a model to understand MoC in MPEG RVC.
To confirm this recommendation, more experiments should be
conducted on how to describe a network of modules, how
input and output tokens behave in the network, and how a
generic description on different implementations can be
guaranteed.

3.2 Parser Generation
Bit-stream syntax parsing, including entropy decoding,

usually consumes 20 to 40 percent of the decoding time, and
this makes the parser one of the most time-consuming
modules in the decoder. It is difficult to design a parallel
algorithm to speed up the bitstream syntax parser because
the parsing process is sequential. This is not the case with
other modules. It is also difficult to subdivide the bit-stream
syntax parser, which is likely to be the largest module in CMC
and outputs the largest number of tokens.

Despite the importance of parser generation, it is not an
automatic process yet. In MPEG RVC, there is BSD in the
decoder description. However, BSD is not directly used to
generate the parser module, and this is called a built-in
approach. While it can support existing codecs, the parser is
less flexible in generating new codecs as needed. One
reason parser generation is not automatic is because the
parser includes entropy decoding algorithms, such as
variable-length decoding and arithmetic decoding. Entropy
decoding requires a complex procedural description, and it
may be difficult to define a generic description for any
implementation. Future research on automatic parser
generation is necessary.

3.3 Design-Time versus Run-Time Generation of the Decoder
There are two distinct approaches in CMC: design-time

codec configuration and run-time codec configuration. Most
efforts have been focused on design-time configuration.
Run-time codec configuration is a challenging issue because
of the run-time requirements. In design-time configuration,
defined modules may be complex in terms of implementation
and computation. This is not the case for run-time
configuration, where reasonable performance is expected.

3.4 Granularity of Modules
One of the frontier research areas in CMC is defining proper

granularity when designing a module. A decoder can be
regarded as a module, and dividing a decoder into modules
is only beneficial if there is a gain in the divide-and-conquer

strategy. This means the sum of all the processes of modules
in a decoder should be less than or equal to that of the
decoder. This problem is challenging because the cost may
be different from implementation to implementation, from one
set of division of modules to another, and from one platform to
another. More research has been focused on the framework
than on the modules.

3.5 Evolution of the Media Codec
One unrealized but very interesting objective of CMC is the

evolution of media codecs through module upgrade. There
has been recent discussion within MPEG of a royalty-free
video coding standard for Internet applications. To date, it has
been a very difficult create a royalty-free standard because
standards depend on patent holders. Even if only one
algorithm is not royalty-free, there are only a few limited ways
to make the entire codec free: wait for up to 20 years until the
patent has expired or design a codec standard that
circumvents the patented algorithm. Both scenarios are very
costly and seldom chosen. With a CMC framework, it is
possible to pinpoint the algorithm in a module or set of
modules in a decoder. The bypass standard has to include a
new set of modules that do not have the patented algorithm. If
this approach becomes common in standardization, the
number of codecs will grow quickly, and it will be necessary to
keep track of tools and their configurations. Although
interesting, this idea is yet to be tested and implemented.

4 Conclusion
Standardization of the CMC framework has mostly been the

work of MPEG. There are still many issues to be resolved
before a dependable framework can be created and modules
can be properly defined. MPEG’s research is important for
fast and stable codecs in the future.
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Lattice vector quantization (LVQ) has been used for real-time speech and audio coding systems. Compared with conventional vector
quantization, LVQ has two main advantages: It has a simple and fast encoding process, and it significantly reduces the amount of memory
required. Therefore, LVQ is suitable for use in low-complexity speech and audio coding. In this paper, we describe the basic concepts of
LVQ and its advantages over conventional vector quantization. We also describe some LVQ techniques that have been used in speech and
audio coding standards of international standards developing organizations (SDOs).
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1 Introduction
ector quantization is generally much more
efficient than scalar quantization, and the
efficiency of vector quantization improves as the
vector dimension increases [1], [2]. With a
conventional vector quantizer, however, the

computational complexity of the quantization process
increases exponentially as the dimension increases, and the
storage requirement for the codebook can be very large [1],
[3]. Lattice vector quantization (LVQ) can overcome this
problem. It is a very promising signal compression technique
that has advantages over conventional vector quantization
[4]-[7]. In LVQ, the codebook is a finite subset of a
regular-point lattice. Because of the regular structure of the
lattice, the nearest codeword to the input vector can be found
and indexed very efficiently. Another interesting feature of
LVQ is that the codewords do not have to be stored because
they can be algorithmically generated. Therefore, LVQ has a
simple and fast encoding process and significantly reduces
the amount of memory required. These advantages can
substantially reduce the implementation complexity of a
vector quantizer. Applying entropy coding to the quantization
indices can further improve the efficiency of LVQ [8]-[10].

LVQ is suitable for use in low-complexity speech and audio
coding. Low computational complexity is especially important
in telecommunication applications such as video
conferencing and mobile communications. For example, a
low-complexity audio codec can free cycles for
computationally intensive video coding and other audio

processing, such as acoustic echo cancellation in video
conferencing systems. Low computational complexity can
also extend battery life in portable devices. Various LVQ
schemes have been developed for speech and audio coding
in the past decades [11]-[17], and some of these are used in
the codecs that have been adopted as speech and audio
coding standards by international standards developing
organizations [18]-[23].

In section 2, we briefly review vector quantization and
describe the advantages of LVQ over conventional vector
quantization. In section 3, we describe some LVQ techniques
used in speech and audio coding standards. In section 4, we
summarize LVQ applications presented in this paper.

2 Lattice Vector Quantization

2.1 Vector Quantization
Let x∈R N be an arbitrary vector in N-dimensional

Euclidean space R N. An N-dimensional vector quantizer Q
with L-level is a function that maps the input vector x into a
codeword (code vector) yi that is selected from a finite
codebook C = {y1, y2, y3, ... , yL| yi∈R N }. That is,

and

where Vi is a partition (Voronoi region) of R N. The Voronoi
region Vi is a nearest-neighbor region associated with the

Q : R N → C (1)

Q (x ) = yi , if x∈Vi , i = 1, 2, 3, ... , L (2)
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codeword yi and is given as

where d(x, yi ) = ||x- yj ||2 = ∑(xk -y ik )2, i = 1, 2, 3, ... , L

is the minimum-squared error and is used as the distortion
measure of quantization.

The codewords yi are usually represented by their indices i,
which are used for transmission or storage. A vector quantizer
Q is specified by C, Vi , and the indexing of yi .

The rate R of Q is measured in bits per dimension and is
given by

This rate can be used to measure the accuracy of
quantization. Vector quantizers are traditionally designed by
using K-means or Linde-Buzo-Gray (LBG) clustering
algorithms [1], [3]. The conventional vector quantization is
usually referred to as being either statistical or stochastic. In
statistical vector quantization, the clustering algorithm
generates a locally optimal codebook based on a large
training database that is related to the signal to be quantized.
For a given number of codewords, L, the codebook is
designed in the following steps:

Step 1. Initialize the codebook with L codewords. The initial
codewords can be obtained by first calculating the centroid of
the training database then splitting the centroid into L
codewords by using the clustering algorithm.

Step 2. Using the minimum-squared error distortion,
associate each input vector with a codeword to determine L
partitions (Voronoi regions).

Step 3. Calculate the total average distortion for the training
database. If the distortion does not vary or varies only very
slightly, the final codebook is obtained. Otherwise, continue.

Step 4. Recalculate the centroid of each partition and use
the obtained centroids as the new codewords. Then repeat
step 2 and step 3.

In statistical vector quantization, x must be compared with
all L codewords in the codebook to find yi that best matches
x in terms of minimum-squared error. The number of
codewords is usually L = 2NR, and finding the best codeword,
that is, the nearest neighbor to x requires (2N - 1)2NR

additions, N2NR multiplications, and (2NR - 1) comparisons. The
codebook storage requires a memory of N2NR units. The
drawback of statistical vector quantization is the high
computational complexity for codebook search and the large
amount of memory required for codebook storage. Both
computational complexity and storage memory required
increase exponentially as N and R increase, so it is difficult to
improve vector quantization by increasing the dimension or
accuracy. This is also an important issue in real-time
implementation of statistical vector quantization.

2.2 Lattice Vector Quantization
From a geometric standpoint, a lattice ΛN is a regular

arrangement of points in N-dimensional Euclidean space R N.

From an algebraic standpoint, an N-dimensional lattice ΛN is
a collection of vectors y that forms a group under ordinary
vector addition in R N, that is,

where k1, k 2, k 3, ... , kN are integers, and v1, v2, v3, ... , vN are
linearly independent vectors in R N [4].

The simplest lattice is the integer lattice ZN in which all the N
components of the lattice points are integers. Another
important lattice, DN, consists of the lattice points of ZN, which
have integer components with an even-component sum:

The Gosset lattice E 8 is a well-known lattice in 8
dimensions and is defined as the union of the D 8 lattice and

the coset {D 8 + ( , , , , , , , )}. The Gosset

lattice is given by

The rotated Gosset lattice RE 8 is given as

LVQ, also called algebraic vector quantization (AVQ), is an
efficient vector quantization technique in which a finite subset
of lattice points is used as the codebook of quantizer.
Because of the regular structure of the lattice codebook, the
nearest codeword to a given input vector can be found and
indexed very efficiently. Another interesting feature of LVQ is
that the lattice codebook does not have to be stored because
the codewords can simply be generated using algebraic
rules. Therefore, LVQ has two main advantages: It has a
simple and fast encoding process, and it significantly reduces
the amount of memory required. These advantages can
reduce substantially the implementation complexity of a
vector quantizer.

Here, we describe the advantage of LVQ in terms of
computational complexity. Suppose an input vector in R N lies
in the truncated lattice, which is used as the codebook of the
quantizer. In LVQ based on the ZN lattice, an N-dimensional
vector is quantized by rounding each vector component
individually. The fast-quantizing algorithms for LVQ based on
DN and E 8 are described in [24]. For DN, quantization of an
N-dimensional vector requires (2N -1) additions, (N -1)
comparisons, and (N +1) rounding operations. In the case of
E8, quantizing an 8-dimensional vector requires 4(2N -1)
additions, 2N multiplications, (2N -1) comparisons, and
2(N + 1) rounding operations. Table 1 shows the
computational complexity for finding the best codeword for
the input vector in various 8-dimensional vector quantization
schemes.

In this example, computational complexity of statistical
vector quantization increases exponentially, and the
complexity of the LVQ schemes is constant as R increases. In
the case of R =1, statistical vector quantization requires 6143
operations to find the best codeword in the codebook. This

Vi = {x∈R N: d(x, yi ) < d(x, yj ), i ≠j } (3)
N

K =1

R = log2 L (4)1
N

ΛN = { y y = k 1v1 + k 2v2 + k 3v3 + … + kN vN } (5)

DN = {(y1, y2, y3, ... , yN )∈ZN ∑yi = even} (6)
N

i =1

E 8 = D 8U {D 8 + ( , , , , , , , )} (7)1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

RE 8 = 2D 8U {2D 8 + (1, 1, 1, 1, 1, 1, 1, 1)} (8)
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computational cost is much higher than those for LVQ in
Table 1.

In LVQ there are input vectors lying outside the lattice,
which is truncated for a given rate. Hence, additional
operations are performed to quantize those input vectors.
However, when the quantizer is optimally designed, the
number of these vectors can be very small so that
computational complexity of LVQ is still quite low. This is true
for real-time speech and audio coding applications
presented in section 3.

2.3 Voronoi Codes
As defined in (3), the Voronoi region of a lattice point x

consists of all points in R N that are at least as close to x as to
any other lattice point. Given a lattice Λ in R N, the Voronoi
region around the origin is called the Voronoi region of Λ and
is denoted V(Λ).

A Voronoi code [25] can be defined as

where r = 1, 2, 3, ... and a is a small offset vector that can avoid
any lattice point on the boundary of the truncated Voronoi
region. The code CΛ(r, a) consists of all lattice points in the
Voronoi region V (r Λ) shifted by a [25]. If r is a power of 2, that
is, r = 2R with integer R > 0, the code size is
Λ /rΛ = r N = 2NR. Fig. 1 shows the Voronoi codes based on the
hexagonal lattice A 2 [4] for R = 2 and R = 3.

Because there are fast search and indexing algorithms for
the root lattices [24], [25], Voronoi codes can be used as
codebooks in low-complexity variable-rate lattice vector
quantization.

3 LVQ Applied to Speech and Audio
Coding Systems
LVQ has not been widely applied to real-time speech and

audio coding systems because of several difficulties. These
difficulties include truncating a lattice for a given rate in order
to create an LVQ codebook that matches the probability
density function (PDF) of the input source, quickly translating
the codewords of the LVQ codebook into their indices, and
quantizing the source vectors“outliers”that are outside the
truncated lattice. In this section, we describe two LVQ
approaches that have been successfully used in speech and
audio coding standards [13], [16]-[23]. We describe

solutions to the problem of quantizing spectral vectors in
transform-based speech and audio coding.

3.1 Embedded Algebraic Vector Quantization
Embedded algebraic vector quantization (EAVQ) is an LVQ

application for speech and audio coding [13]. It can be used
to quantize spectral vectors in transform coding. With EAVQ
as the basis, a split multirate LVQ scheme was developed
[16] and has been used in several speech and audio coding
standards.

3.1.1 Overview of EAVQ
EAVQ is an RE 8-based variable-rate vector quantization

scheme [13]. The points of RE 8 fall on concentric spheres with
radius 2 2r centered at the origin, where r is a non-negative
integer that can be used as a natural index for the spheres
[26], [27]. In EAVQ, the sets of lattice points on the spheres
constitute quantizer codebooks, and each codebook consists
of the lattice points inside a specific sphere. The EAVQ
quantizer has five subquantizer codebooks, Q1, Q2, Q3, Q4,
and Q5, from low rate to high rate, and these are spherically
embedded. A high-rate subquantizer codebook contains
those of the lower-rate subquantizers. The subquantizers
have codebook sizes of 16 (4 bits), 256 (8 bits),
4096 (12 bits), 65,536 (16 bits) and 1,048,448 (20 bits),
respectively. Qn is a 4n-bit codebook and comprises 24n

codewords. Additionally, the origin vector Q0 = [0, 0, 0, 0, 0, 0,
0, 0] is used as a codeword in EAVQ. Fig. 2 shows the
structure of the EAVQ codebooks.

The codewords of the codebooks are generated from
appropriate permutations of the components of“leaders.”A
leader is a vector whose components are arranged in
descending order. The nearest neighbor of an input vector is
easily found by permuting the leaders, and the index of the
codeword is obtained by calculating its rank according to an
algebraic method [27]. In EAVQ, only the leaders and some
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▼Table 1. Computational complexity for various 8-dimensional vector
quantization schemes

Operation

Addition

Multiplication

Comparison

Rounding

Total

Vector Quantization Scheme

Statistical

15×28R

8×28R

28R-1

24×(28R-1)

Z 8

8

8

D 8

15

7

9

31

E 8

60

16

15

18

109

▲Figure 1. Voronoi codes based on the hexagonal lattice A2.

CΛ(r, a) =Λ∩ (rV (Λ) + a) (9)
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parameters are stored as a lookup table for generating and
indexing the codewords. This lookup table requires a small
number of memory units.

An arbitrary vector in 8 dimensions, denoted x = (x1, x2, x3,
x4, x5, x6, x7, x8), is quantized in the following steps [13]:

Step 1. Find the nearest neighbor y of x in RE 8 by using the
fast quantizing algorithm in [24].

Step 2. Reorder the components of y in descending order
and then find its leader y 0 in a lookup table set up in advance.

Step 3. Scale down x with a predefined scaling factor when
x lies outside the largest codebook Q5, then repeat steps 1
and 2 until a codeword is found in Q5.

Step 4. Compute the rank t of y as described in [27].
Step 5. Find the nearest neighbor y ' of x in Q1 when x is

near the origin Q0. Then select between y and y ' the lattice
point closest to x in terms of the mean-squared error (MSE).

Step 6. Compute the index k of the selected codeword and
determine the subquantizer number n according to the sphere
associated with y 0.

Step 7. Stop.
The decoding algorithm is described as follows [13]:
Step 1. From the received index k and the subquantizer

number n, find the leader y 0 using the same lookup table as in
the encoding operation.

Step 2. Find the vector x from k when Q1 is used, then stop.
Otherwise, continue.

Step 3. Compute the rank t according to k.
Step 4. Find the vector x from y 0 and t [27].
Step 5. Stop.

3.1.2 Application to Wideband Speech Coding
The EAVQ technique was applied to 50-7000 Hz wideband

speech coding at 16 kbit/s [13]. In this application, a speech
signal sampled at 16 kHz was encoded by a transform coded
excitation (TCX) coder [28], and EAVQ was used to quantize
the target signal in the frequency domain. The TCX coder
operates on frames of 6 ms corresponding to 96 samples at
16 kHz. For each frame, there are 96 available bits—12 bits
are used for the LPC coefficients, 12 bits are used for the
pitch parameters, and 72 bits are used for quantization of the
target signal. The target signal is converted into a
frequency-domain representation by discrete Fourier
transform (DFT), and 48 complex coefficients are obtained.

Fig. 3 shows the principle of quantization for the target

signal in the TCX coder. The norm (energy) Ex of the complex
coefficient vector x is given by

This norm is then quantized by a 7-bit logarithmic scalar
quantizer (SQ). The 96-dimensional coefficient vector x is
normalized by the quantized norm Exq. The normalized
coefficient vector xnrm is first scaled by a scaling factor to
match the EAVQ codebook described in the previous section.
The best scaling factor is obtained experimentally. Then, the
xnrm is split into 12 subvectors in 8 dimensions, and each
subvector is quantized by EAVQ. Finally, the numbers of the
12 subquantizers used are entropy coded.

For performance evaluation, the two-dimensional statistical
complex vector quantization (2D-CVQ) scheme in [29] was
also used in the TCX coder with the same bit-allocation
scheme to quantize the target signal in the frequency domain.
The objective test results showed that the EAVQ performed
slightly better than 2D-CVQ [13]. In addition, memory usage
in EAVQ was much less than that in 2D-CVQ.

3.1.3 Split Multirate LVQ
The split multirate LVQ scheme [16] has been used in

speech and audio standards such as 3GPP AMR-WB+ [18],
ITU-T G.718 [20], G.711.1 Annex D [21], G.722 Annex B [22],
and MPEG unified speech and audio coding (USAC) [23].

In this scheme, a modified version of EAVQ is used as a
base quantizer, and an additional quantizer called Voronoi
extension [16], [30], which is based on the same RE8 lattice,
is used to extend the codebooks of the base quantizer when
the nearest neighbor of the input vector lies outside these
base codebooks. In the base quantizer, only the codebooks
Q0, Q2, Q3, and Q4 in EAVQ are used, and some leaders of Q3

and Q4 are replaced [16]. With this modification, Q2 and Q3 are
still embedded, but they are no longer subsets of Q4. Actually,
Q4 is a complementary subquantizer codebook to Q3.

The Voronoi extension is designed by using the Voronoi
codes described in section 2.3, and its codebook size
depends on the order of extension. For an R-order
Voronoi-extension, the codebook size is 28R. When the
nearest neighbor of an input vector cannot be found in the
base codebooks, the Voronoi extension is applied, and the
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◀Figure 2.
Structure of the
EAVQ codebooks.EAVQ: embedded algebraic vector quantization

•

(Q0)

Q1

Q2

Q4

Q5

Q3

~

~

▲Figure 3. EAVQ application to the wideband speech coding in TCX.
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selected lattice point is represented by the sum of two
codevectors: the one from the base codebook Q3 or Q4, and
the other from the extended codebook. In this case, an input
vector is quantized with 12 + 28R or 16 + 28R bits.

In real speech and audio coding systems, outliers may
appear when the bit budget is limited. This quantization
scheme is usually combined with a gain-shape scheme [1].
The signal is normalized by a gain that is estimated over the
current frame of the signal according to a predefined bit
budget. Then the signal is quantized.

In the speech and audio codecs previously mentioned,
quantization of the signal spectral parameters and transform
coefficients is briefly described in the following steps:

Step 1. Normalize the signal by an estimated gain so that it
fits within the predefined bit budget.

Step 2. Split the current frame of signal into 8-dimensional
vectors.

Step 3. Find the nearest neighbor in RE 8 for each vector.
Step 4. Determine whether the selected lattice point is in the

base codebooks. If it is, encode the index of the codebook
used and stop. Otherwise, continue.

Step 5. Apply the Voronoi extension and find the
codevectors from the base codebooks and extended
codebook [16], [30].

Step 6. Compute and encode the index of the codebooks
used.

Step 7. Stop or iterate over global gain to adjust overall bit
consumption.

3.2 Fast Lattice Vector Quantization
Fast lattice vector quantization (FLVQ) is an LVQ technique

applied to low-complexity audio coding and is designed to
quantize transform coefficients in transform coding [17], [19].

3.2.1 Overview of Fast Lattice Vector Quantization
In FLVQ, the quantizer comprises two subquantizers: a

D8-based higher-rate lattice vector quantizer (HRQ) and an
RE 8-based lower-rate lattice vector quantizer (LRQ). HRQ is
a multirate quantizer designed to quantize the input vector at
rates greater than 1 bit/dimension. LRQ quantizes the input
vector at 1 bit/dimension and uses spherical codes based on
RE8 as the codebook. The codebooks of the FLVQ quantizer
are constructed from a finite region of lattice and match the
probability density function (PDF) of the input vectors. The
codewords of HRQ are algorithmically generated, and a fast
quantization algorithm is used. The LRQ codebook of 256
codewords is stored in a structured lookup table so that a fast
searching method is designed for indexing the codewords.

LVQ is optimal only for uniformly distributed sources. In
transform coding, the distribution of transform coefficients is
usually not uniform; therefore, entropy coding, such as
Huffman coding, is applied to the quantization indices of HRQ
to improve the efficiency of quantization in FLVQ.

3.2.2 Higher-Rate Quantization Based on D8

HRQ is based on the Voronoi code of D8 presented in
section 2.3 and is designed to quantize input vectors at

2 bit/dimension to 9 bit/dimension with increments of
1 bit/dimension. The codebook of this subquantizer is
constructed from a finite region of D8 and is not stored in
memory. The codewords can be generated using a simple
algebraic method.

To minimize the distortion for a given rate, D8 should be
truncated and scaled. The input vectors are scaled instead of
the lattice codebook so that the fast-search algorithm
introduced in [24] can be used, and then the reconstructed
vectors at the decoder are rescaled. However, this
fast-search algorithm assumes an infinite lattice that cannot
be used as the codebook in real-time audio coding systems.
In other words, for a given rate, the algorithm cannot be used
to quantize input vectors lying outside the truncated lattice
region. Therefore, a fast method for quantizing these outliers
is developed in HRQ.

For a given rate R bit/dimension, where 2 ≤ R ≤ 9, an
8-dimentional vector x = (x 1, x 2, x 3, x 4, x 5, x 6, x 7, x 8) is
quantized as follows:

Step 1. Apply a small offset a = 2-6 to each component of x
in order to avoid any lattice point on the boundary of the
truncated Voronoi region, that is, x 1 = x - a, where a = (2-6,
2-6, 2-6, 2-6, 2-6, 2-6, 2-6, 2-6).

Step 2. Scale x 1 by the scaling factor α : x 2 = α x 1. For a
given R, the optimal scaling factor is experimentally selected.

Step 3. In D 8 , find the nearest lattice point v to x 2. This can
be done by using the searching algorithm described in [24].

Step 4. Suppose v is a codeword in the Voronoi region
truncated with R and compute the index vector k = (k1, k2, k3,
k4, k5, k6, k7, k8) of v, where 0 ≤ ki < 2R and i = 1, 2, …, 8. The
index k is given by

where G is the generator matrix for D 8 and is defined as
follows [4]:

and

Step 5. Compute the codeword y from k using the algorithm
described in [25], then compare y with v. If y and v are
exactly same, k is the index of the best codeword to x2 and
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k = (vG -1) mod r, r = 2R (11)

G = (12)

2 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 0 0 1 0 0 0 0
1 0 0 0 1 0 0 0
1 0 0 0 0 1 0 0
1 0 0 0 0 0 1 0
1 0 0 0 0 0 0 1

G -1 = (13)

0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
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stop here. Otherwise, x2 is an outlier and is quantized by the
following steps:

Step 6. Scale down x2 by 2: x2 = x2 /2.
Step 7. In D 8 , find the nearest lattice point u to x2. Then

compute the index vector j of u.
Step 8. Find y from j and then compare y with u. If y is

different from u, repeat steps 6 to 8; otherwise, compute
w = x2 /16. Because of the normalization of transform
coefficients in transform coding, a few iterations may be
performed to find a codeword to the outlier in the truncated
lattice.

Step 9. Compute x2 = x2 + w.
Step 10. In D 8, find the nearest lattice point

u to x 2. Then compute j of u.
Step 11. Find y from j then compare y with

u. If y and u are exactly same, k = j and
repeat steps 9 to 11; otherwise, k is the index
of the best codeword to x2 and stop.

The decoding procedure of HRQ is simple:
Step 1. Find y from the received k

according to R.
Step 2. Rescale y by the same scaling

factor α used in the quantization process:
y1 = y /α.

Step 3. Add the same offset a used in step
1 of the quantization process to the rescaled
codeword y1: y2 = y1 + a, and then stop.

The quantization efficiency of HRQ can be
further improved by Huffman coding, which
is an entropy-coding method that is most
useful when the source is unevenly
distributed [31]. The transform coefficients
are typically unevenly distributed; hence,
using Huffman coding can improve the
coding efficiency. In HRQ, Huffman coding is
used to encode the quantization indices k
and reduce the bit requirement.

3.2.3 Lower Rate Quantization Based on RE8

LRQ is based on RE8 presented in section
2.2 and is designed to quantize input vectors
at the rate of 1 bit/dimension. The Gosset
lattice E8 (RE8) is the best lattice in 8
dimensions for most purposes [4]. However,
from Table 1, the computational complexity
of the LVQ scheme based on E8 (RE8) is more
than 3 times higher compared to that of the
LVQ scheme based on D 8. To reduce the
complexity, LRQ includes a table-based
searching method and a table-based
indexing method.

In LRQ the codebook consists of all 256
codewords of the subquantizer Q2 of EAVQ
described in subsection 3.1.2. However, the
codewords are arranged in a particular order
to develop the fast indexing method (Table 2).

For each 8-dimensional input vector

x = (x1, x2, x3, x4, x5, x6, x7, x8), quantization is performed as
follows:

Step 1. Apply an offset a = 2-6 to each component of the
vector x: x1 = x - a, where a = (2-6, 2-6, 2-6, 2-6, 2-6, 2-6, 2-6, 2-6).

Step 2. Scale x1 by the scaling factor α : x2 =α x1. The
optimal scaling factor is experimentally chosen.

Step 3. Obtain the new vector x3 by reordering the
components of x2 in descending order.

Step 4. In Table 3, find the vector l that best matches x3 in
terms of MSE. The vectors given in Table 3 are leaders of the
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▼Table 2. Codebook of the lower-rate quantizer
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codewords, and any codeword in the codebook can be
generated by permutation of its leader.

Step 5. Obtain the best codeword y by reordering the
components of l in the original order.

Step 6. Find the flag vector of l in Table 4 and obtain
the vector z by reordering the components of the flag
vector in the original order. The flag vectors are defined
as follows:

• If the leader consists of -2, 2, and 0, then -2 and 2
are indicated by 1, and 0 is indicated by 0

• If the leader consists of -1 and 1, then -1 is
indicated by 1, and 1 is indicated by 0.

Step 7. Find the index offset K related to the leader l
in Table 4.

Step 8. If l is (2, 0, 0, 0, 0, 0, 0, -2) and y has the
component 2 with index lower than that of the
component -2, the offset K is adjusted so that K = K +28.

Step 9. Compute the vector dot product i = z pT,
where p = (1, 2, 4, 8, 16, 32, 64, 128).

Step 10. From i , find the index increment j related to y in
Table 5.

Step 11. Compute the index k of y : k = K + j , and then stop.
The following are the steps taken in the decoding

procedure of LRQ:
Step 1. Find the codeword y in Table 2 from the received

index k.
Step 2. Rescale the codeword y by the same scaling factor

α used in the quantization process: y1 = y/α.
Step 3. Add the same offset a used in step 1 of the

encoding procedure to the rescaled codeword y1: y2 = y1 + a,
and then stop.

3.2.4 Application to Low-Complexity Full-Band Audio Coding
FLVQ has been applied to 20 kHz audio coding in ITU-T

Recommendation G.719 [19]. ITU-T G.719 is the first
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▼Table 5. Index increments related to the codewords of LRQ

LRQ: lower-rate quantizer

▼Table 3. Leaders of the codewords of LRQ

Index

0

1

2

3

4

5

6

7

8

9

Leader

0 0 0 0 0 0 0 -2

2 0 0 0 0 0 0 0

0 0 0 0 0 0 -2 -2

2 0 0 0 0 0 0 -2

2 2 0 0 0 0 0 0

1 1 1 1 1 1 -1 -1

1 1 1 1 -1 -1 -1 -1

1 1 -1 -1 -1 -1 -1 -1

-1 -1 -1 -1 -1 -1 -1 -1

1 1 1 1 1 1 1 1

▼Table 4. Flag vectors and index offsets of the leaders

Leader Index

0

1

2

3

4

5

6

7

8

9

Flag Vector

0 0 0 0 0 0 0 1

1 0 0 0 0 0 0 0

0 0 0 0 0 0 1 1

1 0 0 0 0 0 0 1

1 1 0 0 0 0 0 0

0 0 0 0 0 0 1 1

0 0 0 0 1 1 1 1

0 0 1 1 1 1 1 1

1 1 1 1 1 1 1 1

0 0 0 0 0 0 0 0

Index Offset

0

8

16

44

100

128

128

128

128

128
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full-band audio codec of ITU-T and was developed for
low-complexity full-band audio coding for high-quality
conversational applications. The G.719 codec is based on
transform coding and operates on frames of 20 ms
corresponding to 960 samples at a sampling rate of 48 kHz.
The codec provides an audio bandwidth of 20 Hz to 20 kHz,
operating from 32 kbit/s up to 128 kbit/s, and has an
algorithmic delay of 40 ms. The G.719 codec features very
high audio quality and extremely low computational
complexity compared with other state-of-the-art audio
coding algorithms. It is suitable for use in applications such as
videoconferencing, telepresence, teleconferencing,
streaming audio over the Internet, and IPTV.

In the G.719 encoder, the input audio signal sampled at
48 kHz is converted by an adaptive time-frequency transform
[19] from the time domain into the frequency domain. For
every 20 ms, the input audio samples are transformed into
960 transform coefficients. FLVQ is used to quantize transform
coefficients x (Fig. 4).

After the transform, the obtained transform coefficients are
grouped into sub-bands— 8, 16, 24, or 32—of unequal
length. Because the bandwidth is 20 kHz, only 800 transform
coefficients are used. The 160 transform coefficients
representing frequencies above 20 kHz are ignored. The
power ps of each sub-band is defined as the
root-mean-square value of the subband and is given by

where x is the transform coefficients, and N is the number of
coefficients in the sub-bands, that is, 8, 16, 24, and 32. The
resulting spectral envelope comprising the powers of all
sub-bands is quantized and encoded. An adaptive
bit-allocation scheme based on the quantized powers of the

sub-bands is used to assign the available bits in a frame
among the sub-bands. The number of bits assigned to each
transform coefficient can be as large as 9 bits depending on
the input signal. In each sub-band, the transform coefficients
are normalized by the quantized powers psq.

Each sub-band consists of one or more vectors of
8-dimensional coefficients. Thus, the normalized coefficients
x n are quantized in 8-dimensional vectors by using FLVQ
previously mentioned. If a sub-band is assigned 1 bit per
coefficient, then the lower-rate quantizer LRQ is used to
quantize the normalized coefficients of the sub-band;
otherwise, the coefficients are quantized by the higher-rate
quantizer HRQ. The 8-dimensional coefficient vectors have a
high concentration of probability around the origin; therefore,

Huffman coding is an option for the quantization indices
of HRQ. When the rate is smaller than 6 bit/coefficient,
the total of the bits needed for all sub-bands is added.
If the Huffman coded bits are less than the allocated
bits, Huffman coding is applied to the quantization
indices, and a Huffman code flag is set. The saved bits
are used to quantize the coefficients of the sub-bands
assigned 0 bit. If the Huffman coded bits are not less
than the allocated bits, then Huffman coding is not

used, and the Huffman code flag is cleared. In each case, the
Huffman code flag is transmitted as side information to the
decoder. In this way, the best coding method is used.

Table 6 shows the computational complexity of FLVQ in
16/32-bit fixed-point for some bit rates in G.719.
Computational complexity is measured in units of weighted
million operations per second (WMOPS) by using the basic
operators of ITU-T Software Tool Library STL2005 v2.2 in
ITU-T G.191 [32]. The ROM memory usage of the LRQ and
HRQ tables is shown in Table 7.

Low computational complexity and storage requirements
are a major advantage of using FLVQ for transform-based
audio coding.

In February 2008, subjective tests for the ITU-T G.719
Optimization/Characterization phase were performed by
independent listening laboratories in English, French, and
Spanish according to a test plan designed by ITU-T Q7/SG12
Speech Quality Experts Group (SQEG) [33]. Statistical
analysis of the test results showed that the G.719 codec met
all performance requirements [34]. An additional subjective
listening test for G.719 was conducted later to evaluate the
quality of the codec at rates higher than those described in
the ITU-T test plan [35]. These test results showed that
transparency was reached for critical material at 128 kbit/s.

The computational complexity of the G.719 codec in
16/32-bit fixed-point was estimated by encoding and
decoding the source material used for the subjective test of
the G.719 Optimization/Characterization phase. Using FLVQ,
the computational complexity of G.719 is quite low, for
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▲Figure 4. FLVQ applied to audio coding in G.719.

FLVQ: fast lattice vector quantization

ps = ∑x i
2, 0 ≤ s ≤ 43 (14)1

N
N -1

i = 0

▼Table 6. Computational complexity of FLVQ in G.719

Bit Rate (kbit/s)

32

48

64

Quantization

Average

1.644

2.336

2.844

Maximum

2.837

3.861

4.120

De-Quantization

Average

0.808

1.143

1.457

Maximum

0.987

1.436

1.804

Total

Average

2.452

3.479

4.301

Maximum

3.824

5.297

5.924

▼Table 7. ROM memory usage of FLVQ in G.719 (in 16-bit words)

LRQ: lower rate quantization HRQ: higher rate quantizer

LRQ

2554

HRQ

40

Total

2594

Calculation of
Subband Powers

ps Quantization of
Subband Powers

Indices

Normalization
of Transform
Coefficients

Adaptive
Bit Allocationpsq

FLVQ
xnx

Indices
or code
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example, 15.397 WMOPS at 32 kbit/s, 18.060 WMOPS at
64 Kbit/s, and 21.000 WMOPS at 128 kbit/s [19].

4 Conclusion
LVQ has many advantages and is suitable for use in

low-complexity transform-based speech and audio coding.
Embedded algebraic vector quantization (EAVQ) has been

applied to speech and audio coding to efficiently quantize
spectral vectors in transform coding, for example, TCX
coding. Based on the EAVQ technique, split multirate LVQ
has been developed and successfully used in several speech
and audio coding standards, including 3GPP AMR-WB+,
ITU-T G.718, G.711.1 Annex D, G.722 Annex B, and MPEG
Unified Speech and Audio Coding (USAC).

Fast lattice vector quantization (FLVQ) has been applied to
low-complexity full-band audio coding in ITU-T
Recommendation G.719 and is designed to quantize
transform coefficients in transform coding. The fast encoding
algorithm is used, and an efficient method for quantizing
outliers has been developed. Hence, the computational
complexity of G.719 is quite low. In addition, Huffman coding
is optionally applied to quantization indices to further improve
the efficiency of the quantizer.

Acknowlegement
The author would like to thank Dr. Stéphane Ragot for

valuable comments and discussions on this paper. The author
also thanks the reviewers for their helpful suggestions in
improving the presentation of the paper.

References
[1] A. Gersho and R. M. Gray, Vector Quantization and Signal Compression. Norwell,

MA: Kluwer, 1992.
[2] A. Gersho,“Asymptotically optimal block quantization,”IEEE Trans. Inform.

Theory, vol. IT-25, pp. 373-380, July 1979.
[3] Y. Linde, A. Buzo, and R. M. Gray,“An algorithm for vector quantizer design,”IEEE

Trans. Commun., vol. COM-28, pp. 84-95, Jan. 1980.
[4] J. H. Conway and N. J. A. Sloane, Sphere Packings, Lattices, and Groups. New

York: Springer-Verlag, 1988.
[5] M. V. Eyuboglu and G. D. Forney Jr.,“Lattice and trellis quantization with lattice

and trellis-bounded codebooks—High-rate theory for memoryless sources,”IEEE
Trans. Inform. Theory, vol. 39, pp. 46-59, Jan. 1993.

[6] J. D. Gibson and K. Sayood,“Lattice quantization,”in Advances in Electronics and
Electron Physics, vol. 72, pp. 259-330, 1988.

[7] T. R. Fischer,“A pyramid vector quantizer,”IEEE Trans. Inform. Theory, vol. 32,
pp. 568-583, July 1986.

[8] M. Barlaud, P. Solé, T. Gaidon, M. Antonini, and P. Mathieu,“Pyramidal lattice
vector quantization for multiscale image coding,”IEEE Trans. Image Processing,
vol. 3, pp. 367-381, July 1994.

[9] Z. M. Yusof and T. Fischer,“An entropy-coded lattice vector quantizer for
transform and subband image coding,”IEEE Trans. Image Processing, vol. 5, pp.
289-298, Feb. 1996.

[10] P. Raffy, M. Antonini, and M. Barlaud,“Distortion-rate models for entropy-coded
lattice vector quantization,”IEEE Trans. Image Processing, vol. 9, pp.
2006-2017, Dec. 2000.

[11] C. Lamblin, J. P. Adoul, D. Massaloux, and S. Morissette,“Fast CELP coding
based on the Barnes-Wall lattice in 16 dimensions,”in Proc. IEEE Int. Conf.
Acoustics, Speech, and Signal Processing, Glasgow, Scotland, UK, May 1989,
vol. 1, pp. 61-64.

[12] M. Xie and J.-P. Adoul,“Algebraic vector quantization of LSF parameters with
low storage and computational complexity,”IEEE Trans. Acoust., Speech, Signal
Processing, vol. 4, pp. 234-239, May 1996.

[13] M. Xie and J.-P. Adoul,“Embedded algebraic vector quantizers (EAVQ) with
application to wideband speech coding,”in Proc. IEEE Int. Conf. Acoustics,
Speech, and Signal Processing, Atlanta, Georgia, May 1996, vol. 1, pp. 240-243.

[14] S. Ragot, R. Lefebvre, R. Salami, and J.-P. Adoul,“Stochastic-algebraic
wideband LSF quantization,”in Proc. IEEE Int. Conf. Acoustics, Speech, and
Signal Processing, Istanbul, Turkey, June 2000, vol. 2, pp. 1169-1172.

[15] S. Ragot, M. Xie, and R. Lefebvre,“Near-Ellipsoidal Voronoi Coding,”IEEE
Trans. Inform. Theory, vol. 49, pp. 1815-1820, July. 2003.

[16] S. Ragot, B. Bessette, and R. Lefebvre,“Low-complexity multi-rate lattice vector
quantization with application to wideband TCX speech coding at 32 kbit/s,”in
Proc. IEEE Int. Conf. Acoustics, Speech, and Signal Processing, Montreal,
Canada, May 2004, vol. 1, pp. 501-504.

[17] M. Xie, A. Taleb, M. Briand, and P. Chu,“ITU-T G.719: A New Low-Complexity
Full-Band (20 kHz) Audio Coding Standard For High-Quality Conversational
Applications,”in Proceedings of 2009 IEEE Workshop on Applications of Signal
Processing to Audio and Acoustics, New Paltz, New York, October 2009, pp.
265-268.

[18] 3rd Generation Partnership Project; Technical Specification Group Services and
System Aspects; Audio codec processing functions; Extended Adaptive
Multi-Rate - Wideband (AMR-WB+) codec; Transcoding functions, 3GPP TS
26.290 V6.0.0, Mar. 2005.

[19] Low-complexity full-band audio coding for high-quality conversational
applications, ITU-T Recommendation G.719, June 2008.

[20] Frame error robust narrowband and wideband embedded variable bit-rate
coding of speech and audio from 8-32 kbit/s,ITU-T Recommendation G.718,
June 2008.

[21] Wideband embedded extension for G.711 PCM: New Annex D with
superwideband extension, ITU-T Recommendation G.711 Annex D, November
2010.

[22] 7 kHz audio-coding within 64 kbit/s: New Annex B with superwideband
embedded extension, ITU-T Recommendation G.722 Annex B, November 2010.

[23] MPEG audio technologies-Part 3: Unified speech and audio coding, ISO/IEC
FDIS 23003-3:2011, 2011.

[24] J. H. Conway and N. J. A. Sloane,“Fast quantizing and decoding algorithms for
lattice quantizers and codes,”IEEE Trans. Inform. Theory, vol. IT-28, pp.
227-232, Mar. 1982.

[25] J. H. Conway and N. Sloane,“A fast encoding method for lattice codes and
quantizers,”IEEE Trans. Inform. Theory, vol. IT-29, pp. 820-824, Nov. 1983.

[26] J.-P. Adoul,“La quantification vectorielle des signaux : approche algébrique,”
Annales des Télécommunications, 41, pp. 158-177, 1986.

[27] C. Lamblin and J.-P. Adoul,“Algorithme de quantification vectorielle sphérique à
partir du réseau de Gosset d’ordre 8,”Annales des Télécommunications, 43, pp.
172-186, 1988.

[28] R. Lefebvre, R. Salami, C. Laflamme, and J.-P. Adoul,“High quality coding of
wideband audio signals using Transform Coded eXcitation (TCX),”in Proc. IEEE
Int. Conf. Acoustics, Speech, and Signal Processing, Adelaide, South Australia,
Apr. 1994, vol. 1, pp. 193-196.

[29] J.-P. Adoul and R. Lefebvre, Speech Coding and Synthesis, Chapter on
Wideband Speech Coding. Amsterdam: Elsevier, 1995.

[30] S. Ragot,“New techniques of algebraic vector quantization based on Voronoi
coding - Application to AMR-WB+ coding,”Ph.D. dissertation (in French),
University of Sherbrooke, Sherbrooke, Quebec, Canada, May 2003.

[31] D. A. Huffman,“A method for the construction of minimum-redundancy codes,”
in Proceedings of IRE, vol. 40, pp. 1098-1101, Sept. 1952.

[32] Software tools for speech and audio coding standardization, ITU-T
Recommendation G.191, Sept. 2005.

[33] G.722.1 Fullband extension optimization/ characterization Quality Assessment
Test Plan, ITU-T WP3/SG16 TD-323, Apr. 2008.

[34] Reply LS on speech and audio coding matters (Addendum), ITU-T GEN/SG16
TD-525, Apr. 2008.

[35] Additional information about the subjective performance of the G.722.1FB codec,
ITU-T SG12 COM12-C-165, , May 2008.

Manuscript received: January 16, 2012

Minjie Xie (minjie.xie@zteusa.com) received his MASc and PhD degrees in
electrical engineering from the University of Sherbrooke, Quebec, Canada, in
1993 and 1996. He is a senior standard specialist at ZTE USA Inc., where he
works on speech and audio coding standardization and algorithm
development. Since 2002, he has been active in speech and audio coding
standardization in ITU-T, MPEG, and 3GPP. From 2006 to 2008, he was the
editor of ITU-T Recommendation G.722.1 and its Annexes and is currently the
editor of the 3GPP SA4 EVS Codec. He was a major contributor to ITU-T
Recommendations G.722.1C, the first ITU-T superwideband audio coding
standard, and G.719, the first ITU-T full-band audio coding standard. His
research interests include speech and audio coding, speech processing,
vector quantization, and data compression. He has several patents and has
published in several journal articles and conference proceedings.

iographyiographyBB

36



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

Noise feedback coding (NFC) has attracted renewed interest with the recent standardization of backward-compatible
enhancements for ITU-T G.711 and G.722. It has also been revisited with the emergence of proprietary speech codecs, such as
BV16, BV32, and SILK, that have structures different from CELP coding. In this article, we review NFC and describe a novel coding
technique that optimally shapes coding noise in embedded pulse-code modulation (PCM) and embedded adaptive differential PCM
(ADPCM). We describe how this new technique was incorporated into the recent ITU-T G.711.1, G.711 App. III, and G.722 Annex B
(G.722B) speech-coding standards.

speech coding; noise shaping; noise feedback coding; G.711; G.722
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Noise Feedback Coding Revisited:
Refurbished Legacy Codecs and
New Coding Models

Abstract

Keywords

NN
1 Introduction

oise shaping is a key technique for improving
sound quality in telecommunications and
multimedia. Analog noise reduction systems
relied on companding/expanding in frequency
bands to reduce recording noise from

magnetic tapes [1]. Pulse-code modulation (PCM) in ITU-T
G.711 uses companding/expanding on the time domain
magnitude to achieve a near-constant signal-to-noise ratio
(SNR) over a large range of input levels [2]. Even if PCM does
not involve any noise shaping in the frequency domain, it
exploits the human perception of an audio signal on a log
scale.

In this paper, we describe noise feedback coding (NFC), a
well-known noise shaping technique [3]-[5], [6], [7]. The
goal of NFC is to modify the input signal of scalar quantization
by feeding back the filtered coding noise. NFC was
introduced to shape the spectrum of the quantization noise in
sample-based waveform coders such as PCM coders. A
similar principle is used in sigma-delta analog-to-digital
(A/D) converters, except that the filter is in the feedforward
path [8] instead of the feedback path. NFC has attracted
renewed interest with the recent standardization of
backward-compatible enhancements to ITU-T G.711 and
G.722 [9], [10]. It has also been revisited with the emergence

of proprietary speech codecs such as BroadVoice (BV16 and
BV32) [11], [12] and SILK [13], that have structures not based
on code-excited linear prediction (CELP) coding.

In this paper, we give an overview of NFC and describe a
novel speech coding method that optimally combines NFC
with embedded PCM or adaptive differential PCM (ADPCM).
Important applications include the recent
backward-compatible enhancements to G.711 and G.722.

In section 2, the principles of and approaches to noise
shaping are discussed. In section 3, NFC is discussed in
detail. In section 4, embedded coding and noise shaping
enhancements to G.711 are described. In section 5, a
counterpart to G.722 is proposed. In section 6, new codec
structures inspired by NFC are discussed. Section 7
concludes the paper.

2 Noise Shaping Principles and Approaches
The basic idea of noise shaping is to exploit the limitations

of the human auditory system, in particular, masking
properties, to make coding noise inaudible. Different methods
of noise shaping draw on the principles of psychoacoustics
[14], [15]. In this section, we give an overview of noise
shaping in speech coding but not noise shaping in perceptual
audio coding. In perceptual audio coding, noise shaping is
performed in the frequency or sub-band domains by a

Noise Feedback Coding Revisited: Refurbished Legacy Codecs and New Coding Models
Stéphane Ragot, Balázs Kövesi, and Alain Le Guyader

S pecial Topic

June 2012 Vol.10 No.2ZTE COMMUNICATIONS34

37



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

masking model that determines appropriate bit allocation
[16]-[18].

2.1 Noise Shaping in Speech Coding: G. 711
Fig. 1 shows noise shaping for a real-speech sample taken

from a female who was speaking French. Two short-term
spectral noise shapes are shown for PCM codecs operating
at 64 kbit/s. In Fig. 1(a), 64 kbit/s PCM coding in G.711 (A law)
is used [19]. The coding noise spectrum, shown in red, is
nearly flat, and coding noise fills the low-energy spectral
valleys of the input signal, which means the noise is clearly
audible. In Fig. 1(b), a modified G.711 encoder is used that is
backward-compatible with G.711 decoders. The modified
G.711 encoder is defined in G.711.1 and has the same
64 kbit/s bit rate as G.711 [9], [19]. The coding noise
spectrum, shown in green, approximates the envelope of the
signal spectrum, which means noise is present but barely
audible because it has been properly shaped.

From Fig. 1(a) and (b), a principle can be derived for
perceptually optimizing speech codecs: The coding noise
spectrum should approximate the signal spectrum so that a
sufficient signal-to-noise ratio is maintained over each
frequency range, including ranges where the signal has low
energy.

2.2 Noise Shaping at the Encoder: Predictive Speech Coding
Noise shaping in speech coding is implemented according

to the underlying coding model. For time-domain waveform
coders such as PCM and ADPCM coders, noise can be
shaped using NFC [3], [5]; however, related standards, such
as G.711 and G.722, do not incorporate NFC [2], [20].

The most common low-bit-rate speech coders are based
on linear predictive coding (LPC) (short-term prediction) and
pitch (long-term prediction). To the best of our knowledge,
the first temporal predictive coder that included a short-term
and long-term adaptive predictor was the adaptive predictive

coder (APC) [21]. In this coder,
long-term prediction is
performed first. If short-term
prediction was performed first,
the CELP synthesis model
would be obtained [22]. Atal
and Schroeder recognized the
necessity of shaping the
quantization noise
spectrum:
“The quality of the

reconstructed speech can thus
be improved by a suitable
shaping of the spectrum of the
quantizing noise so that the
signal-to-noise ratio (SNR) is
more or less uniform over the
entire frequency range of the
input speech signal.” [21]

To achieve this goal, they
suggested using a fixed

pre-emphasis filter at the encoder side and an inverse filter at
the decoder side.

Two important contributions to noise masking in speech
coders were [23], [24], and these were extended by
[25]-[27]. These contributions showed that noise could be
shaped at the encoder by subtracting the filtered noise from
the quantizer input in a feedback loop. Hence, the technique
was called noise feedback coding.

The main significance of [25] was that it showed how
quantization noise Q(z ) of an APC coder could be shaped by
a prediction filter B(z )-1 and how a linear predictive
feedback of noise could be added to the input signal to create
the quantizer input that is forwarded to an APC coder with
noise shaping (APC-NS) [25, Fig. 9]. The reconstructed
speech S(z ) in the local decoder and in the (distant) decoder
is obtained by adding the quantization noise, which is filtered
by a moving-average (MA) FIR filter, to the input speech. The
reconstruction speech is given by

where S(z ) is the input speech, B(z ) is the filtered
quantization noise, and Q(z) is the quantization noise.

In [6] and [7], the noise masking in ADPCM coding is
implemented as in [25, Fig. 9]. In [26], the quantization noise
is filtered by a predictor A(z ), and the reconstruction noise is
filtered by a predictor B(z ). These noises are subtracted to
the input signal in the feedback loop [26, Fig. 3]. Using the
notation in [26], an autoregressive moving average (ARMA)
noise shape is given by

The configuration in [26, Fig. 3] leads to the same noise
shaping as that in [25, Fig. 9] when B(z ) is set to 0. An
improvement to [26, Fig. 3] is shown in [26, Fig. 7], and this
improvement gives rise to a generalized predictive coder,

(b) G.711.1R1 (A law) with noise shaping and postfilter off

▲Figure 1. Spectrum of a narrowband female speech sample coded at 64 kbit/s and resulting noise with and
without noise shaping.

(a) G.711 (A law)
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including a long-term predictor, with the following short-term
noise-shaping characteristics:

where Ps (z ) is the linear predictor filter:

and Fs (z ) is the weighted filter derived from Ps (z ) using the
weighting factor γ :

The ARMA noise shaping of the quantization noise Q(z ) is
usually done by the more flexible filter Hs (z ), given by

The same type of noise-shaping filter has been used in the
subsequent generation of speech coders, known as
analysis-by-synthesis (AbS) coders, first in multipulse
coding [28] and then in CELP coding [22]. AbS is equivalent
to minimizing the following CELP criterion [29]:

where C (z ) is the past reconstructed excitation signal, gc is
the fixed codebook gain, Ck(z ) is the code vector, gP is the
adaptive codebook gain, T is the adaptive codebook lag,
A(z) is the quantized LPC filter, and W (z ) is the noise
weighting filter (also called perceptual weighting filter). The
distortion criterion ε is minimized in order to whiten the
weighted reconstructed noise (in square brackets, equation
7) and create a coding noise with a spectrum shape
Hs (z ) 2 = 1/W (z ) 2.

Fig. 2 shows the perceptual filter in narrowband predictive
coding, and G.729A is used as an example.

The filter W (z ) in Fig. 2 is optimized so that formants get
relatively lower weights; that is, more noise is tolerated in
frequency ranges where the signal has more energy and can
mask more noise. This masking method assumes that the
masker (signal) is sufficiently well reconstructed.

Most narrowband CELP speech coders, operating at 8 kHz,
use a noise-shaping filter with the form W (z ) =A(z /γ1)/A(z /γ2)
or a version based on the quantized LPC filter A (z ). Either γ1

or γ2 can be set to 0.
In G.729, the filter W (z ) =A(z /γ1) /A(z /γ2) is based on the

unquantized LPC filter A (z ) with adaptive values for γ1 and γ2.
In G.729A, W (z ) is replaced by A (z ) /A(z /γ), where γ= 0.75
and A (z ) is a quantized LPC filter used to reduce complexity.
In 3GPP AMR-WB, γ2 = 0 and the weighting filter A(z /γ1),
where γ1 = 0.92 in the signal domain, corresponds to the
effective weighting filter used for CELP coding in a
pre-emphasized signal domain A(z /γ1) / (1-αz -1), where

α = 0.68. The cascade of pre-emphasis and LPC filters in
AMR-WB is a special case of a technique introduced in [30].
The pre-emphasis is set at 1-αz -1, where α is not adaptive,
and the weighting filter is computed only on the second filter
of the cascade.

For details on predictive speech coding and AbS speech
coding (including CELP) see [31]-[34]. Starting with the first
CELP coding scheme in [22], the synthesis filters and
perceptual weighting filters can be combined in one filter [35],
which results in the filtering matrix H and a matrix form of the
CELP error criterion. The CELP codebook search can be
further improved by backward filtering [36], using binary
algebraic codes [36]-[38], or by using sparse algebraic
codes that give rise to an algebraic CELP (ACELP) model
[39], [31, section 17.11]. The first real-time fixed-point
implementation of an algebraic CELP coder, including noise
shaping, was reported in [38].

2.3 Noise Shaping at the Decoder Side
Noise shaping for coded speech can be performed at the

decoder side using a postfilter after the speech decoder [40].
A review of postfilering for CELP coders, including formant
postfiltering, pitch postfilering, and gain control is given in
[41]. Postfiltering is based on speech-signal model
parameters (LPC and pitch) that are available in typical
LPC-based speech decoders but not in PCM or ADPCM
coders. The underlying principle of postfiltering is to reinforce
signal components and redistribute coding noise. Such
filtering is described in G.729 and G.729A. In 3GPP
AMR-WB, some quality-enhancement techniques are used
inside the speech decoder, that is, in the LPC residual domain
prior to LPC synthesis.

Noise reduction can also be used to improve quality at the
decoder side. When a statistical model is available for coding

▲Figure 2. Perceptual weighting filter W (z )(γ =0.75) in G.729A.
The coding noise spectrum approximates.
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noise, good results can be obtained [42], [43]. Strictly
speaking, this technique is not a form of noise shaping but is a
reduction of the noise level by adaptive spectral attenuation,
and extra delay is usually required for frequency-domain
analysis and processing. If the noise is shaped at the encoder
side, the resulting noise shapes need to be taken into account
in decoder-side postprocessing.

2.4 Joint Encoder and Decoder Noise Shaping
Fig. 3 shows the principle of noise shaping by prefiltering

and postfiltering. If the codec is modeled using an additive
noise model, the decoded signal is

Noise shaping is decoupled from actual quantization or
coding. The (inner) encoder-decoder can be optimized to
minimize mean-square error, and the resulting coding error
E (z ) has a nearly flat spectrum. The overall coding noise is
then shaped according to the frequency response of W -1(z ).
In practice, this basic linear model is only an approximation
because the filter coefficients are adapted per frame, and the
actual process is non-linear.

Joint encoder/decoder processing is used in the transform
coded excitation (TCX) model [44] and transform predictive
coding (TPC) model [45]. The perceptual filter W (z ) is
typically defined for LPC-based noise shaping:

The decoder needs to revert the preprocessing; therefore,
the coefficients of A (z ) are quantized of the linear predictive
filter. This contrasts with the perceptual filters discussed in
section 3, which can use unquantized coefficients.

A similar idea was explored in [46] for audio coding. In [47],
an LPC filter derived from a model-based masking curve (a
function of LPC and pitch) was investigated. In [48], the
LPC-based perceptual weighting filter in TCX coding is
modified in the frequency domain by adaptive low-frequency
emphasis. This is done to improve the quality of some
high-pitched music signals. In [49], combined companding
and expanding at 48 kbit/s in the spectral domain results in
the same quality as G.722 at 64 kbit/s [20], [50]. However, this
technique implies that backward compatibility with existing
coders is lost with the introduction of the new, improved

coder, and extra delay and complexity are required for
frequency-domain processing.

3 Noise Feedback Coding
In this section, we define NFC by detailing different filter

structures. We also address the related problems of
noise-shaping filter estimation and loop stability. The
following notation is used:

x (n ): input signal to (outer) encoder
x′(n ): input signal to (inner) encoder (modified signal

including noise feedback)
x (n ): signal reconstructed by (inner) local decoder
e(n ) = x (n )-x (n ): overall coding noise (or reconstruction

noise)
q(n )=x (n )-x′(n ): inner coding noise (or quantization noise)

3.1 Moving-Average Structure
Fig. 4 shows noise fed back using a moving-average (MA)

filter structure. The quantization noise q(n ) is the error
introduced by the inner encoder-local decoder (COD-Local
DEC) and is given by

The input signal x (n ) is modified by adding the quantization
noise filtered by HA (z )-1. The signal X′(z ) is given by

Replacing X′(z ) with X (z ) and Q (z ) gives

Therefore, the overall reconstruction error X (z )-X (z ) is the
quantization noise q(n) shaped by the filter HA (z ). If the
bitrate is sufficient, the quantization noise can be considered
white noise, and the spectrum of the reconstruction noise is
close to HA (z )2 .

The value ep (n ) corresponds to a prediction because the
filter HA (z )-1 has a zero coefficient in z 0, that is, for sample n.
This property indicates that the loop filter is an MA predictor
for the next quantization error, and this prediction is based on
past samples of the quantization error signal q (n ).

As in an APC coder, the inner coding noise x (z )-x′(n ) is
the quantization noise q(n). Fig. 4 can be considered a
generalization of [25, Fig. 9] and [26, Fig. 3 where A = 0]
because the noise feedback loop has been moved outside
the coder. This is true when COD is a linear predictive coder
without noise shaping, as in the original APC [21], PCM [2],

▲Figure 3. Noise shaping by pre/postprocessing.

▲Figure 4. Noise feedback with moving-average structure.
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and ADPCM [20] schemes. The structure in Fig. 4 allows the
introduction of noise shaping in these legacy codecs as
external pre-processing, and the COD-Local DEC loop is not
affected.

3.2 Auto-Regressive Structure
Fig. 5 shows two equivalent auto-regressive (AR) filter

structures. In form I, the decoded signal X (z ) =X′(z )+Q (z )
can be expanded:

which yields

Form II gives the same result. The main advantage of form I
is that it saves one subtraction per sample compared with
form II.

Fig. 5(a) is a special case of [26, Fig.3], where A = 0 and
the feedback loop has again been moved outside the
COD-Local DEC loop. Form II is the same as that in Fig. 4
when

Here, the loop filter is an AR predictor for the next
quantization error, and the prediction is based on past
samples of the coding noise e(n ).

3.3 Auto-Regressive Moving-Average Structure
Combining the structures in Figs. 4 and 5(a) gives a general

auto-regressive moving-average (ARMA) structure (Fig. 6).
The coding noise is given by

The noise shaping in Fig. 6 can also be obtained using the
structure in Figs. 4 and 5(a) by introducing an ARMA predictor
in the feedback loop and computing the noise prediction from
the past quantization noise and reconstructed noise, as in
[51, Figs. 4 and 5]. In [51, Fig. 5] ARMA long-term noise
shaping was included in the feedback loop to improve the
performance of legacy PCM and ADPCM coders for voice
signals.

3.4 Loop Filter Design: HA and HB
The simplest design for the loop filter includes a fixed filter,

such as HA (z ) = 1+z -1. In this case, the effective quantization
noise is colored in a predefined way. For speech or audio
signals, this approach is generally not optimal, and it is better
to adapt the loop filter to the short-term spectral properties of
the input signal [5]. A detailed analysis using high-rate
distortion theory (i.e. small errors) shows that, with certain
assumptions, the optimal loop filter whitens the input signal
[5]. Hence, a linear predictive (LP) analysis can be used for
loop-filter estimation.

In [25] and [26], LPC techniques were used to obtain the
weighting filters from the linear predictive coefficient. In [52],
the weighting filter is an LPC filter computed on the adaptively
pre-emphasized speech signal.

Because noise feedback is implemented at the encoder
side, the loop filter estimation can be based on the original
signal x (n ). In cases such as embedded PCM, where a core
coder and enhancement stages depend on the loop filter at
both the encoder and decoder sides, it can be beneficial to
estimate the filter on the decoded core signal x (n ). This is the
case of G.711.1, where the loop filter is estimated through an
LP analysis on the decoded core signal S L0(n ) at the encoder
and decoder. In G.722, the LP analysis is done on the input
signal x (n ).

3.5 Loop Stability
As in any system with feedback, the noise feedback loop

may become unstable in certain conditions. The quantization
process is non-linear, and this makes it difficult to model the

▲Figure 5. Noise feedback with auto-regressive structure.

▲Figure 6. Noise feedback with ARMA structure.

~

X (z ) =X (z )-(HB (z )-1)(X (z )-X (z ))+Q (z ) (13)
~ ~

X (z )-X (z ) = Q (z ). (14)
~ 1

HB (z )

HA (z ) = +1 (15)HB (z )-1
HB (z )

x (n )

ep(n )
-

x′(n )
COD•

Local
DEC

HB(z )-1

e(n )

x (n )
~-

(a) FormⅠ

HB(z )-1
e(n ) x (n )

~q(n )

- -

•
x (n ) x′(n )• COD

Local
DEC

ep (n )

(b) FormⅡ

X (z )-X (z ) = Q (z ) (16)
~ HA (z )

HB (z )

~

HB(z )-1

x (n )

ep (n )

•
HA(z )-1

x′(n )•

e(n )

•x (n )
~q (n ) -

-

COD

Local
DEC

Noise Feedback Coding Revisited: Refurbished Legacy Codecs and New Coding Models
Stéphane Ragot, Balázs Kövesi, and Alain Le Guyader

S pecial Topic

June 2012 Vol.10 No.2ZTE COMMUNICATIONS38

41



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

loop behavior. For the loop transfer function to be stable, the
NFC transfer function must have its poles inside the unit circle.
A stability analysis of the APC coder with a parametric model
of the APC system can be found in [53].

In [54], stability was analyzed for the embedded ADPCM
with noise feedback. Perceptual input/output SNR of the
coder is given by

where GP is the ADPCM prediction gain, SNRQ is the SNR of
the quantizer (about 24 dB for a 5-bit quantizer), and ED is the
impulse response energy of the masking filter Hs (in the
general case). When SNR P is low, the ADPCM coder is close
to being unstable.

Because of this problem, the order of the loop filter is
usually small. In recent G.711.1 and G.722B standardization
work, an AR structure is used with a loop filter of order 4, and
some heuristic methods have been developed that limit loop
instability by detecting specific signals, for example, chirps
and combinations of sinusoids and frequency hops. These
signals create instability or degrade performance compared
with having no feedback. Stability issues are mitigated by
detecting such signals, and the noise-shaping filter
resonances are attenuated or the loop is turned off for a
period of time [9], [10], [54].

4 Improving G. 711 by Using Embedded
PCM Coding with Noise Shaping
G.711 [2] is the most widely deployed speech codec in

fixed networks and voice-over-IP (VoIP) networks. In [2], the
input linear PCM is coded at 8 bits/sample using either A-law
or a μ-law. In 2007, ITU-T SG16 started a work item called
G.711-WB (wideband) under the initiative of NTT. The
objective of this work was to develop a 64-80-96 kbit/s
embedded extension of G.711 that was low-delay,
low-complexity, and capable of 50-7000 Hz wideband [55].
The principles of embedded PCM, ADPCM, CELP coders,
and hierarchical coders such as G.729.1 [56] can be found

in [57].

4.1 Principle of G. 711.1
The G.711.1 encoder receives 8 kHz or

16 kHz input signals. The input is divided
into 5 ms frames. The encoding bit rate can
be set at 64 kbit/s, 80 kbit/s, or 96 kbit/s. The
input signal is decomposed into two
sub-bands using a quadrature mirror filter
bank (QMF). The 0-4000 Hz lower band is
coded by an embedded PCM encoder that
is interoperable with G.711 (Fig. 7). The
4000-8000 Hz higher band is coded in the
modified discrete cosine transform (MDCT)
domain.

The bitstream structure of G.711.1 is
defined in Table 1. More details on G.711.1 can be found in
[9], [58].

4.2 Embedded PCM Coding Without Noise Shaping
The PCM coding in [2] is similar to the scientific notation; a

given number of bits (resolution) in linear PCM is retained to
form the mantissa, and an exponent value gives the correct
scaling. In G.711, which has 8 bits per sample, 5-bit
precision is used for the signed mantissa, and this results in
approximately 38 dB SNR (except for the smallest values in
the first segment). The most significant bit (MSB) is always 1 in
natural binary decomposition; therefore, it does not need to be
transmitted. Only the next 4 bits (after MSB) are sent to the
decoder; one bit is reserved for the sign, and the remaining 3
bits are used to encode 8 possible exponent values (segment
indices).

In G.711.1, a 16 kbit/s, 2 bit/sample enhancement layer was
introduced to enhance the 0-4000 Hz lower band. In [55], two
extra mantissa bits of the binary representation of input
samples are extracted and transmitted to the extension layer,
which gives an overall resolution of 6 bits in the first segment
and 7 bits in the other segments. In the final tuning phase of
G.711.1 standardization, a dynamic bit allocation was taken to
allocate 1, 2 or 3 bits per sample to the frame bit budget [9].

4.3 Embedded PCM Coding with Noise Shaping
In the 0-4000 Hz lower band of G.711.1, noise shaping was

introduced to PCM coding to improve the quality of the
interoperable core bitrate mode at 64 kbit/s and to improve
the quality of the enhanced high-bitrate mode at 80 kbit/s. In

PCM: pulse-code modulation

▲Figure 7. A G.711.1 encoder [58].
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this way, the 64 kbit/s core layer of G.711.1 can be decoded
by a legacy G.711 decoder, and the quality of G.711
encoding and decoding can be significantly improved,
especially for low-level clean speech.

In the G.711.1 encoder, noise shaping is performed on the
core-layer signal using the form I AR structure (Figs. 5(a) and
7). The decoded core coder output is given by

The enhancement layer is defined in section 4.1, and noise
shaping had to be performed on the enhancement signal at
the decoder before being added to the core decoded signal.
To prevent a mismatch between the decoder and the
encoder, the perceptual filter F (z ) in Fig. 7 is calculated using
the past decoded core signal available at both encoder and
decoder side [51], [52].

In the encoder, the quantization noise of the core layer
filtered by F (z ) is fed back to be added to the input signal
encoded using embedded PCM coding (Figs. 5a and 7).
Therefore, if the decoder decodes only the core layer, the
quantization noise is already shaped when it is decoded by a
G.711 decoder. If the enhancement layer is also decoded, the
enhancement-layer contribution, that is, the difference
between the core bitrate output and the higher bitrate output,
has to be shaped at the decoder. It is thus shaped by the
noise shaping filter 1/(1+F (z )) prior to being added to the
core layer output. Noise shaping is performed at the encoder
side for the core layer and at the decoder side for the
enhancement layer [51], [52].

In the G.711.1 core layer, the ordinary log-PCM encoding
is replaced by a dead-zone quantizer encoding scheme
[9, clause 7.3.3]. Another way to enhance the quality of the
PCM coding and reduce the perceptual impact of PCM
quantization noise is to postfilter quantization noise at the
decoder [42]. This technique is detailed in [9, Appendix I].

4.4 G.711 App. III: Noise Shaping as Preprocessing to G. 711
and Other Tools

Noise shaping was incorporated into the 64 kbit/s core
coder in G.711.1; however, it can also be performed externally
as preprocessing to G.711. This preprocessing approach,
together with other tools such as the postfiltering of G.711.1
App. I, form G.711 Appendix III [19].

5 Improving G.722 by Using Embedded
ADPCM Coding with Noise Shaping
G.722 was the first normalized 50-7000 Hz wideband (WB)

speech codec [20]. This coder is based on a sub-band
embedded ADPCM coding scheme [50]. The input signal of
G.722, sampled at 16 kHz, is decomposed by a QMF into two
sub-bands: 0-4000 Hz and 4000-8000 Hz. Each sub-band
is coded separately using ADPCM coding. The total bit rate is
64, 56 or 48 kbit/s, depending on the number of bits allocated
to the lower band. The block diagram of the G.722 encoder
and decoder can be found in [50, Figs. 9 and 12]. G.722 is the

wideband codec specified for DECT new Generation
(DECT-NG) terminals, which are also called Cordless
Advanced Technology—Internet and quality terminals. This
codec provides better audio quality than the legacy
narrowband DECT codec (G.726). To further improve call
quality, 50-14,000 Hz superwideband (SWB) coding is the
next step. In 2008, the ITU-T launched the G.711.1/G.722
SWB work item under the initiative of France Telecom and
NTT. This activity resulted in G.722 Annex B (G.722B) [10],
[59]. We focus here on improvements made to G.722 as part
of G.722B development. The principle of embedded coding is
explained in [57].

5.1 Principle of G. 722 Annex B
G.722-SWB standardization is aimed at developing an

embedded scalable SWB extension of G.722 operating at 64,
80, and 96 kbit/s. The 64 kbit/s bit rate of G.722B was
specifically designed to fit into existing 64 kbit/s CAT-iq
transport channels which comprise wideband G.722 at
56 kbit/s and 8 kbit/s for an SWB enhancement layer. Fig. 8
shows the embedded bitstream structure of G.722B. Here we
only discuss the part of G.722B that corresponds to the G.722
core bitstream layer at 56 kbit/s and 64 kbit/s.

The main objective of G.722B is to extend G.722 to SWB. As
with G.711.1, it was necessary to improve G.722 because
artifacts in the lower band are reinforced when higher-band
extensions are added. At 64 kbit/s, G.722B operates with a 56
kbit/s G.722 core coder that has an 8 kbit/s enhancement
layer split into a G.722 high-band enhancement (EL0) and an
SWB enhancement (SWBL0). At 80 or 96 kbit/s, G.722B
operates with a 64 kbit/s G.722 core coder that has two
high-band enhancement layers: G722EL0 and G722EL1, and
three SWB enhancement layers: SWBL0, SWBL1, and SWBL2.

As shown in Fig. 9, the G.722B coder includes an enhanced
G.722 coder for the wideband (WB) part, which enhances the
G.722 4000-8000 Hz higher band, and a bandwidth
extension in the MDCT domain.

In the original G.722 coder [20], [50], the lower sub-band is
coded by an embedded ADPCM coder at 6, 5 or 4 bit/sample,
and the higher sub-band is coded by an ADPCM coder at
2 bit/sample. G.722 relies on plain ADPCM coding with no
noise shaping. In the following, we describe the G.722
lower-band (LB) coder and the G.722 higher-band (HB)

▲Figure 8. Bitstream structure of G.722B.
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coder, including noise shaping.

5.2 Improved 0-4000 Hz Lower-Band Embedded ADPCM
Coding Including Noise Feedback

Fig. 10 shows a modified LB ADPCM coder, including noise
shaping. In the case of G.722B at 64 kbit/s, the G.722 LB
encoder operates at 5 bit/sample, and in the case of G.722B
at 80 or 96 kbit/s, the G.722 LB encoder operates at
6 bit/sample. To shape the coding noise at 5 and 6 bit/sample
in a coherent and optimal way, embedded ADPCM coding is
modified so that it operates in two optimal stages. A noise
feedback loop is included in the first stage, and AbS is done
in the second stage. Therefore, a noise feedback loop is used
with the ADPCM coder operating at a reduced bitrate of

40 kbit/s (5 bit/sample). In Fig. 10, noise shaping is performed
on the core layer signal using form I of the AR structure shown
in Fig. 5(a). The COD is an ADPCM coder with 5 bit/sample,
and the Local DEC is an ADPCM local decoder with
5 bit/sample. An enhancement encoder using AbS and
operating at 1 bit/sample brings the bit rate to 48 kbit/s
(6 bits/sample) [10], [60].

Thus, the modified G.722 LB encoder relies on embedded
scalar quantization, which is done by AbS in a perceptually
weighted domain. Both stages use the same noise shaping
filter FLB (z )-1 derived from a linear predictive coding (LPC)
filter FLB (z ) with an order of 4.

5.3 Improved 4000-8000 Hz Higher-Band ADPCM Coding
(G.722 HB and EL0/EL1)

Fig. 11 shows the HB encoder. The core G.722 HB encoder
corresponds to the G.722 HB ADPCM encoder operating at
16 kbit/s (2 bit/sample). The ADPCM signal-to-noise ratio in
the higher band is low because the allocated bitrate is
2 bit/sample as opposed to 5 or 6 bit/sample for G.722 LB
ADPCM coding. This difference in bitrate means that contrary
to the G.722 lower band, no noise feedback is used in
higher-band ADPCM coding. For noise feedback to be
efficient, a bit rate higher than 2 bit/sample is desirable. If
additional bit rate is available to improve the quality of the
G.722, these extra bits are allocated to the higher band. The
quantization resolution can be improved by the enhanced
G.722 HB encoder, which relies on embedded scalar
quantizers of 0.475 bit/sample (EL0) and 1 bit/sample (EL1).

The G.722 HB ADPCM encoder can be extended by a
scalable or embedded bitstream. This extension is done in
two embedded stages using AbS, which is similar to the
approach used for low-band enhancement. The first
extension stage, G722EL0, is performed at 3.8 kbit/s, and 19
of the 40 samples are used only in non-transient frames to
enhance quality with 1 bit/sample. This forms the G722EL0

ADPCM: adaptive differential pulse-code modulation

HB: higher band ADPCM: adaptive differential pulse-code modulation

▲Figure 10. Lower band coding in G.722B.

▲Figure 11. Higher band coding in G.722B.
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BWE: bandwidth extension
HB: higher band
LB: lower band

MDCT: modified discrete cosine transform
QMF: quadrature mirror filter bank
SWB: superwideband

▲Figure 9. Block diagram of G.722B.

Input
Signal

Pre
Proc.

QMF

QMF

SWB (n )

SLB (n′)
LB Encoder

LB bstr

SHB (n′)
HB Encoder

HB bstr

M
U
X

Enhanced G.722 Encoder

HB
Enhancement

Encoder

BWE
Encoder

EL0 bstr

SWBL0 bstr

Transient
Detector

MDCT•
SSHB (n )

M
U
X

•

44



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

layer, which is used in all superwideband layers (Fig. 8). The
G722EL0 layer is disabled in the case of transient signal
segments, where the spare 19 bits are allocated to SWB
extension. The second extension stage, G722EL1, is
performed at 8 kbit/s (1 bit/sample) to further refine the
quantization of the G.722 higher band, and this forms the
G722EL1 layer that is only used in G.722B at 96 kbit/s.

5.4 Analyzing the Core Coder Enhancement Layer with
Analysis-by-Synthesis in Embedded ADPCM Coding

Here, we explain how the LB embedded ADPCM coder in
G.722 Annex B [10] is modified to allow
backward-compatible noise shaping. As described in
Section V.B of the G.722 standard, the G.722 LD encoder is
split into a core coder with noise shaping at 56 kbit/s
(5 bit/sample) and an AbS enhancement to reach 6 bit/sample.

The legacy ADPCM local decoder at 5 bit/sample
reconstructs the output signal by adding the scaled ADPCM
quantizer output at 5 bit/sample to the prediction obtained at 4
bit/sample. To obtain the 6th bit in the legacy coder (without
noise shaping), the embeddedness of the ADPCM quantizer
can be used to find the two scaled and adequate 6-bit
quantizer levels. The predicted signal can be added to the
quantizer output to give two possible synthesized signals, and
then a search can be done to determine which of the two
signals is the closest to the input signal s LB (n ). AbS is done to
find the extension layers of the core coder bit by bit, and it
does not involve any noise shaping.

To introduce a weighted-error criterion [60], the
extension-stage error criterion is

where SLB (z ) is the core coder reconstructed signal, ξ LB (z ) is
the z-transform of the enhancement output signal, and

W(z) is the weighting filter equal to FLB (z ) = 1+Σ aLBi z -i.

The signal ξ LB (z ) is equal to the past outputs of the
enhancement layer for n′<n, that is, t LB (n ) in Fig. 10, and is
equal to the ith enhancement candidate ξ LB (n′) for n′= n
[10, B.6-32]. The noise spectrum of SLB (z )-SLB (z )-ξ LB (z ) at

theoutput of the enhancement stage has the shape .

The signal SLB (z )-SLB (z ) in the bracket in the error criterion is
equal to eLB (n ) in Fig. 10.

Although the coding structure in Figs. 10 and 11 use AbS,
this technique is quite different from CELP coding because
the sample-by-sample gain is provided by the core layer.
Also, for each sample n, the enhancement codebook is
obtained from the ADPCM index of the core layer and the
possible preceding enhancement layers. It is obtained using
the embeddedness of the ADPCM quantizers [10, B.6-32].

The same method can be used for the high-band ADPCM
encoding. Because the method is based on AbS with noise
shaping, the results can be extended to minimize error of
(Eq. 19) on a block basis and to increase the efficiency of the
noise shaping. If care is taken in embedded quantization, the

reconstructed, enhanced codebook with two entries
ξ LB (n ) i = 0, 1 (19) can be extended to a binary algebraic tree
codebook, which allows fast algorithms to be derived for
minimizing the error criterion [61]. Computation load is only
slightly increased. Therefore, it is possible to further improve
the quality of the G722EL0 and G722EL1 layers.

5.5 Experimental Results
In the official ITU-T tests for G.722B, only SWB cases were

tested. In [62], some additional wideband tests were done to
assess the backward compatibility of G.722B with G.722.

6 New Codec Structures
The principles of noise feedback were recently revisited in

an effort to develop new codec structures, for example, BV16,
BV32 [11], [12] and SILK [13].

6.1 BV16 and BV32 Coders
The BV16 and BV32 coders [11], [12] are based on a

synthesis model that includes a long-term (LTP) synthesis
filter and a short-term (LPC) synthesis filter. The first
predictive speech codecs that used noise shaping [25], [26]
relied on a scalar quantization and a short-term
noise-feedback filter to shape the spectral envelope of the
coding noise. In contrast, the two-stage noise feedback
coding (TSNFC) in [11] and [12] relies on two NFC stages in a
nested loop. In the first NFC stage, short-term prediction and
short-term noise spectral shaping (spectral envelope
shaping) is performed. In the second (nested) NFC stage,
long-term prediction and long-term noise spectral shaping
(harmonic shaping) is performed.

In Fig. 12, the long-term noise shaping predictor Nl (z )-1 is
located around the quantizer, as in [25, Fig. 7]. This implies
MA long-term noise shaping by Nl (z ). The short-term
noise-shaping predictor F s (z ) acts on the noise of the
long-term quantizer loop so that the noise is shaped by
1-F s (z ). Thus, the short term filter 1-Ps (z ) is a pre-emphasis,

and the coding noise is shaped by [21]. To more

precisely describe the z-transform of the overall system, the
output speech is given in terms of the input:

MA long-term noise shaping and ARMA short-term noise
shaping depend on the LPC predictor Ps (z ), so the amount of
noise shaping is obtained from the damping factor γ used in
Fs (z ). An alternative ARMA long-term noise shaping and
more flexible ARMA short-term noise shaping is described in
[51, Fig. 5]. Further details on the BV16 or BV32 coders can
be found in [11], [12] and [31].

6.2 SILK Coder
SILK is a speech codec designed for VoIP [13]. The

synthesis model for a SILK coder is based on a long-term
synthesis filter and a short-term synthesis filter. The excitation

ELB = ∮∮ [SLB (z )-SLB (z )]-ξ LB (z ) W (z ) , i = 0, 1 (19)1
2πj c

~ ~i
2 dz

z{ }
~ ~ i

4

i =1~i

~enh

i

~ ~iopt

1
FLB (z )

2

~

1
1-Ps (z )

SQ (z ) = S(z )-Nl (z ) (19)1-Fs (z )
1-Ps (z )
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signal is obtained by range-coded quantization, which is
similar to arithmetic-coded quantization. Fig. 13 shows the
noise shaping of the SILK codec.

The noise-shaping predictor W2(z ) is in a feedback path
around an inner coder. This inner coder has a generalized
predictor filter P (z ) that includes LPC and LTP. Therefore, the

quantization noise Q(z ) is filtered by . The filter

1-W1(z ) acts as a pre-filter whose inverse is not present in
the local decoder, as in the classical pre-filter in [21]. As a
consequence, the spectral content of the input speech is
modified by the codec. This can be confirmed by writing the
input/output z-transform of Fig. 13 as

If G is set at 1 and W1(z ) = W2 (z ), the coder of Fig. 5(a) is
obtained. Noise shaping in SILK involves modifying the input
signal. This is similar to postfiltering the input as in [41], where
the filter has a short-term and long-term section and gain is
controlled by G, and shaping the noise, as in NFC.

The SILK noise shaping structure can be obtained by
transforming the structure in Fig. 5(a). In the structure in
Fig. 5(a), noise is shaped in the vector case by minimizing the
weighted error criterion between the input and output signals.
The structure in Fig. 13 allows the levels of the decoded
speech formants to be matched with the levels of the original
speech formants. The levels of the spectral valleys are

decreased relative to the levels of the
spectral peaks, including speech
formants and harmonics. To obtain both
long-term and short-term noise
shaping, W1(z ) and W2(z ) should be of
the form

where SHi =1,2(z ) is the short-term
predictor and LTi =1,2(z ) is the long-term
predictor. Then Wi =1,2(z ) appears to be
the product of the short-term and
long-term inverse filters minus one.

7 Conclusion
Two applications of NFC were

described: the improvement of existing coders, for example,
G.711 and G.722 by making them backward-compatible, and
the development of new codec structures that are alternatives
to the ubiquitous CELP coding model.

The improvement of legacy codecs is an important
research topic, and significant gains are possible with
refurbished codecs. Versions of G.711 and G.722 using both
encoder-side and decoder-side techniques have been
standardized by the ITU-T [9], [10], [19].

As part of enhanced voice standardization (EVS), 3GPP
SA4 is also considering improving the 3GPP AMR-WB
standard by making it bit-stream interoperable.
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▲Figure 12. Noise shaping in BV32 coder.

▲Figure 13. SILK coder.
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In this paper, we discuss the development of MPEG media transport (MMT), which is a next-generation media transport standard effort by
ISO/MPEG. The architecture and functional areas of MMT are described. The functionality of existing media transport is analyzed to
determine whether there is a need for this new media standard. From this analysis, potential areas for standardization in MMT have been
identified.
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1 Introduction
he International Standards Organization/Moving
Picture Experts Group (ISO/MPEG) has started
developing a new media transport standard
called MPEG media transport (MMT). ZTE
Corporation and other companies are involved in

this work. In this paper, we report on the progress of MMT
standardization. We also analyze existing standards and
protocols to determine whether there is indeed a need for this
new standard.

It has been nearly 20 years since MPEG developed the
MPEG-2 transport stream (TS) standard [1]. This standard is
used widely in media-delivery solutions, such as cable,
satellite, and terrestrial delivery of entertainment video. It is
also used in some stored-media solutions. However, some
aspects of MPEG-2 TS require updating to accommodate
changed conditions. In the following, we discuss the reasons
for updating MPEG-2 TS.

As with MPEG-2 TS, the real-time transport protocol (RTP)
of the Internet Engineering Taskforce (IETF) [2] was
developed in the mid 1990s. Since then, RTP has been
regularly updated with adaptation formats for recently
developed media compression standards. However, there are
some key functionalities missing from both RTP and MPEG-2
TS, and this is arguably a good reason for developing MMT.

In section 2, we describe the features of existing
media-delivery standards and highlight key changes in
MPEG-2 TS and RTP. In section 3, we describe the
architecture of MMT. In section 4, we list the functional areas
of MMT. In section 5, we describe some key features that

would be included in MMT. In section 6, we make some
concluding comments on the viability of MMT.

2 Review of Existing Media-Delivery
Standards

2.1 MPEG-2 Transport Stream
The MPEG-2 TS standard supports the combining of one or

more elementary audio-video and data streams into single or
multiple streams that are suitable for storage or transmission.
This standard provides details about decoder buffer
management to ensure media can be played back without
buffer overflow or underflow. MPEG-2 TS provides the
delivery clock as an in-band data channel that can be used
by the receiving client to determine delay and jitter in the
network.

MPEG-2 TS generation involves two stages. In the first
stage, the media data is put into packetized elementary
stream (PES) packets. This is analogous to encapsulation in
MMT (section 4). Elementary-stream media data is
packetized into PES streams according to access-unit
boundaries, and presentation and decoding timestamps are
inserted into the PES packet header. The second stage is
delivery packetization. PES packets corresponding to audio,
video, and other data formats are further packetized into
smaller-sized packets of 188 bytes, and delivery timestamps
are added.

MPEG-2 TS has withstood the test of time and is still highly
relevant to the media-delivery industry. The main
media-delivery services at the time of MPEG-2 TS
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standardization were terrestrial broadcasting, and cable and
satellite delivery. Since then, IPTV over multicast and, very
recently, media delivery over Hypertext Transport Protocol
(HTTP) have become important. Both HTTP live streaming
(HLS) from Apple Computer and the DASH specification from
ISO/MPEG [3] use MPEG-2 TS as a media format that is
segmented for delivery over HTTP. Additionally, there are
emerging hybrid services that use combinations of traditional
delivery methods, and these require complex control and
related operations on the part of the delivery standard. There
are two areas where MPEG-2 TS is lacking: error control and
support for network quality of service (QoS).

MPEG-2 TS has been updated several times (updates are
referred to as amendments by the ISO) to include media types
beyond those in the initial MPEG-2 TS. For some complex
media formats, such as multiview coding (MVC) and scalable
video coding (SVC), the original buffer model is inadequate.
Furthermore, when MPEG-2 TS was developed, the required
bitrates were on the order of 2 Mbit/s to approximately
20 Mbit/s, and this was for video with resolutions up to
1920 × 1080. With ultrahigh definition (UHD), the maximum
bitrate to be supported is now near to 100 Mbit/s, and for
these bitrates, the TS and PES packet sizes are not suitable.

All these reasons point towards the need for an updated
MPEG-2 TS, and this is the justification for MMT.

2.2 Real-Time Transport Protocol
The real-time transport protocol (RTP) provides

end-to-end delivery services for real-time data such as
interactive audio and video. These services include payload
type identification, sequence numbering, delivery timestamp
insertion, and delivery monitoring. Initially, the developers of
RTP did not want to support multiplexing of media in RTP;
however, because there was a demand, several proposals
were put forward that included multiplexing in RTP.

A key feature missing from RTP is quality of service (QoS)
guarantee, and this is a feature that will be included in the new
MMT standard.

3 MMT Architecture
The architecture for MMT is orthodox in terms of networking

and media transport. Fig. 1 shows the architecture that has

been agreed upon by experts participating in MMT
standardization.

The architecture is divided into three functional areas:
encapsulation, delivery, and signaling.

The encapsulation function defines the format for the
encapsulation of encoded media data to be stored or to be
carried as the payload of delivery protocols and networks.
The delivery function provides formats and functionalities for
transferring encapsulated media data from one network entity
to another. The signaling function signals and controls
delivery and consumption of the media.

4 Functional Areas of MMT
There is a clear separation of the functions of media

encapsulation, media delivery and signaling within MMT.

4.1 Encapsulation
Encapsulation involves the following operations:
• Media packetization
• Media fragmentation
• Media synchronization
• Media multiplexing
• Insertion of timestamps to enable media synchronization,

like lip synchronization
• Insertion of composition information. This includes

spatial and temporal location of media objects in a given
scene.

• Content protection. This includes conditional access and
digital rights management.

• Container format that can be stored or packetized for
delivery.

Encapsulation defines a media container that is not itself a
physical storage format. Instead, this container may be stored
or with further processing in the delivery layers of MMT, it may
be ready to deliver. The main functions of the encapsulation
layer are similar to PES encapsulation in MPEG-2 TS. The
output of encapsulation is an MMT package.

The MMT group has done much valuable work in the area of
scene composition. The group have taken existing standards
such as SMIL 2.0 [4] and LaSeR [5] as the basis for MMT
composition and only made additions when there is broad
consensus that such functional additions would enhance the
MMT solution.

4.2 Delivery
In delivery, the encapsulated MMT package is taken as

input, and the following operations are performed:
• Network packetization
• Network flow multiplexing
• Insertion of delivery stamps for use by client device to

determine jitter etc.
• QoS operations
• Error handling. This includes application-layer

forward-error correction (AL-FEC) and
retransmission-based error handling, which is often referred
to as automatic repeat request for re-transmission (ARQ).

▲Figure 1. MMT Architecture.

TCP: transmission control protocol UDP: user datagram protocol

Media Codec Layer

Transport Protocol (TCP, UDP)

Network Protocol (IPv4, IPv6)

Encapsulation Function

Delivery Function

Signaling
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The delivery functional area is subdivided into D.1, D.2 and
D.3 layers (Fig. 2).

Each delivery operation is performed in one of these three
layers. The D.3 layer is not the same as the other two layers
because its main function is to deliver messages between the
other two delivery layers to enable cross-layer optimization.

4.2.1 D.1 Layer
The main data fields inserted into the D.1 layer are payload

identification, fragmentation and aggregation of transport
packets, information to enable content protection, and
AL-FEC and information to enable random-access
operations The D.1 layer generates the MMT payload.

Payload identification is required to determine the type of
payload, including whether it is a media or signaling payload.
Fragmentation and aggregation information allows the
encapsulated media packets to be suitably structured
according to the specific transport environment. Content
protection and AL-FEC are required for media delivery;
hence, the D.1 layer header indicates these functions. For
random access operations to be performed efficiently on
media data, information about random-access capability for
a given media packet needs to be available at the transport
level, and this obviates the need to inspect the media payload
to determine random-access capability.

4.2.2 D.2 Layer
The D.2 layer header provides the delivery timestamp and

QoS parameters. The D.2 layer function generates the MMT
transport packet.

MMT requires a delivery timing model that provides a
timestamp for synchronizing media streams and that
calculates delay and jitter in networks. In the event required
timing tolerances are not satisfied, any element on the
delivery path should be able to readjust the timing
relationships. At the current stage of the MMT development, it
is assumed that each element on the delivery path has access
to the universal time clock (UTC) from a remote clock source
that operates the network time protocol (NTP) [6]. An
alternative approach is for the delivery clock to be transmitted
in-band with the media data, which is similar to using a
program clock reference to derive the delivery clock in

MPEG-2 TS solutions. With in-band clock delivery, there is
no requirement for each element in the delivery path to have
access to the UTC clock from a remote NTP server. Arguably,
relaxing this requirement could make MMT more widely
deployable.

In the D.2 layer, QoS fields are available so that network
filtering can be performed based on these fields. It is
expected that the QoS fields from the D.2 layer will be
mapped to the corresponding fields in the IPv4 or IPv6
protocols.

4.2.3 D.3 Layer
The D.3 layer is also referred to as the cross-layer function

because it provides the means of supporting cross-layer
optimization. This requires exchanging QoS-related
information between the application layer and underlying
network layers. QoS-related information could be used for
QoS management and adaptation such as flow control,
session management, session monitoring, and error control.

4.3 Signaling Function
The signaling function is divided between the S.1 layer and

S.2 layer (Fig. 3).

4.3.1 S.1 Layer
This layer is used for presentation session management.

Signaling messages are exchanged between applications in
the client device for media presentation, session
management, and provision of information for media
consumption.

4.3.2 S.2 Layer
This layer manages delivery sessions, which includes

managing signaling messages that are exchanged between
delivery end-points. These signaling messages are used for
flow control, delivery session management, delivery session
monitoring, error control, and hybrid network synchronization
control. This is an important function for media delivery over
hybrid networks.

5 Support for Error Control in MMT
Media delivery services need to work effectively in

error-prone networks. However, where media delivery occurs

MMT: The Next-Generation Media Transport Standard
Gerard Fernando

S pecial Topic

▲Figure 2. Layers of the delivery functional area.
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in a pull data model, with TCP as the underlying transport
protocol, there is no need for explicit error control because
this function is inherent in the packet loss detection and
re-transmission in the TCP protocol.

For data delivery using the push model, where error control
is not built into the underlying transport protocol, there is a
need for an error-control function, and this is an area where
the MMT standard could provide valuable added functionality.
Any packet loss that may occur in the delivery stage is
detected at the client device, then there are several methods
that could be followed to mitigate packet loss. The following is
a list of solutions to address such packet loss:

• AL-FEC
• ARQ
• Built-in error resilience at the codec level. This includes

data portioning and redundant data generation. Scalable
video coding could also be structured to enable error
resilience.

• Error concealment at the client device
AL-FEC and ARQ require explicit signaling as well as extra

media or supporting data to be delivered for such functions to
be effective. Using ARQ for error control is very effective but is
limited to services that do not need real-time response
becauase this method requires retransmission of packets.

Error concealment and error recovery, which invlove
introducing error resilience at the codec level, are commonly
used in today’s media delivery solutions. These techniques
are reviewed in [7]. Because these approaches do not require
any explicit signaling or extra media data transport there is no
need to go into further detail here.

5.1 AL-FEC
With AL-FEC, the server first adds some redundant data to

the transmitted packets using a predetermined FEC algorithm.
There are several contenders for such FEC algorithms. At the
receiving client device, once packet loss has been detected,
missing information may be reconstructed. There are two
different methods of signaling the client device about the
specific FEC algorithm being used: The signaling information
can be carried out-of-band or the signaling information can
be carried in band. The use case would determine which of
the two methods is applicable for a given media delivery
solution. The server deployment for in-band signaling is
simpler compared to that for out-of-band FEC signaling. As
the bandwidth requirement increases for in-band signaling,
the FEC parameters need to be signaled frequently in order to
enable functions such as channel switching.

These two approaches to FEC signaling are prime
candidates for standardization in MMT. Signaling data would
be delivered within the signaling layers. Whether this signaling
data is delivered in the same physical channel as the media
data or whether it is delivered over a separate physical
channel depends on the deployment scenarios.

5.2 ARQ
ARQ has particular benefits for media delivery services that

do not require real-time response. In ARQ, the client device

constantly sends acknowledgements to the server. If the
server does not receive the acknowledgements in an
expected time interval, it re-transmits the particular media
data packet. The parameters of the ARQ process, for
example, timeout duration, need to be signaled to the client
device from the server. In this respect, the process of ARQ
parameter signaling is similar to that for FEC signaling. The
same trade-offs as for FEC are applicable for ARQ.

Hence, the same principle for standardization of the
signaling information can be adopted in MMT.

6 Conclusions
In this paper, we have described the work that is currently

being done within ISO/MPEG on the development of the MMT
standard. The two main media-delivery standards that are in
use today are MPEG-2 TS and RTP, but these have certain
limitations. There is justification for MMT standardization
focusing on the limitations that have been identified in this
paper.

In addition to encapsulation and delivery functionalities,
MMT also has signaling and composition functions. With these
two areas, similar gap analyses with respect to existing
standards and protocols need to be carried out in order to
determine whether MMT should include such functionality or
whether it is possible to rely on existing standards and
protocols.

The MMT effort is a work in progress. Success of MMT
depends to a large extent on whether the standards so far
developed fill an actual gap in technology. ZTE Corporation
and other companies are playing an active role in this
standards effort, and this will help ensure MMT gives rise to a
technology that is useful.
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In this paper, low-complexity error-resilience and error-concealment methods for the scalable video coding (SVC) extension of
H.264/AVC are described. At the encoder, multiple-description coding (MDC) is used as error-resilient coding. Balanced scalable multiple
descriptions are generated by mixing the pre-encoded scalable bit streams. Each description is wholly decodable using a standard SVC
decoder. A preprocessor can be placed before an SVC decoder to extract the packets from the highest-quality bit stream. At the decoder,
error concealment involves using a lightweight decoder preprocessor to generate a valid bit stream from the available network abstraction
layer (NAL) units when medium-grain scalability (MGS) layers are used. Modifications are made to the NAL unit header or slice header if
some NAL units of MGS layers are lost. The number of additional packets that a decoder discards as a result of a packet loss is minimized.
The proposed error-resilience and error-concealment methods require little computation, which makes them suitable for real-time video
streaming. Experiment results show that the proposed methods significantly reduce quality degradation caused by packet loss.
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1 Introduction
eal-time video streaming over
packet-switched networks can be impeded by
packet loss, which often produces undesirable
effects at the decoder. Usually, packet loss
can make part of a frame, a whole frame, or

even several frames undecodable using a standard decoder.
Therefore, error-resilient coding and error-concealment
techniques are widely used in video streaming systems to
reduce the effect of transmission errors and to minimize
end-to-end distortion in error-prone environments.

Error-resilient coding in the encoder produces
redundancy, and this limits packet loss. Error-resilient coding
tools for scalable video coding (SVC) can be classified as
standard or non-standard. SVC supports several standard
error-resilient coding tools, including intra-MB/picture
refresh, slice coding, parameter sets, flexible MB order, and
redundant slices/pictures [1]. Loss-aware
rate-distortion-optimized mode decision [1], forward-error
correction, and multiple-description coding (MDC) are
non-standard error-resilient coding tools. MDC is used to

code a video sequence into two or more bit streams, called
descriptions, and these descriptions are transmitted using
independent paths. Each description can be decoded
independently so that the reproduction of the original source
reaches a basic level of quality. A high level of quality can be
achieved when all descriptions are reconstructed together.
Some early forays into MDC include multiple-description
scalar quantizer [2], MDC with pairwise correlating transform
[3], multiple-description compensation schemes [4],
multiple-state video coding [5], and multiple-description
coding based on forward-error correction [6].

Alternatively, error concealment can be used in the decoder
to passively reduce transmission errors. In this way, available
and correctly decoded information is used without modifying
source- and channel-coding schemes. The tools and
structure of a special codec are also used to reduce video
quality degradation. The temporal and spatial correlation
between frames or within a frame is frequently used to
conceal the artifacts caused by transmission errors. Motion
data is one of the most important types of data for decoding a
frame in hybrid video codecs, so motion copy and motion
prediction are widely used.
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With SVC, a video sequence is coded into one or more
layers, and data-rate adaptation is allowed. This is an
attractive solution for dealing with heterogeneous networks
and different terminal capacities. The scalable extension of
H.264/AVC is the latest SVC standard [7]. SVC provides
temporal, spatial, and quality scalability that can be combined
for greater adaptability to different network conditions or
terminal capacities. In this paper, we describe
low-complexity error-control methods for SVC. In particular,
we propose a flexible, standard-compatible MDC method for
error-resilient coding [8] and a low-complexity
error-concealment method for SVC at the decoder when an
MGS layer is used [9]. In section 2, we give an overview of
work related to SVC and introduce our proposed methods. In
section 3, we present simulation results. Section 4 concludes
the paper.

2 Scalable Video Coding and Our
Proposed Methods

2.1 Overview of Scalable Video Coding
The SVC extension of H.264/AVC incorporates the key

features of H.264/AVC as well as new techniques to improve
scalability and coding efficiency. Temporal scalability can be
achieved by using hierarchical prediction structures, for
example, hierarchical B-pictures or non-dyadic hierarchical
prediction structures. Scalable quality can be achieved by
using coarse-grain quality-scalable coding (CGS) and
medium-grain quality-scalable coding (MGS). Spatial
scalability can be achieved by using multilayer coding, and
each layer corresponds to a supported spatial resolution.
Redundancy between spatial layers can be further exploited
by interlayer prediction mechanisms such as interlayer motion
prediction, interlayer residual prediction, and interlayer
intraprediction.

H.264/AVC has a video coding layer (VCL) and a network
abstraction layer (NAL). In the VCL, a coded representation of
the input video signal is generated, and in the NAL, this
coded representation is fragmented. The NAL provides
header information to ease the use of VCL data. Being an
extension of H.264/AVC, SVC has the H.264/AVC

MGS supports packet-based quality scalability by
distributing the transform coefficients of a slice. When MGS is
used to provide quality scalability, an access unit can include
several MGS NAL units. With MGS, the enhancement layer
transform coefficients can be distributed between a maximum
of 16 slices, and each slice corresponds to an NAL unit. MGS
layers inside each dependency layer are identified by a
quality identifier.

2.2 Work Related to Scalable Video Coding
Combined SVC and MDC has attracted the interest of

researchers. Multiple-state video coding [5] splits the input
video into subsequences in the temporal domain and
encodes each subsequence as an independent description.
This coding can be used to generate scalable multiple

descriptions with half the temporal resolution. In [10], two
complementary descriptions are generated for the high-pass
frame of each enhancement layer. These descriptions are
generated by assigning only half the motion vectors and
texture information of the original coded stream in each
description. Alternatively, two descriptions are generated for
the base layer of SVC by downsampling the residual data
[11]. A general multirate allocation scheme for
multiple-description coding is proposed in [12]. This scheme
has been used in JPEG 2000 and H.264/AVC to produce
multiple descriptions [13]. A fully redundant unbalanced MDC
scheme for SVC is proposed in [14]. In [15], an SVC bit
stream produces two balanced descriptions by assigning
MGS NAL units to one of the descriptions on alternating
frames with a period of two group of pictures (GOPs). The
spatial scalability of SVC is not taken into account.

Several error-concealment methods have been proposed
for SVC [1], [16]. Intralayer error concealment and interlayer
error concealment deal with frame loss when there are two
spatial layers. Error-concealment algorithms copy a picture
from another view, generate a motion vector from the same
spatial layer, or upsample motion and residual data from the
available base layer to generate a lost picture. With a slice
support, the error-concealment scheme in [16] not only uses
reference-frame information but also uses correctly received
information from the same frame and from higher spatial
layers. In this way, packet loss can be concealed on the base
layer of the compressed stream [17]. In [18], a frame-loss
error-concealment algorithm based on hallucination is
proposed for the spatial-enhancement layer. A training
database of hallucinations for missing enhancement frames is
generated from the two most-recently decoded I or P frames.
This algorithm performs better than the motion and residual
upsampling proposed in [16]. Another error-concealment
method for whole-picture loss in hierarchical B-picture
coding is proposed [19]. This method performs better than
the error-concealment method in SVC reference software. In
contrast, a low-complexity error-concealment algorithm can
be used in the network abstraction layer of SVC [20]. The
algorithm in [20] recognizes the bit-stream structure and
creates a valid sequence of packets from the received
packets. In this paper, we call this method NAL unit removal.
Unlike other error-concealment algorithms, NAL unit removal
does not generate missing frames. In [20], the case of two
spatial layers with fine-grain scalability (FGS) is considered.
A similar work is [21], which builds on the work in [16] by
supporting quality scalability using FGS layer [22].

2.3 Standard-Compatible MDC for SVC
In SVC, each quality base layer and quality-enhancement

layer of a spatial layer is usually quantized using different step
sizes. The coefficients of a quality refinement picture are
quantized with a quantization parameter (QP) and can be
distributed over several layers. Each of these layers contains
partial refinement coefficients that use MGS. QPs can be
cascaded over the temporal levels according to a given
pattern, or default QP cascading can be used.
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The parameters for quantization step sizes are stored in
several places, including the picture parameter set (PPS),
slice header (SH), and macroblock layer. The lum
quantization parameter is initially QPY , and this value is used
for all macroblocks in the slice until modified by mb_qp_delta
in the macroblock layer. QPY is given as

where pic_init_qp_minus 26 is the initial QPY of -26 for each
slice and is stored in the PPS, and slice_qp_delta is a value
that changes the quantizer step size at each slice and is
stored in the SH. The slice header contains a codeword that
indicates the PPS to be used, and the PPS includes the
identifier of the active sequence parameter set (SPS). An
active SPS remains unchanged throughout a coded video
sequence, and an active PPS remains unchanged within a
coded picture.

Two standard-compatible scalable descriptions can be
produced by combing streams pre-encoded at different bit
rates. To do this, we change only the quantization step size in
order to generate low- and high-bit-rate steams. Moreover,
in order to combine NAL units of different descriptions at the
decoder, both descriptions use the same PPSs and SPSs.
Different quantization step sizes are indicated by
slice_qp_delta parameter in the SH. Each description
generated by combined pre-encoded streams supports
spatial, temporal, and quality scalability and can be decoded
by a standard SVC decoder.

To generate balanced multiple descriptions, different bit
streams are combined so that high- and low-rate NAL units
from alternating frames can be assigned to a description over
a period of two GOPs. Fig. 1 shows the proposed combination

scheme for generating descriptions.
For the first description in Fig. 1, the

even-numbered frames of the first GOP come from a
high-bit-rate stream, and the odd-numbered frames
come from a low-bit-rate stream. The
even-numbered frames of the second GOP come
from a low-bit-rate stream, and the odd-numbered
frames come from a high-bit-rate stream. For the
second description, the even-numbered frames of
the first GOP come from a low-bit-rate stream, and
the odd-numbered frames come from a high-bit-rate
stream. The even-numbered frames of the second
GOP come from a high-bit-rate stream, and the
odd-numbered frames come from a low-bit-rate
stream. This produces two descriptions that are
balanced in terms of bit rate and quality.

At the decoder, a preprocessor is placed before a
standard SVC decoder to parse newly arrived packets
and extract the packets from the highest-quality bit
stream. However, without the preprocessor, each
description is still decodable using a SVC decoder. In
our proposed scheme, a side decoder is not needed
for an MDC description. The received packets from
both descriptions are parsed and arranged into a new
stream that is passed to an SVC decoder.

2.4 Low-Complexity Error Concealment for SVC
In H.264/AVC and SVC, an NAL unit starts with a

single-byte header that signals the type of contained data, for
example, NAL unit. In SVC, a three-byte extension header is
used to indicate the scalable information for the coded slice in
a scalable extension and for the prefix NAL unit. The
parameter’s dependency identifier (D), temporal identifier (T),
and quality identifier (Q) determine which spatial layer,
temporal layer, and quality layer an NAL unit belongs to. An
access unit corresponds to one picture after decoding and
comprises several consecutive NAL units with specific
properties. In the SVC design, MGS is used and not FGS;
however, no research has been done on MGS quality
scalability. We therefore propose extending the
NAL-unit-removal algorithm to deal with packet loss in the
MGS layer. Our approach is motivated by multilayer
adaptation for an MGS-based SVC bit stream [23]. NAL unit
headers or slice headers are parsed to produce a valid bit
stream from the available NAL units at the receiver. When a
frame belonging to the highest temporal level is lost, the
handling method of the NAL-unit-removal algorithm is
changed.

When MGS is used to provide scalable quality, an access
unit can include several MGS NAL units. With the MGS, the
enhancement-layer transform coefficients can be distributed
between a maximum of 16 slices, and each slice corresponds
to an NAL unit. MGS layers inside each dependency layer are
identified by a quality identifier. For the quality base layer of a
spatial-enhancement layer, a syntax element called
ref_layer_dq_id in the slice header is used to signal which
MGS layer is used for interlayer prediction (assuming that
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▲Figure 1.Two descriptions are generated by combining bit streams.
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interlayer prediction is enabled). For quality-refinement MGS
layers with quality identifier Q > 0, the preceding quality layer
with quality identifier Q -1 is used for interlayer prediction.
Fig. 2 shows a layer-prediction structure in an access unit
with two spatial layers and two MGS layers. If an MGS layer is
employed as reference layer for interlayer prediction and is
lost, the received bit stream becomes invalid for a standard
decoder. For example, the decoding of MGS layer Q = 2 in
spatial layer 0 depends on the MGS layer Q = 1 in spatial
layer 0. If MGS layer Q = 1 in spatial layer 0 is lost and the
other NAL units are received, the bit stream cannot be
decoded by a standard decoder. The packets of MGS layer
Q = 2 in spatial layer 0 and the whole spatial layer 1 can be
discarded [20]. In the following, we discuss how to deal with
MGS-layer loss.

To simplify the description without losing generality, we
consider the case where the source video is coded with two
spatial layers and two MGS layers within each spatial layer.
Table 1 shows the NAL unit order in a bit stream for a group of
pictures (GOP) of size four that has three temporal levels. With
the NAL unit-removal method, if a NAL unit of a GOP is lost, a
valid NAL unit order with lower spatial resolution and/or lower
frame rate is chosen. With multiple-quality-layer coding, if an
NAL unit not from the highest MGS layer is lost, a valid NAL
unit order with a lower-quality layer is chosen. For example, if
the 11th NAL unit (MGS layer 1) of a GOP in Table 1 is lost, the
12th NAL unit, which belongs to dependant MGS layer 2, is
also discarded to create a valid bit stream, even if the 12th
NAL unit is correctly received. Because the slice data of the
MGS quality-refinement layers include different distributions
of transform coefficients, the 12th NAL unit can still be used to
improve the decoded image quality. Therefore, we do not
discard the higher MGS layers if one or several lower MGS
layers are lost. At the client, we use the same
layer-dependent modification described in [23], which is
made for data-rate adaptation at the server. If the lost MGS
layers belong to spatial layer 1, only the quality_id parameter
of the NAL headers of the remaining MGS NAL units in spatial
layer 1 need to be modified so that continuity of quality_id
values is maintained. Because an NAL unit header is not
compressed, the modification requires very low computing
power.

When the 15th NAL unit in Table 1 is lost and the
layer-prediction structure in Fig. 2 is used, NAL units 16 to 18
are discarded to create a valid bit stream. To use the received
higher MGS layers of a spatial-enhancement layer and to
maintain a standard decoder-compliant bit stream, both NAL
unit header and slice header are modified. When an MGS
NAL unit in spatial layer 0 is lost, the header of the NAL units
within spatial layer 0, and the slice header of the quality base
layer in spatial layer 1, need to be changed. If the
maximum-quality identifier in spatial layer 0 is changed,
ref_layer_dq_id in the slice header of the quality base layer in
spatial layer 1 is updated according to maximum-quality
identifier. The slice header is coded using Exp-Golomb
codes in SVC, and parsing and modification is not time
consuming. Fig. 3 shows the reconstructed video quality of
the joint test sequence used in section 0. We discard the first
MGS layer of the spatial enhancement layer. In our proposed
method, the NAL header of the second MGS layer is modified
in order to maintain a valid bit stream. In the NAL unit-removal
method, only the quality base layer of the
spatial-enhancement layer is kept in order to maintain a valid
bit stream. The proposed method improves average luma
PSNR by 0.57 dB. Our method may introduce drift, so a
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◀Figure 2.
A layer-prediction
structure in an access
unit.

▼Table 1. NAL unit order in a bit stream for a GOP (four frames) with
two spatial layers, three temporal layers and, two MGS layers

D: dependency identifier
MGS:medium-grain scalability

Q: quality identifier
T: temporal identifier
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two-alternative forced-choice test was performed to assess
the subjective quality of our method and the NAL
unit-removal method in case the first MGS layer of the
spatial-enhancement layer is lost. Two short videos were
shown sequentially, and observers had to choose the one
they thought was higher quality. For low and medium
qualities, the proposed method is preferred, but for higher
qualities, the NAL unit-removal method is preferred because
of its smoother motion rendition.

With the NAL unit-removal method, if a quality-base-layer
NAL unit of the highest temporal layer is lost, an entire
temporal layer is removed. For example, if the 13th NAL unit is
lost, NAL units 14 to 24 are discarded to arrange a valid bit
stream, even if these units are received. However, if
hierarchical B picture is used for temporal scalability, the
highest temporal layers are B pictures and are not used as
reference frames. This means that if one frame of the highest
temporal layer is lost, it does not affect the other frames in the
temporal layers. In our proposal, the remaining highest
temporal layers are retained. The missing frame can be
concealed using frame copy or other error-concealment
methods for whole-frame loss.

3 Experiment Results
In this section, we present experiment results for the

proposed error-resilient and error-concealment methods.
JSVM 9.18 SVC reference software was used to encode the
input sequences [21]. The tested bits streams had three video
sequences—Foreman, Mobile, and Akiyo—combined into a
single sequence to produce long test-bit streams. Spatial
layer 0 had quarter common intermediate format (QCIF)
resolution, and spatial layer 1 had common intermediate
format (CIF) resolution. The joint sequence contained 897
frames; the GOP size was 8 frames; and an I frame was used
as the key picture. The RTP packet size was limited to 1400
bytes, and packet loss in the transmission channel was
simulated by a two-state Markov model—where a good state

means packets are received correctly and promptly, and a
bad state means packets are lost.

3.1 Experiment Results for the Proposed MDC Method
In this experiment, we used a streaming scenario with path

diversity. The two descriptions are delivered through
independent paths. In case of packet loss, all these paths
have the same packet-loss probability. Five packet-loss
ratios were used: 1%, 3%, 5%, 8% and 10%. We assume that
parameter sets are conveyed using a reliable transport
mechanism. If spatial scalability is supported, a coded bit
stream contains two spatial layers (QCIF and CIF), four
temporal levels, and one quality layer. CIF resolution is used if
spatial scalability is not considered. For simplicity, spatial
base layers of the pre-encoded streams are quantized by the
same QP, and only the spatial-enhancement layers or
quality-enhancement layers are quantized using two different
QPs. Where SVC cannot decode the base layer, or the SMDC
receiver lacks both descriptions, one or several frames cannot
be decoded. In this case, frame copy is used as error
concealment.

First, we compare our proposed SMDC scheme with
single-description SVC and method V proposed in [15].
Method V is based on SVC with both descriptions containing
the active base layer and every other quality-enhancement
layer. Therefore, in method V, the redundancy is only the base
layer. In the case of no packet loss, the proposed scheme
and method V pay a penalty of reduced coding efficiency
compared with single-description SVC. Method V has slightly
less coding-efficiency loss than the proposed method. Fig. 4
shows the average luma PSNR as a function of the network
packet-loss rate for the joint sequence of Foreman, Mobile,
and Akiyo. The proposed scheme outperforms
single-description SVC when the packet-loss rate is greater
than 3% and outperforms method V when the packet-loss
rate is greater than 5% (Fig. 4). At 10% of the packet-loss
rate, the gain over single-description SVC is 2.6 dB, and the
gain over method V is about 1.1 dB. When the packet-loss
rate is less than 2%, the proposed SMDC scheme is inferior to

Low-Complexity Error-Control Methods for Scalable Video Streaming
Zhijie Zhao and Jörn Ostermann

S pecial Topic

June 2012 Vol.10 No.2 ZTE COMMUNICATIONS 53

▲Figure 3. Average distortion when the first MGS layer in spatial
layer 1 is discarded.

▲Figure 4. Average Y-PSNR vs. packet loss rate, without spatial
scalability.

SVC: scalable video coding
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single-description SVC, and when the packet-loss rate is
less than 3%, the proposed SMDC method is inferior to
method V. The additional redundancy introduced in the
proposed scheme plays a minor role at low packet-loss rates.
However, method V in [15] cannot be extended to support
spatial scalability.

To test performance when supporting spatial scalability, we
compare our proposed scheme with single-description SVC,
spatial downsampling (SD-MDC), and temporal
downsampling MDC (TD-MDC). In SD-MDC and TD-MDC,
an original video is first downsampled into two subsequences
in the spatial and temporal domain, respectively. Then, the
two subsequences are independently encoded by an SVC
encoder. Fig. 5 shows how our scheme performs compared
with single-description SVC, SD-MDC, and TD-MDC in
terms of average Y-PSNR() versus packet-loss rate. The
proposed scheme performs best at a packet-loss loss rate of
1-10%. At a 10% loss rate, the proposed scheme
outperforms the SD-MDC and TD-MDC by approximately

3.5 dB and 3.9 dB, respectively. Because the descriptions of
SD-MDC and TD-MDC are separately encoded, the losses
of packets from one description cannot be effectively
compensated from the received packets of the other
description. However, the proposed scheme can still produce
a whole spatial and temporal resolution video when one
description is corrupted. Hence, the redundancy introduced
in the proposed scheme is more beneficial than SD-MDC and
TD-MDC in the case of packet loss. Although
single-description SVC has the highest coding efficiency, the
proposed scheme has a similar gain over single-description
SVC. The gain is 4.3 dB at a 10% packet-loss rate. Fig. 6
shows the average Y-PSNR versus bit rate compared with
SD-MDC and TD-MDC at 1% packet-loss rate. The results
show that the proposed method is superior to SD-MDC and
TD-MDC over the encoding bit rates 912 kbit/s, 1460 kbit/s,
and 2294 kbit/s, where the redundancies are 28%, 31%, and
33%, respectively.

3.2 Experiment Results for the Proposed Error-Concealment
Method

The proposed method is implemented as a preprocessing
unit before a standard decoder in order to arrange a valid bit
stream from the received packets. In these tests, each spatial
layer has four temporal layers and two MGS layers. The first
MGS layer contains four transform coefficients, and the
second MGS layer includes 12 transform coefficients for each
spatial layer. The QP difference between the quality base
layer and the quality-enhancement layer is set to three. The
default cascading of quantization parameters over the
temporal levels is used. Hierarchical B picture is also used. In
the experiments, we assume that packets of the quality base
layer in spatial layer 0 are protected and not lost. Packet-loss
ratios of 3%, 5%, and 10% are used. For decoded frames with
a spatial resolution of QCIF, we use the upsampling filter in
SVC to produce the spatial-resolution CIF.

Fig. 7 shows the rate-distortion curves for the
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▲Figure 5. Average Y-PSNR vs. packet loss rate, with spatial scalability.

MDC: multiple-description coding

▲Figure 6. Y-PSNR compared to TD-MDC and SD-MDC with 1%
packet loss rate.

MDC: multiple-description coding

▲Figure 7. Average distortion, as a function of encoding rate, with
5% packet loss rate (Joint sequence Foreman, Mobile and Akiyo).

NAL: network abstraction layer
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36

header-modification and NAL unit-removal methods with 5%
packet-loss rate, and Fig. 8 shows the rate-distortion curves
for the header-modification and NAL unit-removal methods
with 10% packet-loss rate. We compare the proposed
method with the NAL unit-removal method only because the
proposed method does not substitute methods for concealing
a frame loss but only complements them. Fig. 7 and Fig. 8
show that header-modification outperforms NAL
unit-removal over the entire considered range of bit rates. For
a 5% packet-loss rate, header modification gains 2.16 dB on
average, and for a 10% packet-loss rate, NAL unit removal
gains 1.55 dB on average for the joint sequence.

To further evaluate the performance of the proposed
method, we determine how the average luma PSNR changes
in relation to packet-loss rate. Figs. 9 and 10 show that the

proposed method outperforms the NAL unit-removal method
at all the three simulated packet-loss rates. The proposed
method gains a maximum of 1.64 dB over the NAL
unit-removal method when the packet-loss rate for the 488
kbit/s stream is 5%, and this can be as high as 2.16 dB when
the packet-loss rate is 5% for the 1590 kbit/s stream. At 10%
packet-loss rate, the proposed method improves average
luma PSNR by 1.4 dB over the NAL unit-removal method at
both bit rates.

Fig. 11 shows luma PSNR against the number of frames. It
shows how luma PSNR changes for a Foreman sequence
taken from the joint sequence coded at 1590 kbit/s with 10%
packet-loss rate. The proposed method still uses the
correctly received packets of higher MGS layers in case a
lower MGS layer is lost, so the proposed method provides
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▲Figure 8. Average distortion vs. encoding rate for 10% packet-loss
rate (Joint sequence Foreman, Mobile and Akiyo).

NAL: network abstraction layer

▲Figure 9. Average distortion vs. packet-loss rate (Joint sequence
Foreman, Mobile and Akiyo, 1590 kbit/s).

NAL: network abstraction layer

▲Figure 10. Average distortion vs. packet-loss rate (Joint sequence
Foreman, Mobile and Akiyo, 488 kbit/s).

NAL: network abstraction layer

▲Figure 11. Y-PSNR between NAL unit-removal and proposed method at
10% packet-loss rate (Foreman, from the joint sequence at 1590 kbit/s).

NAL: network abstraction layer
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much better video quality than NAL unit removal.

4 Conclusion
In this paper, we have proposed a standard-compatible

MDC scheme for SVC based on combined pre-encoded
streams. This scheme is designed for video streaming
applications in error-prone environments. At the decoder, an
error-concealment method in the NAL in case that MGS is
used for the scalable extension of H.264/AVC is presented.
Experiment results show that the proposed MDC and
error-concealment methods can improve video quality in
error-prone environments. The proposed methods have low
computational complexity and require low computing power.
Hence, they are suitable for real-time scalable video
streaming.
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Visual search has been a long-standing problem in applications such as location recognition and product search. Much research has been
done on image representation, matching, indexing, and retrieval. Key component technologies for visual search have been developed, and
numerous real-world applications are emerging. To ensure application interoperability, the Moving Picture Experts Group (MPEG) has
begun standardizing visual search technologies and is developing the compact descriptors for visual search (CDVS) standard. MPEG
seeks to develop a collaborative platform for evaluating existing visual search technologies. Peking University has participated in this
standardization since the 94th MPEG meeting, and significant progress has been made with the various proposals. A test model (TM) has
been selected to determine the basic pipeline and key components of visual search. However, the first-version TM has high computational
complexity and imperfect retrieval and matching. Core experiments have therefore been set up to improve TM. In this article, we summarize
key technologies for visual search and report the progress of MPEG CDVS. We discuss Peking University’s efforts in CDVS and also
discuss unresolved issues.

visual search; mobile; visual descriptors; low bit rate; compression
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1 Visual Search
earching for a specific object in a collection of
images has been a long-standing problem with a
wide range of applications in location recognition,
scene retrieval, product search, and CD and book
cover search. Smartphones and tablets have great

potential for visual search because they have the integrated
functionality of high-resolution embedded cameras, color
displays, natural user interfaces, and 3G wireless
connections. Most existing mobile visual search systems are
deployed in a client-server architecture. The server end has a
visual search system in which image representation and
inverted index are based on a bag of words (BoW) model. In
an online search, a mobile user can take a query photo and
send it to a remote server that identifies the query image and
its related description (Fig. 1a).

Much research has been done on robust image
representation, matching, indexing, retrieval, and geometric
re-ranking. Fig. 2 shows a typical flow chart for a visual
search. Global features [1], [2] and/or local features [3]-[7]
are extracted from database images at a server. The server

looks for relevant images based on visual similarity between a
query and database images, and inverted indexing speeds
up the process (Fig. 2a). Local features are particularly
important in a visual search. Even though detecting global
features is fast and little memory is required, matching and
retrieval based on global features is often less accurate than
matching and retrieving based on local features [8]. Recently,
Chen et al. showed that a visual search using both global and
local features yields better results than using local features
only [9].

Using brute force to match query features with database
features is infeasible for large-scale databases, and a feature
index is needed to improve search efficiency (Fig. 2b) [3],
[10]-[12]. Other solutions include approximate
nearest-neighbor search, such as k-D tree [3], [10], or
locality-sensitive hashing [11], [12]. In addition, a
feature-space quantization scheme, such as k-means,
and scalable vocabulary tree [13]-[15] have been widely
used for scalable image search, in which two individual
features are considered the same word if they fall into the
same cluster.

In online search, local features in a query image are
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extracted and used to search for the local features’ nearest
neighbors based on a database of reference images.
Database images containing nearest neighbors are quickly
collected using indexing and are ranked according to a
similarity score (Fig. 2c) [13]-[15]. Finally, the top
returned images are re-ranked through geometric by
taking into account the location of local features (Fig. 2d) [14],
[16], [17].

Both academia and industry have made significant
progress on visual search, and there is now a growing
number of systems or prototypes, including Google
Goggles and Nokia Point & Find. To ensure application
interoperability, the Moving Picture Experts Group (MPEG)
has begun standardizing visual search technologies, in
particular, compact descriptors for visual search
(CDVS) [18]. CDVS is considered a core technique in
augmented reality.

In section 2, we discuss MPEG’s progress on CVDS and
Peking University’s (PKU’s) responses to the MPEG CDVS
call for proposals (CfP). We also describe the setups of
PKU’s core experiments. In section 3, we discuss compact
descriptors and related issues such as indexing, retrieval, and
geometric re-ranking. In section 4, we discuss open

problems and challenges. Section 5 concludes the paper.

2 MPEG Compact Descriptors for Visual
Search

2.1 Introduction to CDVS
Academia and industry have made progress on key

components for visual search; however, several issues still
remain [2]-[4], [13]-[15]. It is not clear, for example, how to
make visual search applications compatible across a broad
range of devices and platforms. This is one of the motivations
for MPEG CDVS standardization, which was discussed during
the first and second Workshops on Mobile Visual Search
hosted by Stanford University [19] and PKU [20], respectively.
These workshops led to a formal request being made to
MPEG for CDVS standardization and a fleshing out of CDVS
requirements.

At the 92nd to 96th MPEG meetings, CDVS experts
investigated potential applications, scope of standardization,
requirements, and evaluation framework [21]-[24]. At the 97th
MPEG meeting, the CfP was issued [25]. To ensure
interoperability, the CDVS standard aims to define the format
of compact visual descriptors as well as the pipeline for
feature extraction and search process [22].

The visual descriptors need to be robust, compact, and
easy to compute on a wide range of platforms. High matching
accuracy must be achieved at least for images of rigid,
textured objects; landmarks; and documents. Matching
should also be accurate despite partial occlusions and
changes in vantage point, camera parameters, and lighting.
To reduce the amount of information transferred from the
client end to the server end, and to alleviate query
transmission latency, the descriptor length must be
minimized. Descriptor extraction must allow adaptation of
descriptor length so that the required performance level can
be satisfied for different database. Extracting descriptors
must not be complex in terms of memory and time so that they
are deployable in most common platforms.

2.2 Evaluation Framework
Here, we summarize the CDVS evaluation framework [26],

▲Figure 1. (a) Mobile visual search pipeline. An image database and
scalable image index is maintained at the server end. A query photo is
transmitted to the remote server to identify reference images and
relevant information. (b) Image matching involves feature extraction
and feature matching.

▲Figure 2. Visual search pipeline in a client-server architecture, and
basic components of feature (a) extraction, (b) indexing, (c) matching,
and (d) re-ranking.
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which closely aligns with CDVS requirements [22]. Different
proposals is evaluated using two types of experiments:
retrieval and pairwise matching. The retrieval experiment is
done to determine descriptor performance during image
retrieval. Mean average precision (mAP) and success rate for
top matches are the evaluation criteria. The pairwise matching
experiment is done to determine the performance of
descriptors during the matching of image pairs. The
localization precision is assessed according to the
ground-truth of localization annotations. Performance is
measured by the success rate at a given false alarm rate (for
example 1%), and localization precision.

Each proposal sent to MPEG needed to show the
descriptor’s scalability, and this is done by reporting the
performances at six operating points of different query sizes:
512 bytes, 1 kB, 2 kB, 4 kB, 8 kB, and 16 kB. Interoperability
of the descriptors is also evaluated. A descriptor generated at
any of these six operating points should allow matching with
descriptors generated at any other operating point. For each
proposal, an experiment is conducted to evaluate pairwise
matching of 1 kB descriptor versus 4 kB descriptor, and 2 kB
descriptor versus 4 kB descriptor. To reduce time-related
complexity, feature extraction must not be longer than two
seconds, pairwise matching must not be longer than one
second, and retrieval must not be longer than five seconds in
a single thread the reference platform (Dell Precision
workstation 7400-E5440).

Eight datasets are collected in the CDVS evaluation
framework. These datasets are ZuBud, UKBench, Stanford,
ETRI, PKU, Telecom Italia (TI), Telecom SudParis, and
Huawei. There are 30,256 images categorized as mixed text
and graphics, paintings, frames captured from video clips,
landmarks, and common objects. Fig. 3 shows these
categories and the number of reference images. Each dataset
provides ground-truth annotation of pairs of matching and
non-matching images as well as ground-truth annotation of
query images and corresponding reference images. For
localization, the mixed text and graphics category provides
bounding boxes for each matching pair. In the retrieval
experiment, the discriminability of a descriptor is assessed
using a distractor image set containing one million images of
varying resolutions and content (collected from Flickr).

2.3 Progress on CDVS and Evidence from CDVS Research
Remarkable progress has been made at MPEG CDVS

Ad-Hoc Group meetings. At the 94th MPEG meeting, PKU
proposed an extremely compact descriptor based on a
bag-of-features histogram rather than features. This
compact descriptor provides a much higher compression rate
without serious loss of discriminability [27]-[30]. To determine
the lowest operating point for a promising visual search,
geo-tag (a kind of side information) is used to produce very
compact descriptors for visual searches of landmarks [29],

[30]. A photo collection of landmarks is first segmented
according to discrete geographical regions using a Gaussian
mixture model. Then, ranking-sensitive vocabulary boosting
is done to create a very compact codebook within each
region. When entering a new geographical region, codebooks
in the mobile device are downstream-adapted, which
ensures compactness and discriminative power. This
technique is called location-discriminative vocabulary coding
(LDVC). With only hundreds of bits per query image, LDVC
performs descriptor coding over the bag of scale-invariant
feature transform (SIFT) features [29]. Referring to such a
small number of bits, the CDVS Ad-hoc Group has
determined that 512 bytes, is the lowest point (including
space for coordinate information).

Beyond landmark search, visual statistics and rich
contextual cues at the mobile end are exploited over the
reference image database to determine multiple coding
channels [28]. A compression function is determined for each
channel. A query is first described in a high-dimensional
visual signature that is mapped to one or more channels for
further compression. The compression function within each
channel is determined according to a robust principle
component analysis (PCA) scheme, and the retrieval ranking
capability of the original signature is maintained. With
hundreds of bits, the resulting descriptor has search accuracy
that is comparable to that of the original SIFT features [28]. In
summary, PKU’s research has shown that extremely low
bit-rate descriptors (128 or 256 bits per query image1) are
possible using quantization and by establishing a small but
discriminative codebook.

At the 98th MPEG meeting, proponents of CDVS submitted
11 proposals for compact descriptors. These proposals
broadly fall into two categories. In the first category, compact
descriptors are produced by compressing local descriptors,
for example SIFT descriptors, in a data-driven or
data-independent way. Raw descriptors are first extracted
using existing techniques. Then, raw descriptors are
compressed to produce a compact descriptor. Proposals
from TI [26], PKU [31], [32], and Stanford & Aptina [33] fall
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▲Figure 3. Image categories and the number of reference images in
the corresponding CDVS evaluation dataset.

1 Extra bits for coding locations are not counted as part of the 256 or 128 bits. In the
current evaluation framework [39], each operating point refers to the length of overall
bit streams, including visual descriptors, locations, and other information.
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into this category. In the second category, distinct compact
descriptors are produced at the first stage of raw-descriptor
extraction; there is no additional and separate compression
stage. NEC’s proposal belongs to this class [34].

Both TI and PKU proposed quantizing raw SIFT descriptors
with product quantization in which quantization tables are
pre-learned on a training dataset [35], [36]. The difference
between the proposals from TI and PKU lies in how the raw
segment of a SIFT descriptor is subdivided. PKU divides a
SIFT descriptor into more segments, and each segment is
quantized with a smaller codebook. In contrast, TI divides a
SIFT descriptor into fewer segments, and each segment is
quantized by a large codebook. TI’s solution has greater
matching and retrieval accuracy than PKU’s; however,
PKU’s solution has greater localization accuracy than TI’s.
Moreover, TI’s quantization table may take up 500 MB, which
is much larger than PKU’s at approximately 10 MB.

Stanford & Aptina [33] use type coding to compress
SIFT-like descriptors. Compared with the product
quantization of TI and PKU, type coding is data-independent
and requires none of pre-learned quantization tables.
Data-independent methods usually perform worse than
data-driven methods, especially at lower operating points
such as 512 bytes and 1 KB.

NEC [34] proposed a binary descriptor created by
binarizing the histogram of quantized gradient orientations.
The pairwise matching and localization of NEC’s binary
descriptor outperforms that of TI and PKU. However, retrieval
is much worse than in other proposals at almost all operating
points and datasets. Significant degeneration in retrieval can
be attributed to severe loss of discriminative information when
there is a huge number of distractors.

After the CDVS CfP issued at the Torino meeting, a test
model under consideration (TMuC) based on product
quantization was selected at the 98th MPEG meeting in
Geneve [37]. Crucial stages such as local descriptor
extraction, feature selection, compression, and location
coding have been identified in the TMuC [37]. Fig. 4 shows
the modules and dataflow in the test model. The first two
blocks extract raw local descriptors, including a multiscale
key-point detector based on difference of Gaussian (DoG)
and a feature descriptor SIFT based on gradient-orientation
histogram. Key-point selection filters in a subset of important
key points fulfill the compactness and scalability
requirements. Product quantization compresses a SIFT

descriptor in a data-driven way, and coordinate coding
compresses key point locations. In the TMuC, SIFT is used as
local descriptors because it has excellent scale and rotation
invariance. More than 1000 key points could be detected in a
640 × 480 VGA image. To create a very compact descriptor, a
subset of useful key points is kept. The TMuC has shown that
key-point selection is critical to maintain search accuracy at
lower operating points because noise points can be filtered
out without loss of performance. The descriptor at each key
point is product quantized with pre-learnt tables. Descriptor
length can be significantly reduced; for example, in PKU’s
proposal, more than 85% of bits are saved. Feature locations
are finally compressed by quantization and context arithmetic
coding.

Several issues remain open in the first version of the TMuC.
First, quantization tables may consume up to 500 MB of
memory, which is infeasible for most mobile phones. Second,
the current TMuC is built on DoG-based interest-point
detection and raw SIFT descriptor. However, both these
techniques are patented [38]. UBC has granted both
non-exclusive and exclusive field-of-use licenses to multiple
companies. If UBC has already granted exclusive rights to
commercialize SIFT in mobiles (where most likely MPEG
CDVS would be used), the patents would prevent widespread
use of the standard and stymie competition. Fortunately,
experts have shown that the current TMuC can be enhanced
by replacing individual components with new technologies
such as alternative interest-point detector and raw local
descriptor.

2.4 Core Experiments
At the 99th MPEG meeting, six core experiments [39] were

set up to investigate
•the effects of combining local descriptors with a global

descriptor
•low memory solutions for descriptor compression
•improved feature-location compression efficiency
•key-point detection techniques to bypass intellectual

property issues
•better uncompressed (raw) local descriptors
•more efficient retrieval pipeline.
Improvements in memory use, time complexity, search

accuracy, and other aspects were verified at the 100th MPEG
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▲Figure 4. Key components in CDVS test model under consideration.

DoG: difference of Gaussian
SIFT: scale-invariant feature transform

▼Table 1. Timeline and milestones of MPEG CDVS standardization

Meeting

97th

98th

99th

100th

101st

103rd

105th

107th

Date

Jul. 2011

Dec. 2011

Feb. 2012

Apr. 2012

Jul. 2012

Jan. 2013

Jul. 2013

Feb. 2014

Milestone

Call for Proposals

Proposals Evaluated, Test Model Determined

Six Core Experiments Set up

Evaluation of Proposals

First Working Draft

Committee Draft

Draft of International Standard

Final Draft of International Standard

DoG SIFT Keypoint
Selection

Product
Quantization

Coordinate
Coding

Compact
Descriptors

Image
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meeting. Table 1 shows the timeline and milestones of
MPEG CDVS.

3 Compact Descriptors
To minimize the amount of information to be transferred,

compact descriptors are desirable. Descriptor compactness
relates to the number of local features and the size of a local
feature. Typically, each local feature consists of visual
descriptor and its location coordinates. Hence, descriptor size
is determined by the compression rates of both visual
descriptors and locations. Key-point selection is necessary to
figure out a subset of important key points (Fig. 4). Product
quantization minimizes the length of local descriptors, and
coordinate coding minimizes the length of location codes. In
the following subsections, we introduce techniques for local
descriptor compression, location coding, and key-point
selection. We also discuss PKU’s compact descriptors.

3.1 Local Descriptor Compression
Feature extraction starts by selecting key points in an

image. State-of-the-art visual search algorithms are built on
a DoG detector followed by SIFT description [3]. Such
algorithms were used (sometimes in slightly modified form) in
the CDVS proposals. To achieve low-bit-rate visual search,
SIFT descriptors and other popular descriptors, such as
sped-up robust features (SURF) [4] and PCA-SIFT [40], are
oversized. The size of hundreds of these local descriptors is
often greater than the original image size. The objective of
descriptor compression is to significantly reduce the
descriptor size without deteriorating visual discriminative
power.

In general, there are two groups of algorithms for
compressing local descriptors. Algorithms in the first group
quantize raw descriptors in a data-independent way.
Chandrasekhar et al. proposed a descriptor called
compressed histogram of gradients (CHoG), which uses
Huffman Tree, Gagie Tree [41], or type coding [42] to
compress a local feature into approximate 50 bits. Type
coding involves constructing a lattice of distributions (types),
given by

where Ki is the number of points in each lattice of a

predefined 2-D gradient partition. Thus, the probability of
these lattice distributions is

where n is the number of points within the gradient partition.
The index of the type closest to the original distribution is

then selected and transmitted [42]. Prior to type coding,
descriptors are L1-normalized so that the descriptor can be
dealt with as a probability distribution.

Algorithms in the second group work are data-driven. A
codebook to partition the descriptor space is first determined
from training data. Quantized descriptors are represented by
the nearest code word [13], [26], [28]-[32],[35]. PKU’s
proposal [31], [32], [35] and TI’s proposal [26] fall into this
category. Fig. 5 shows PKU’s descriptor compression using
product quantizing. Generally speaking, a data-driven
approach may result in better pairwise matching and retrieval
than a data-independent approach, but storing a codebook
consumes more memory.

3.1.1 PKU’s Proposal for Product Quantizing SIFT Descriptors
In product quantization, an input vector is divided into k

segments, and those segments are independently quantized
using k subquantizers [31]. Each compressed descriptor is
thus represented by k indexes comprising the nearest code
words of k segments. A less-complex quantizer qj is
associated with the j th segment of the input vector. Product
quantization is used to compress raw descriptors, given by

where hj = (hj
1, ... , hj

m ) is the histogram of the i th subsegment
of length m.

The descriptor dimension is n =m ×k. h is structured into k
parts, each having m dimensions. The vectors are
independently quantized from k parts using k subquantizers.
The size z of subquantizer dictionaries is the same. The
Cartesian representation space is given by z k. Each
subquantizer q maps an m -dimensional vector hj to

where C is a set of reproduction values cj to represent original
vector hj with dimension m. The size of the dictionaries
is z.

Quantizer quality is measured by the mean squared error

June 2012 Vol.10 No.2 ZTE COMMUNICATIONS 61

Key Technologies in Mobile Visual Search and MPEG Standardization Activities
Ling-Yu Duan, Jie Chen, Chunyu Wang, Rongrong Ji, Tiejun Huang, and Wen Gao

S pecial Topic

▲Figure 5. Product quantizing raw SIFT descriptors in a data-driven way.
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(MSE) between an input vector and its reproduction value.
Subquantizers are greedy learned by minimizing MSE using
Lloyd’s algorithm. Consequently, the compressed descriptor
is represented by a short code comprising the indexes in all
the subquantizers. However, the descriptor compression in
the TMuC is imperfect because product quantization requires
large memory to store several tables. The size of quantization
tables may reach up to 500 MB, which is unacceptable in
mobile platforms. Reducing the size of quantization tables has

been set up as a core experiment [39].

3.2 Location Coordinate Coding
Each local feature comprises a visual descriptor and

location coordinates. A visual descriptor is used to compute
visual similarity, and the location part is for geometric
verification when re-ranking returned images. Location
compression is important in low bit-rate visual search. Take,
for example, the lowest operating point of 512 bytes per query
in the CDVS evaluation framework. For a 640 × 480 VGA
image, 20 bits are needed to encode a feature’s location
without compression. For an image comprising 500 local
features, it would take about 1250 bytes to code location
coordinates, which is more than 512 bytes

Tsai et al. proposed lossy compression of feature locations
[43]. Location coordinates are quantized with a uniform
partition of the 2D location space prior to coding (Fig. 6b).
The quantized location is converted into a location histogram
comprising histogram map (Fig. 6c) and histogram count
(Fig. 6d). The histogram map comprises empty and
non-empty blocks, and the histogram count is the number of
features in each non-empty block. Different block sizes lead
to different quantization levels. The histogram map and
histogram count are coded separately with context-based
arithmetic coding. This scheme reduces bits by a factor of 2.8
compared with fixed-point representation. When run length,
quad-tree, and context-based algorithms are compared,
context-based coding performs the best, and gain
decreases as block size becomes smaller. Run-length
coding for a larger block size does not provide any gain.

Tsai’s location coding algorithm treats all features equally;
however, in real-world applications, a subset of features
could be more important for robustness and information
fidelity. Compression distortion of important features can be
reduced at the risk of increasing distortion for unimportant
features. Therefore, an importance map can be placed over
an image. Important features are quantized to finer levels, and
unimportant features are quantized to coarser levels (Fig. 7).
The definition of an importance map depends on applications.
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▲Figure 6. Coding location coordinates. (a) Spatial distribution of local
features, (b) coordinate space uniformly quantized with a 2D grid, (c)
histogram map indicating emptiness\non-emptiness of each block, and
(d) histogram counting the number of features that fall into each
non-empty block.

▲Figure 7. Coding location coordinates according to an importance
map. (a) Spatial distribution of local features. (b) The coordinate space
is divided into blocks of different sizes, and the divisions are optimized
by statistical learning. (c) Each block is assigned a unique number to
identify different locations. (d) Block identifiers are sorted and are
followed by difference-based entropy encoding.

▲Figure 8. Localization coding results for mixed datasets from
different methods.
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In our experiments, an
importance map is a Gaussian
function so that key points
near the center of the image
are emphasized. This
definition is validated in
subsequent key-point
selection experiments. These
experiments show that,
compared with Tsai’s
approach, the importance
map approach can reduce
bits by 15% without seriously
affecting performance (Fig. 8)
[44]. Location coding was one
of the core experiments at the
99th MPEG meeting.

3.3 Key-Point Selection
Selection criteria may

include a key point’s location,
peak value of DoG response,
scale, dominant orientation, or
descriptors. We conducted a
systematic study [45], and
Fig. 9 shows some results of
feature-point selection using
the following approaches:

• Sequential selection. This
involves selecting key points
continuously from top left to
bottom right.

• Spread selection. This
involves selecting key points
to maximize the spread of the points.

• Center selection. This involves selecting key points near
the image center.

• Scale selection or peak selection. This involves selecting
key points of larger scales or peak values.

• Fusion selection. This involves using a supervised
approach to combine factors for better performance. Key
points can be repeatedly detected and matched and are
regarded as stable. The stability score of a key point is the
number of images containing correctly matched points. A
RankSVM2 ranking model is trained to sort key points
according to their stability scores [46].

For operating points from 512 bytes to 16 kB, we set the

maximum number of key points to 200, 350, 450, 550, and
1000. If the number of key points in an image exceeds the
limit, this number needs to be cut down to meet the limit. Four
hundred images, including 100 objects from UKBench
dataset, were used to generate features for RankSVM training.

The fusion selection approach performs the best, but center
selection is also effective. In matching experiments, center
selection and scale selection have about 10-30% gain at 512
bytes and outperform sequential selection. The gain is less
significant when the operating point goes up to 4 kB because
there is no need to cut down the number of key points. The
performance of peak selection is comparable to that of
spread selection, with TP improved by about 5-10%.
Sequential selection performs the worst. Fusion based on
RankSVM brings about slight gain, and similar results have
been shown in retrieval experiments. However, scale
selection performs much worse than center selection.

In summary, key-point selection significantly contributes to
pairwise matching and retrieval, especially at very low
operating points. Center selection basically works well;
however, when the query object is far from the center, this
approach is poor. A solution is to combine different factors.

In our model, each key point is characterized by scale,
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▲Figure 9. (a) Retrieval and (b) matching results with different key-point selection algorithms.

▲Figure 10. Statistics that are helpful for feature selection: (a) Probability of a correct match as a function of
scale. The scale is quantized into eight levels. (b) The probability of a correct match as a function of peak value.

2 RankSVM addresses a ranking problem by formulating a classification problem. A
binary classifier is learnt in order to determine which key point is better. In training,
the goal of optimization is to minimize the average number of inversions on training
data. With the learnt model, we obtain a relative order for any pair of key points. All
key points are sorted according to minimum number of inversions (in terms of the
predicted relative orders).

In our scenario, each set of training data contains a sequence of images of the
same object, which may be shot at different viewpoints or scales. Pairwise matching
is applied, and we count how many images are correctly matched with each feature.
We use this number to estimate the feature’s importance; the larger the number, the
more important the feature. A feature’s scale, distance to center, and peak value are
concatenated to form a vector to train RankSVM.
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dominant orientation, peak value of DoG, and distance to
center. Using the training model, for each individual factor, we
estimate the probability that a feature can be matched
correctly to features in other images. Fig. 10 shows these
estimations based on scale and peak values. The probability
of a correct match increases as the scale increases within a
certain range, and this is consistent with our hand-crafted
rule. The probability decreases as the scale exceeds the limit,
and this is not taken into account in our current model.

Other models are fused with a naive Bayesian approach;
that is, probabilities for all factors are multiplied to produce a
score. Key points of higher scores are selected.

Instead of hand-crafted rules, as in [45], Gianluca et al.
[26] exploit the difference statistics for correctly and
incorrectly matched key points. The difference statistics are
consistent across various large datasets [26]. Training data
contains images from the Pasadena buildings dataset, INRIA
holidays dataset, and additional images of food labels and
Italian buildings. Training data also contains video frames
from movies. The training set is organized into a list of
pairwise matching images. Each image undergoes key-point
detection, matching, and geometric consistency check. The
actual (true or false) matched pairs of features are grouped as
inliers or outliers. Inliers are key points that have been
correctly matched, and outliers are key points that have not
been matched or have been incorrectly matched. Each
feature is labeled according to whether the feature has been
matched correctly (value 1) or not (value 0).

Key-point selection is important; however, more in-depth
work is needed on how to make optimal combinations of
factors. Key-point selection might be a core experiment in the
upcoming 100th MPEG meeting.

3.4 Global Descriptors
State-of-the-art visual search applications usually use a

BoW model based on local features. Chen et al. showed that
visual search accuracy can be improved by combining global
and local features [9]. A global feature is generated from SIFT
local descriptors. Some 190 centroids are generated by
applying k-means clustering to SIFT descriptors. Given an
image, each SIFT descriptor is quantized to its nearest
centroid. The residual between the descriptor and the
centroid is computed. For each centroid, the mean residual
between the centroid and all quantized descriptors falling to
this centroid is computed. To reduce the dimensions of

residuals, linear discriminative analysis (LDA) is applied, and
32 of the most discriminative LDA eigenvectors are retained.
The transformed values are binarized by the sign.
Experiments show that incorporating global descriptors may
improve performance, especially at lower operating points.

PKU has provided evidence that visual search accuracy
can be improved by leveraging global descriptors [47]. A
global descriptor is generated by aggregating SIFT
descriptors (Fig. 11). For a given image, a subset of SIFT key
points is selected, and each 128-D SIFT descriptor is
reduced to 64-D eigenvectors by applying PCA. A Gaussian
mixture model (GMM) with 256 Gaussians is trained using an
independent dataset. To form a global descriptor, an image is
represented as a fixed-size Fisher vector generated from the
gradient of the probability of the selected 64-D SIFT
descriptors over the mean of the learned GMM. For each
Fisher vector, PCA dimensions are reduced, and products are
quantized to encode the global feature. When a CDVS
evaluation framework is used, experiment results show that
applying global descriptors to the retrieval step and then
applying local descriptors to the re-ranking step greatly
improves performance at all operating points (Fig. 12) [47].

4 Other Issues
Feature indexing, retrieval, and geometric re-ranking may

not be included in the MEPG CDVS standard. Proper handling
of these issues will greatly improve retrieval scalability and
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mAP: mean average precision

◀Figure 11.
Global feature extraction
pipeline.

CDVS: compact descriptors for visual search
SIFT: scale-invariant feature transform

▲Figure 12. Retrieval performance using combined local and global
descriptors , and local descriptors only on a mixed dataset with 1 M
distracters.
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accuracy. For fast search, database features must be indexed
[3], [10]-[12]. There are two kinds of indexing approaches.
The first approach involves attempting to search for
approximate nearest neighbors, for example, k-D tree [3],
[10] and locality-sensitive hashing (LSH) [11], [12]. The
second approach involves a BoW model [13]-[15], and
greater speed is achieved by quantizing feature space. k-D
tree methods outperform BoW methods in terms of run time
and recognition accuracy. However, BoW methods require
much less storage space than k-D tree and LSH methods
because inverted indexing based on BoW does not require
feature vectors to be stored. LSH methods generally result in
better search accuracy than k-D tree methods but are inferior
in terms of search time (which increases sharply as the
database size increase). In the CDVS evaluation framework,
memory use is limited to 16 GB. Neither k-D tree nor LSH is
able to load the descriptors of all reference images (including
one million distractors) into 16 GB memory. The current TMuC
uses the BoW model.

In online search, local features in a query image are used to
perform nearest-neighbor search. Database images are
ranked by a scoring function that represents their visual
similarity to nearest neighbors [13]-[15]. Post-processing
can be used to verify geometric consistency within a subset of
top-ranked images [14], [16], [17], and subset images are
re-ranked accordingly. Various re-ranking algorithms have
been proposed for trading-off between accuracy and time
complexity. In [14], spatial verification is used to estimate a
transformation between a query region and each target
image. Returned images are re-ranked according to
discriminability of spatially verified visual words (inliers). In
[16], Jegou et al. propose using angle and scale to adjust the
similarity score of an image. The score decreases when a
visual word is inconsistent with transformation and increases
in the presence of consistently transformed points. Compared
with re-ranking in [14], re-ranking in [16] is much faster, but
there is a risk of higher false positive rate.

In the TMuC, the fast re-ranking algorithm in [17] is slightly
modified. Feature pairs are formed by comparing descriptor
classification paths in a scalable vocabulary tree, and a
geometric verification score is computed for these pairs. A
histogram of logarithmic distance ratios (LDRs) for pairs is
used in the TMuC. Distribution of LDRs for pairs of inliers is
different from that of LDRs of pairs of outliers, which are used
to rate geometric consistency.

5 Conclusion
In this paper, we have discussed developments in visual

search technologies. These developments include
state-of-the-art, low bit rate visual search pipeline, and
important components such as compact descriptors and
efficient image-matching and retrieval algorithms. To
facilitate interoperability between visual search applications,
MPEG has made great efforts to standardize compact
descriptors for visual search. We have reported a CDVS
evaluation framework, which is a competitive and

collaborative platform for evaluating visual search
technologies and solutions and is a benchmark for crucial
modules.

Despite significant progress on visual search within
academia and industry, a few challenges remain. The size of
visual queries transmitted from a mobile device to servers
needs to be minimized because of the bandwidth constraint
of (3G) wireless networks. Under the CDVS umbrella,
descriptor quantization [26], [27], [31], [32], [37], [41], [42],
location coding [43], [44] and key-point selection [37], [45]
have been attempted in order to produce more compact
descriptors. Approximately 90% of bits can be saved using
compact descriptors as opposed to using uncompressed
SIFT descriptors, and search performance is well maintained.
In addition, a mobile device is constrained by battery life, so
energy saving is crucial for feature extraction and
compression. Because mobile phones usually have limited
computing capability, operations on a mobile phone must not
be too complex. A core experiment that has been set up to
reduce quantization table size to less than 5 MB. Moreover,
computing DoG is also time-consuming. Aptina [48] provided
fast algorithms for key-point detection and descriptor
generation, and these algorithms are targeted at
system-on-chip (SoC) implementation. However, the
robustness of a detector still needs to be evaluated. More
importantly, the ongoing MPEG CDVS standardization has
attracted much interest from hardware manufacturers such as
Aptina, Nvidia, and STMicroelectronics.
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