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ne of the biggest technology trends in wireless
broadband, radar, sonar, and broadcasting systems is
software radio frequency processing and digital
front-end. This trend encompasses a broad range of

topics, from circuit design and signal processing to system
integration. It includes digital up-conversion (DUC) and
down-conversion (DDC), digital predistortion (DPD),
DC-offset calibration, peak-to-average power ratio (PAPR)
or crest factor reduction (CFR), pulse/noise shaping, delay
and gain imbalance compensation, numerical controlled
oscillator (NCO), and conversion between analog signals and
digital signals. Digital techniques for RF processing have
many advantages over traditional techniques in terms of
power efficiency, cost and area reduction, flexibility, and
programmability. Digital techniques allow software defined
radio to be reconfigured to support multiple standards and
multimode applications for fast time-to-market solutions.
These advantages are becoming increasingly important in
future wireless infrastructure development and deployment.
Implementing digital processing and circuits in front-end is
highly desirable but also highly challenging. Huge efforts are
required from industry, research institutes, and regulatory
authorities to bring the next generation of wireless
communication systems to fruition. Extremely stringent
requirements on bandwidth, power consumption, and
performance need to be met for future systems. It is also
necessary to say a few words about software RF terminology.
Software RF might be a pretty new concept but still
encompasses digital RF. It belongs in the software defined
radio (SDR) category but goes further, extending the SDR
frontier. Software RF means almost limitless flexibility and
scalability in the way RF signal processing is done, and digital
is necessary for software RF. Software RF will ultimately
become an operational part of SDR in coming years.

This special issue aims to stimulate and guide the
development of new and improved RF systems for wireless
communication and digital broadcasting. It aims to be a timely
and high-quality forum for scientists, engineers,

technologists, broadcasters, manufacturers, software
developers and other professionals to engage in discussion.
The call-for-papers for this special issue attracted a good
number of excellent submissions. After two-round reviews,
fourteen papers have been selected for publication in this
special issue, which is organized in two parts and will be
published in two consecutive issues in 2011.

The contents of Part I is divided into two categories. The first
consists of four papers addressing different aspects of power
amplification technologies. The second is devoted to another
interesting topic: architecture design and testing of millimeter
wave (60 GHz) wideband radio transceivers, which are mainly
based on six-port devices and related technology.

The first paper by R. Neil Braithwaite provides a
cost-effective method of measuring residual nonlinearities in
an adaptive digitally pre-distorted amplifier. This method
involves selective sampling of the amplifier output, integrated
over the input envelope range, to adapt a fourth-order
polynomial predistorter with memory correction. Simulations
show that a transmitter using the proposed method can meet
the ACLR specification. Inverse modeling of the nonlinearity is
proposed as a future extension that will reduce the cost of the
system further.

The second paper by W. Hamdane, A. B. Kouki, and F.
Gagnon proposes a novel two-branch amplification
architecture that combines baseband signal decomposition
with RF front-end optimization. The proposed system
separates the filtered modulated signals into two components
that are amplified independently then combined to regenerate
an amplified version of the original signal. A branch using an
efficient amplifier transmits a low-varying envelope signal that
contains the main part of the information. The other branch is
used to amplify the residual portion of the signal. The
baseband decomposition and RF part’s parameters are
optimized, and the optimal configuration is determined for the
best power efficiency and linearity.

In the third paper, Suranjana Julius and Anh Dinh deal with
implementation of a power amplifier (PA) linearizer for an

Advances in Digital Front-End and
Software RF Processing: Part I

Tomohisa WadaJun Fang Fa-Long Luo Mikko Valkama Serioja Ovidiu Tatu
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ETSI-SDR OFDM transmitter. This paper presents an
interesting case study on satellite digital radio application in
L-band. An adaptive linearizer is designed and implemented
on the same FPGA device. Digital predistortion is used to
correct the undesired effects of the PA on the transmitted
signal.

This thematic group ends with an excellent paper by Ruili
Wu, Jerry Lopez, Yan Li, and Donald Y.C. Lie that provides an
updated overview of design technologies for RF PAs. The
authors outline several promising design techniques for highly
efficient silicon-based RF PAs and their use in mobile
broadband wireless communications. Four important aspects
in PA design are addressed. The paper is an invaluable
source of information on new wireless standard requirements,
design methodologies, power amplification architectures, and
integrations.

Wireless applications have emerged in the 59-64 GHz ISM
band in recent years, and these have attracted increasing
interest from the IT and entertainment industries. 60 GHz
wireless local area networks (WLAN) are suited to applications
with a short range and very high data-rate, such as
high-speed home and office wireless networking, high
definition television (HDTV), and interactive HD gaming
among others. The fifth paper in Part I by Nazih Khaddaj
Mallat, Emilia Moldovan, Serioja O. Tatu, and Ke Wu describes
how advanced system simulation can be used to analyze and
validate compact, low-cost six-port transceivers for future
wireless LANs operating at millimeter-wave frequencies.
Frequency division multiplexing is used by introducing four
QPSK channels in the wireless communication link. A data
rate of about 4 Gbit/s in the 60-64 GHz unlicensed band can
be reached. Both single carrier and multicarrier architectures
are presented, and results are compared. The proposed
wireless system is potentially an excellent and efficient
candidate for millimeter-wave communication systems
operating at quasi-optical data rates.

The last paper in Part I, by D. Hammou, E. Moldovan, and S.
O. Tatu, is devoted to a new implementation of a
millimeter-wave heterodyne receiver based on six-port
technology. The six-port model is implemented in ADS
software using S parameter measurements for advanced,
realistic simulation systems of a short-range 60 GHz wireless
link. The proposed mixer is compared with a conventional
balanced millimeter-wave mixer, and some improvements are
observed in conversion loss and I/Q phase stability over the
LO and RF power range. Furthermore, the bit error rate
analysis and error vector magnitude analysis show that the
proposed architecture can be successfully used for wireless
link transmission up to 10 meters.

We would like to thank all authors for their valuable
contributions. We also express our sincere gratitude to all the
reviewers for their timely and insightful comments on all
submitted papers. It is hoped that the contents of this issue
are informative and useful from various technology and
implementation aspects. Please stay tuned for the second
part of this special issue.
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Abstract: In this paper, a reduced-cost method of measuring residual nonlinearities in an adaptive digitally predistorted amplifier is
proposed. Measurements obtained by selective sampling of the amplifier output are integrated over the input envelope range to adapt a
fourth-order polynomial predistorter with memory correction. Results for a WCDMA input with a 101 carrier configuration show that a
transmitter using the proposed method can meet the adjacent channel leakage ratio (ACLR) specification. Inverse modeling of the
nonlinearity is proposed as a future extension that will reduce the cost of the system further.

Keywords: amplifier distortion; communication system nonlinearities; power amplifier linearization

R. Neil BraithwaiteR. Neil Braithwaite
(Powerwave Technologies, Santa Ana, CA 92705, the U. S.)
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AA
1 Introduction

digital transmitter used in
wireless communication
applications comprises several
stages, including a digital

baseband, digital-to-analog converter
(DAC), modulator, and power amplifier
(PA). An efficient PA often has a
nonlinear gain that varies as a function
of the input signal envelope. As a result,
a linearization method is required to
compensate for undesired
nonlinearities.

Digital predistortion (DPD) involves
introducing a nonlinear gain function
into the digital transmission path that
opposes nonlinearities in the modulator
and PA stages. Adaptive DPD
measures the residual nonlinearity of
the predistorted transmitter and adjusts
the DPD coefficients to reduce
distortion in the output signal. The
measurement circuitry, referred to as
the observation path, includes
down-conversion and digitization of
the PA output signal and typically
comprises demodulator and

analog-to-digital converter (ADC)
stages. The block diagram of a typical
transmitter, including adaptive DPD, is
shown in Fig. 1.

An inherent problem with adaptive
linearization is that the measurement
system cannot distinguish distortion
generated by nonlinearities in the
transmitter from distortion induced by
data acquisition components in the
observation path. Thus, the observation
path must be significantly more linear
than the desired linearity of the

transmitter. It must also have sufficient
dynamic range to avoid degrading the
output spectral mask. As a result, the
measurement circuitry used is often
expensive.

As an example of the contribution of
the observation path to transmitter cost,
ADC can be considered. The price of
an ADC increases with the sampling
rate and resolution. A typical zero-IF
observation path for a multicarrier
WCDMA [1] signal uses two 14 bit
ADCs sampled at 122.88 MHz [2]. If the

ADC: analog-to-digital converter
DAC: digital-to-analog converter
DPD: digital predistortion

LO: local oscillator
PA: power amplifier

Figure 1.▶
Block diagram of a

typical transmitter with
adaptive DPD,
including an

observation path for
measuring the PA

output signal.

DPD D
A
C

XCoef.
Estimator

X PA
x (K )

xDPD (K )

yo (K )

xRF (t ) yRF (t )

LO

LO

b

Observation
Path

A
D
C

4



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

Special Topic Adaptation of a Digitally Predistorted RF Amplifier Using Selective Sampling

R. Neil Braithwaite

September 2011 Vol.9 No.3ZTE COMMUNICATIONS04

number of ADCs was reduced to one,
the resolution reduced to 8 bits, and the
sample rate reduced to 32 MHz,
ADC-related costs would drop by a
factor of 25 [3].

An inexpensive approach for
measuring nonlinearities in a digital
transmitter is shown in [4]. In this
approach, a known calibration signal is
transmitted with an
amplitude-modulated (AM)
component. The AM component excites
the nonlinear modes of the PA to
generate distortion. In contrast, the
measurement circuit contains a
cancellation loop that reduces AM
variations so that the signal amplitude is
nearly constant. Thus, the distortion
generated within the measurement
circuit is minimal. The dynamic range of
the measured signal at the ADC is also
reduced. As a result, the requirements
of the data acquisition components are
relaxed, and the cost of the adaptive
system is reduced. The drawback of [4]
is that the measurements must be
made offline because of the use of a
calibration signal.

It is preferable to optimize the system
adaptively based on measurements
made while transmitting the actual
signal. In section 2, a WCDMA signal is
sampled selectively to create a probing
signal that highlights nonlinear modes
of the transmitter. The probing signal
allows for online adaptation of the
digital predistorter. Section 3 describes
the coefficient estimation module,
which includes a recursive integration
method for a 4th order predistorter.
Memory compensation is discussed in
section 4, and linearization results for a
WCDMA signal are given in section 5.
Section 6 describes inverse modeling
of the nonlinearity as a future
extension.

This paper is an extension of [5], a
conference paper titled
“Measurement and correction of
residual nonlinearities in a digitally
predistorted power amplifier,”by the
author, which appeared in the
proceedings of the 2010 75th ARFTG
Microwave Measurement Conference
©IEEE. The remainder of the
introduction includes a brief review of
past DPD work done by other

researchers.

1.1 Digital Predistortion Background
The predistorted baseband signal for

the digital transmitter in Fig.1 is

where GDPD is the predistortion gain
and a nonlinear function of χ . The
predistorted baseband signal is
up-converted to produce an RF signal

where hDAC{ } is a reconstruction filter
used in the digital-to-analog
conversion (not shown in Fig. 1), and
ωLO(t ) is the LO frequency. The output
of the PA is

where GPA is the gain of the PA and a
nonlinear function of ( χRF ).

Memoryless nonlinearities are often
described using AM-AM and
AM-phase modulated (PM) curves
where the amplitude and phase
components of the gain are plotted as a
function of the input envelope. The gain
curves produced by the DPD module
are represented using a polynomial
function of order N:

where bn are complex DPD
coefficients. The gain of the
predistorted transmitter, which is the
combination of the DPD and PA
nonlinearities, is also represented by a
polynomial:

where G 0 is the desired (linear) gain
of the transmitter, and a n are complex
values referred to as residual
memoryless coefficients. Estimates of
the residual nonlinearity a n are used to
update the DPD coefficients bn in an
iterative manner, that is,

b (i+1)=b(i )-α·[(a0-1) a1 a2 a3]T, (6)

where ( )T indicates transpose
b(i )= [b0 b1 b2 b3]T at iteration i, and
0<α <1. The iterative sequence (6) has
converged when
a = [a0 a1 a2 a3]T = [1 0 0 0]T.

The standard approach to measuring
the residual nonlinearities (shown in
Fig. 1) is to capture the signal from the
PA output, down-convert and digitize it
to produce an observation signal yo(k ),
then compute the coefficients a n that
minimize [2],[6],[7]

where BFn is a gain basis function
and a nonlinear function of χ (k ). For
the memoryless case, the gain basis
functions are defined by

In general, the observation signal
yo (k ) is corrupted by nonlinearities
within two paths: the transmitter path
from χ (k ) to yRF (t ), and the observation
path from yRF (t ) to yo (k ). The DPD is
intended to compensate for the former.
Any nonlinearity in the observation path
offsets the steady-state DPD
coefficients b and degrades the
adjacent channel leakage ratio (ACLR)
measured at yRF (t ). Thus, the
observation path in Fig. 1 must be
significantly more linear than the
desired linearity of the transmitter. The
observation path should also minimize
other impairments, such as
demodulator imbalance, LO phase
noise, and quantization noise.

Up to this point, only memoryless PA
nonlinearities have been considered.
Nonlinear memory is often modeled
using delayed digital samples of the
input signal. For example, the gain
basis functions for a discrete Volterra
series would be

where τl are integer sample offsets,
v is an index, and ( )* is complex
conjugate. In general, the number of
basis functions in a Volterra series is too
large to be practical. As a result,
pruned versions are typically used
[8]-[10]. A popular pruned basis
function set is

which is referred to as a memory
polynomial [6],[7],[11],[12]. Memory
polynomials are also implemented by

J =Σ yo(k )-G 0·Σ an·BFn (k )·χ (k ) 2, (7)
k

N-1

n=0

χDPD (k ) =GDPD ( χ )·χ (k ), (1)

χRF (t ) =hDAC {χDPD (k )}·exp(j·ωLO·t ), (2)

yRF (t ) =GPA( χRF )·χRF (t ), (3)

GDPD ( χ )= Σ bn·χ n, (4)
N -1

n = 0

G trans ( χ ) =GPA ( χRF )·GDPD ( χ )

=G 0·Σ a n·χ n (5)
N -1

n = 0

BFn = χ (k ) n. (8)

BFv =χ (k-τ1)···χ (k-τl)·χ *(k-τ l+1)···
χ *(k-τ2l) , (9)

BFv (k )= χ (k-τ ) n, (10)

5
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delaying the distortion modes as
opposed to delaying the gain
component only. This produces
predistorted waveforms that are a
weighted sum of χ (k-τ) nχ (k-τ)
instead of χ (k-τ) nχ (k ). Other memory
models use delayed samples from both
the input χ (k ) and output χDPD (k ) of the
predistorter, where the latter forms a
feedback loop around a nonlinear
kernel. An example using feedback
within an artificial neural network can be
found in [13].

While both the pruned Volterra series
and artificial neural network models
discernably improve distortion
cancellation, memory models based on
delayed or fed-back digital samples
are not compatible with the
measurement approach proposed in
section 2. The compatible memory
model described in section 4 is based
on derivatives of the input envelope
δ χ /δt, instead of delayed samples
χ (k-τ) . This model is shown in section
5 to improve ACLR performance over
the memoryless DPD model presented
in [5].

2 Measurement Approach
A new approach to measuring

transmitter nonlinearities, suitable for
WCDMA signals, is proposed here. The
motivation is to replace the standard
observation path shown in Fig. 1 with
something much cheaper. To achieve
this goal, the required linearity, dynamic
range, and sampling rate of the

observation path must be reduced. In
the standard approach, the WCDMA
output signal is captured directly;
however, the sampling rate must be
several multiples of the Nyquist rate to
measure the out-of-band distortion
without aliasing [14]. In addition, a large
dynamic range is needed in the
standard approach to measure
distortion below an ACLR2 level of
-50 dBc [1] from a signal with a large
peak-to-average power ratio (PAPR),
on the order of 7.2 dB.

The proposed approach involves
creating a probing signal, similar to the
one used in [4], that is extracted from a
subset of the sampled WCDMA input
signal. This selectively sampled
probing signal has a lower PAPR and
sampling rate than the WCDMA signal.
The proposed measurement circuitry
reduces the PAPR of the probing signal
further, to almost 0 dB, using a
cancellation bridge. As a result, the
observation path requires far lower
linearity, dynamic range, and sampling
rate than the standard approach,
allowing cost to be reduced.

It is possible to transform the
complex input signal χ (k ) into

where both λ(k ) and θ (k ) vary with
time, and ρ is a constant. This
transformation χ (k )=f {ρ, λ(k ), θ (k )} is
similar to a conversion from rectangular
to polar coordinates, except that the
origin is offset by the constant ρ.
Equation (11) is an exact transformation
that converts the signal into a form that
makes the selective sampling,
described below, easier to implement.

Consider a subset of the input
samples χ (k )=f {ρ, λ(k ), θ (k )}, where λo

is a constant. This subset can be
viewed as a selective sampling process
where a circle within the I-Q space is
chosen. An example for a WCDMA
signal is shown in Fig. 2. The circular
trajectory is specified as a function of
the angle θ (Fig. 3). The trajectory is
used as a probing signal to highlight
nonlinearities within the transmitter,
which appear as elliptical deformations
in the RF output yRF (t ) (Fig. 3). In a
typical implementation, several probing
signals with different ρ values are
tested. These probing signals create
circles at various power levels within
the I-Q space, although only one
circular trajectory is shown in Fig. 2.

Elliptical trajectories at the output are
caused by slopes in the gain of the
transmitter. Deformations of the circular
trajectory due to slopes in the AM-AM
(center) and AM-PM (right) curves
occur along the horizontal and 45
degree axes, respectively.

The deformation of the circular
trajectory provides information about
the nonlinear gain of the transmitter
around the output operating point
Goρχ LO (t ). Any slope in the gain curves

Special TopicAdaptation of a Digitally Predistorted RF Amplifier Using Selective Sampling

R. Neil Braithwaite

◀Figure 2.
Selective sampling
extracts the desired
probing signal (blue circle)
from the WCDMA signal
(green cloud).

▲Figure 3. Baseband input and RF output signals, selectively sampled.
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δGtrans /δ χ creates an elliptical
trajectory at the PA output. For
example, a downward slope in the
AM-AM curve, δGtrans /δ χ , compresses
the circle along the horizontal axis, as
shown in Fig. 3 (center). A slope in the
AM-PM curve, δarg {Gtrans}/δ χ , shears
the circle, thereby compressing or
expanding the output trajectory along
the 45 degree axis, as shown in Fig. 3
(right). Thus, a complex measurement
of the nonlinear gain at a specific power
level is extracted from elliptical
deformations of the circular trajectory.

The deformation in the circular
trajectory is measured using a bridge
circuit comprising a cancellation loop
and a square law detector (Fig. 4). The
cancellation loop output is

εRF (t ) =G0
-1·yRF (t )-ρ·xLO (t ), (12)

where

xLO (t ) = exp(j·ωLO·t ). (13)

The AM component within the
measurement system is minimized by
the cancellation loop. With the AM
component removed, the nonlinear
modes of the measurement system are
not stimulated, and the dynamic range
of the detector output signal, γdet = εRF

2,
is reduced (for the selected samples
where λ = λo).

The selective sampling module,
shown in Fig. 4 following the detector,
contains a sample/hold circuit and an
ADC. The sample/hold captures
detector values γdet corresponding to
time instants ts when λ = λo. The
cancellation loop and selective
sampling reduce the resolution and

sampling rate required of the ADC,
allowing for the use of lower cost
components. Cost is discussed further
at the end of this section.

The selectively sampled output of the
detector

γdet (θ (ts)) = εRF (ts ) 2 (14)

is specified as a function of θ. If the
cancellation loop is balanced and the
transmitter is linear, the selectively
sampled signal γdet (θ ) is constant as a
function of θ. Misalignment of the
cancellation loop creates a first
harmonic variation as a function of θ.
Nonlinear gain (elliptical deformation) in
the transmitter creates second
harmonic variations. These three cases
are shown in Fig. 5.

Although the use of harmonics of
γdet (θ ) for measuring nonlinearities is
believed to be new (outside of the
author’s previous work [4],[5]), Cavers
used similar first and second harmonics
in [15] to measure the offsets and
imbalances in modulator circuits for the
special case of χ (k ) =λoexp( jθ (k )) (no
cancellation loop). The author
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◀Figure 4.
A transmitter using
an RF cancellation
loop, detector, and
selective sampling to
measure residual
nonlinearities.

Figure 5. ▶
The selectively

sampled outputs of the
detector in three cases.

D
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χDPDχ(k )
χDPD (k )

χLO (t )
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εRF(t )

γdet (t )
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Sampling

0 2π

γdet

θ
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Re{εRF }

Im{εRF }

Cancellation loop Detector

0 2π
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0 2π
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•
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(a) The selected samples (λ=λo ) of the detector output γdet (θ) = |εRF |2 are
constant when the transmitter is linear and the cancellation loop is aligned.

(b) Misalignment of the cancellation loop causes a first harmonic
variation of detected signal γdet (θ) as a function of θ.

(c) Nonlinearities in the transmitter cause second harmonic variations of γdet (θ).

χRF (t )

Selective sampling uses a sample/hold and ADC to capture γdet (θ ) when λ=λo.

ADC: analog-to-digital converter
DAC: digital-to-analog converter

DPD: digital predistortion
PA: power amplifier

AM-PM AM-AM

AM: amplitude-modulated PM: phase-modulated
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recommends reading [15] to obtain a
better understanding of the proposed
technique.

A compact method of representing
selective samples of the detected
signal γdet (θ (k )) is to accumulate the
measurements within look-up-tables
(LUTs). LUTs of the accumulated zero,
first, and second-order moments of
γdet (θ (k )), denoted by L0, L1, and L2,
respectively, are

L 0(θi)=Σβi(k ) (15)

L1(θi ) =Σβi (k )·γdet (θ (k )) (16)

L2(θi ) = Σβi (k )·[γdet (θ (k ))]2, (17)

where i is the bin index and the
quantization of θ is

The mean and variance of γdet for
bin i are

and

respectively. The first and second
harmonics of γdet (θ ) are measured by
demodulating the mean LUT as a
function of θ. The demodulated signal
becomes

where the first and second harmonics
correspond to m=1 and m=2,
respectively. Memoryless
measurements (Гθ, Г2θ) are obtained for
each value of ρ tested.

To show the cost savings of the
proposed measurement approach, the
approach is compared to the standard
observation path. A zero-IF
observation path used in [2] is chosen
as the bench mark. It uses two 14 bit
ADCs sampled at 122.88 MHz to
measure a two-carrier WCDMA signal
with a 101 carrier configuration and
captures the output signal in a 16 K
sample buffer. In contrast, only one
ADC is needed for the proposed
approach, and the measurements are
stored in LUTs L 0, L 1, and L 2. Each LUT

has 64 bins for a total storage of
192 bins. The dynamic range required
by the proposed approach is negligible
because of the circular probing signal
and the cancellation loop. However, it
will be assumed that an 8-bit ADC is
used.

The ADC sampling rate for the
proposed approach depends on how
the selective sampling module in Fig. 4
is implemented. If sampling
asynchronously (when λ =λo), then the
sample/hold must be placed before the
ADC. The required sampling rate for the
ADC is determined by the inverse of the
minimum time between selective
samples. Because samples can be
ignored, the sampling period can be
made arbitrarily long, limited primarily
by the maximum hold time of the
sample/hold device. Thus, it is possible
to reduce the sampling rate below
1 MHz to allow the use of an ADC that is
integrated within a micro-controller
(part of the estimation module).

An alternative implementation is to
apply the ADC before the sample/hold
(which becomes a digital interpolation).
The detected output is sampled at
about twice the Nyquist rate of the
WCDMA signal so that the time instants
ts when λ =λo can be interpolated
accurately. Because the Nyquist rate
for the 101 WCDMA signal is around
15 MHz, the ADC with 32 MHz sample
rate (mentioned in the introduction)
would be sufficient. As mentioned in the
introduction, reduction in sampling rate,
resolution, and number of ADCs
reduces the cost by a factor of 25 over
the bench mark system.

The drawback of the proposed
approach is that the acquisition time
needed to measure the nonlinearity and
adapt the DPD is increased compared
to the standard approach. This is due to
the slower accumulation of samples
within the selective sampling process
and, as discussed in section 3, the fact
that measurements are serially
obtained from several ρ values in order
to estimate the DPD coefficients.
However, in the standard approach,
16 K sample blocks are captured
infrequently, and large blocks of
incoming data between captures are
ignored to reduce the DSP

requirements in the estimation module.
In addition, it is possible to speed up
the proposed approach using parallel
measurement circuits with different ρ
values, at an increased cost. There is a
trade-off between cost and acquisition
speed in both the proposed and
standard approaches.

It is worth noting that Cavers used
both a detector-based observation
path (similar to the proposed approach)
and the standard over-sampled
observation path in [15] so that the
errors in the modulator and
demodulator could be measured
independently. This is an example
where it is more important to have
several different measurement methods
available rather than debate the relative
merits of the individual methods used in
isolation.

3 Coefficient Estimation
This section describes the estimation

of the DPD coefficients b from the
memoryless measurements (Гθ, Г2θ).

The relationship between (Гθ, Г2θ) and
the residual memoryless coefficients a
in (5), for the case of N = 4, is
approximated by

where

The residual memoryless coefficients
a are used to update the DPD
coefficients b, as shown in (6).
However, only two measurements
(Гθ, Г2θ) are available for a given value of
ρ. It is necessary to integrate
measurements from several values of ρ
to estimate all four DPD coefficients.

A set of recursive equations [16] is
used to update the DPD coefficients b.
Measurements (Гθ, Г2θ) from several
values of ρ are combined using
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k

k

k

1 when θ (k )-θi < ,λ=λo
π

Nbinsβi(k )= (18)
0 otherwise.

E [γdet (θi )] = (19)L1(θi )
L0(θi )

σ 2(θi ) = , (20)L2(θi )·L0(θi )-[L1(θi )]2

[L0(θi )] 2

Гmθ = ·Σ E[γdet(θi)]·exp(-j·m·θi), (21)1
Nbins

Nbins

i=1

[ ]M = (23)
ρ2λo

0
ρ3c0λo

ρ3c0c1λo

ρ4λo

ρ 4λo
2

ρ5c0λo

ρ5c0λo(c1+λo)

[c 0 c 1]= 1+λo
2 (24)0.5λo

1+λo
2[ ]

[ ]M·[(a0*-1) a1* a 2* a 3*]T≈ , (22)Гθ

Г2θ

Ki =Si·M H·[M·Si·M H+Ri ]-1 (25)

b(i +1)= b(i ) -Ki *·[Гθ Г2θ]H (26)

Si +1 = (I 4x4-Ki·M )·Si +Qi , (27)
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where ( )H is conjugate transpose,
b(0) = [1 0 0 0]T, S 0 = 2I4x4, Ri = 0.0001
I2x2, and Qi = 0.0002 I4x4. The matrix Si is
the error covariance of b. Experiments
show that it is beneficial to reset Si to S 0

after a few cycles of the ρ set while
retaining the current estimate of b. This
is likely due to the approximation used
for the matrix M in (23), which assumes
that [a0 a1 a2 a3] ≈ [1 0 0 0].

The estimation module would be
implemented, typically, in a
micro-controller because the amount
of computation needed to convert
(Гθ, Г2θ) into coefficient updates using
(23)-(27) is modest. In contrast, the
standard approach for estimating
coefficients involves auto- and
cross-correlations of the gain basis
functions (truncated to 16 K samples)
and the cross-correlations of the output
capture with the gain basis functions.
These correlations are often computed
using a high performance DSP chip. In
general, micro-controllers are less
expensive than DSP chips.

4 Memory Compensation
This section discusses memory

compensation within the DPD module,
including how to measure the PA
memory using a cancellation bridge
and selective sampling (as was done in
section 2 for the memoryless case). In
general, it is desirable to use the lowest
order DPD model that makes it possible
to meet the WCDMA specifications.
That is, if the memoryless DPD is
adequate, it can be used. However, if
additional correction is required, the
gain model can be extended to include
memory correction.

Although it is possible to model
memory using a pruned Volterra series
based on delayed digital samples of
the input signal, such an approach
does not allow for selective sampling. A
compatible approach defines the
nonlinear gain as a function of χ and
􀆟χ /􀆟t, both of which are referenced to
the time sample ts when λ = λ0. One
possible model for the DPD gain is

where sp are DPD coefficients
associated with the memory correction,
P is the polynomial order of the
memory, and hω{} is a bandpass filter
used to limit the high frequency noise.
The gain model for the predistorted
transmitter is

where rp are coefficients associated
with the memory component of the
residual nonlinearity.

Residual PA memory is measured
using a cancellation loop, detector, and
selective sampling (Fig. 4). The
selective sampling in this case
produces time-aligned triples
(θ, hω{􀆟χ /􀆟t },γdet ) at each sample
instant ts. This allows the detector
output to be expressed as a function of
two variables, γdet (θ, 􀆟χ /􀆟t ).

The separable form of (28) allows the
DPD coefficients to be estimated using
two sets of LUTs: the memoryless LUTs
defined in (15) and (16), and memory
LUTs defined in (31) and (32). A new
measure of the memory is needed,
which is

where γ0 is the expected value of γdet

(average radius of the circle formed by
the selectively sampled points), δ is a
small constant used to prevent a divide
by zero, and hω(k ) is the filtered
derivative hω{􀆟χ /􀆟t } sampled at time k.
The numerator in (30) measures the
correlation of the detector output γdet

with the filtered derivative hω{􀆟χ /􀆟t }.
The subsequent estimation and update
of the memory DPD coefficients
minimizes the correlation.

The accumulated LUTs used for the
memory estimation are

L0,􀆟|χ |(θi )=Σβi (k )·hω (k ) 2 (31)

and

L1,􀆟|x |(θi )=Σ βi (k )·[γdet (k )-γ0]·hω(k ). (32)

The mean LUT is

which provides an estimate of (30) as

a function of θi . Using the mean LUT,
the demodulated signal becomes

Memory measurements (ψθ, ψ 2θ) are
obtained for each value of ρ tested.

As in the memoryless case, memory
measurements (ψθ, ψ 2θ) are integrated
over several values of ρ. The
relationship between (ψθ, ψ 2θ) and the
residual memory coefficients r, for the
case of P = 4, is approximated by

where M is the same matrix defined
in (23). The memory coefficients of the
DPD gain in (28) are updated using

s (i +1) =s (i )-α·[r0 r1 r2 r3]T, (36)

where s (i ) = [s0 s1 s2 s3]T for the
iteration i.

The estimations of the memoryless
and memory DPD coefficients b and s
are decoupled in this implementation.
Decoupling does not impact the
convergence when E [hω{􀆟χ /􀆟t }] = 0
for each angle θi of the selectively
sampled input signal. This is a
reasonable assumption for a WCDMA
signal. It is recommended that the
memoryless coefficients be adapted
first, in isolation, because the
uncorrected memoryless distortion
tends to be larger than the
memory-related distortion. Both
components are adapted concurrently
once the residual memoryless
nonlinearity is reduced to a level
comparable to the memory component.

The number of basis functions in the
memory model can be adjusted using
the polynomial order P. In most cases,
the order of the memory is less than the
order of the memoryless nonlinearity,
that is, P <N. In such cases, a subset of
the matrix M is used in (35). If needed,
the size of the memory model can be
increased without increasing the
polynomial order P by using a set of
filtered derivatives, hω (n ){􀆟χ /􀆟t }, that
have different frequency responses.
Separate memory measurements
(ψθ, ψ 2θ)|ω (n) could be obtained for each
filter hω (n ) and used to estimate
additional memory coefficients, s ω (n).
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ψ (k)= (30)[γdet(k )-γ0]·hω(k )
hω(k ) 2+ δ 2

k

k

E [ψ (θi )]= , (33)L1,􀆟|x |(θi )
L0,􀆟|x |(θi )

Ψmθ= ·Σ E [ψ (θi )]·exp(-j·m·θi ). (34)1
Nbins

Nbins

i =1

M·[r0* r1* r2* r3*]T≈ , (35)ψθ

ψ 2θ[ ]

{ }
( )GDPD χ , = Σ bn·χ n􀆟χ

􀆟t
N-1

n=0

+hω ·Σ sp·χ p,􀆟χ
􀆟t

P-1

p=0

(28)

{ }
( )Gtrans χ , = Σ an·χ n􀆟χ

􀆟t
N-1

n=0

+hω ·Σ rp·χ
p,

􀆟χ
􀆟t

P-1

p=0

(29)
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Assuming that the number of filters
used is Nh, the total number of memory
basis functions available becomes NhP.
Incorporating more filters hω (n) into the
DPD model in (28) is similar to
expanding the memory depth of a
memory polynomial.

The DPD model in (28) is designed to
be compatible with the proposed
measurement system and the selective
sampling process. It is based on
filtered derivatives of χ instead of
delayed values of χ . However, the
difference between a derivative and a
delay is minor in practice. For example,
hτ {􀆟χ /􀆟t } can be approximated by
χ (t-τT ) - χ (t +τT ) , where T is the
sampling period. Thus, the basis
functions have the form
BFv = χ (t-τT ) * χ (t ) n-1, which is similar
to the memory polynomial shown in
(10). The memory depth of this
representation can be made large and
expressive, like the memory polynomial,
but there is no value in exceeding what
is needed.

At this point the question might be
asked“Which is better?”, the DPD
model in (28) or the pruned Volterra
models in (9) and (10)? This question is
misguided. When selecting the basis
function set, it is important to remember
that the goal of linearization is to meet
the WCDMA specification, and there is
no prize for destroying the ACLR
specification by 10 dB. In fact, excess
margin is money wasted [17].

The DPD module is often
implemented in an FPGA. The cost of
an FPGA, in general, is related to the
number of multipliers used. Thus, to
minimize the multiplier usage and
reduce cost, the smallest basis function
set that meets the WCDMA
specification should be used.

5 Results
A proof of concept can verify that a

polynomial predistorter tuned using
selective samples of a WCDMA signal
will converge. It can also estimate the
ACLR performance of the proposed
transmitter.

The author has a library of PA
characterizations, without linearization,
that comprise digitized data captures of

input and output signals. A class
AB-biased amplifier driven by a
two-carrier WCDMA signal is chosen
for the proof of concept. The WCDMA
signal has a 101 carrier configuration
and is crest factor reduced to a
peak-to-average power ratio (PAPR)
of 7.2 dB. The RF output power and
center frequency of the PA are
45.3 dBm and 2.14 GHz, respectively.
The sample rate used in the input and
output data captures is 122.88 MHz.
The data captures are 614,400 samples
long and time-aligned to remove the
delay between the input signal and the
linear component of the output signal.
The synchronized data captures of the
PA input and output signals are
denoted by χ (k ) and yo (k ),
respectively. These are used to
compute the gain of the PA model,
GPA. Note that yo (k ) denotes the
digitized data capture of the actual
uncorrected PA output signal whereas
y (k ) is used to denote the simulated
predistorted PA output signal
computed using GPAχDPD (k ).

The PA gain GPA and the input data
capture χ (k ) are used in a Matlab
simulation of the digital transmitter to
demonstrate the convergence of the
DPD algorithm. The structure of the
transmitter is shown in Fig. 6. The
memoryless portion of GPA is
represented as AM-AM and AM-PM
LUTs. The LUT representation was
chosen for the PA gain so that any
modeling errors would differ from those

associated with the polynomial gain
models used in the digital predistortion.
GPA is augmented by a memory
component estimated from the output
capture yo using a least square
technique, similar to (7) (see [2], [6], or
[7] for details). Once the algorithm has
converged, the steady-state value of
the DPD gain function GDPD provides
an estimate of the inverse nonlinear
gain needed to linearize the PA.

The ACLR results from the Matlab
simulation, based on y (k ) = GPAχDPD (k ),
are optimistic because noise and some
nonlinear behaviors from the actual PA
are not modeled. In contrast, the output
capture yo (k ) contains noise and
intermodulation (IMD) products
generated by the actual PA. As a result,
the actual ACLR performance can be
estimated by linearizing the output data
capture yo (k ) using the inverse PA gain
function (GDPD); that is, y (k ) = GDPD yo (k ).
Although this is not the same as
predistortion, the difference in ACLR
performance resulting from commuting
GDPD and GPA is minimal for mild
nonlinearities [9].

The memoryless and memory DPD
coefficient estimations are performed
independently as decoupled
processes. The memoryless adaptation
is performed initially in isolation to
reduce the residual nonlinearity. After
this, both the memoryless and memory
adaptations are performed concurrently.

Let us begin with the estimation of the
memoryless portion of the DPD gain in
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Figure 6. ▶
A Matlab simulation of
the digital transmitter

and selective sampling
process is used to
demonstrate the

convergence of the DPD
algorithm. Memory

correction is included in
the simulation but is not

shown above.
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(28), which has four coefficients (N =4).
In order to estimate all of the
coefficients, several values of ρ are
selected, ρ= [0.5, 0.8, 1.1, 1.4], and
tested sequentially. For a given value of
ρ , the signals y (k ) and γdet (k ) are
computed for the current setting of the
DPD module GDPD. A value for λo is
chosen (λo = 0.35), and selective
sampling is applied to determine the
sampling instants t s where λ = λo .
Corresponding values of θ (t s) and
γdet (t s) are sampled. The best method
for determining ts is to interpolate χ (k )
to localize the instants when χ (k )
crosses the circle defined by (ρ, λo).
However, for ease of implementation
using Matlab, the signal χ (k ) is
up-sampled by a factor of 4, and

samples are selected if χ (k ) is within
0.025λo of the (ρ, λo) circle. θ (t s) and
γdet (t s) are accumulated in LUTs in (15)
and (16), from which E [γdet (θi )] is
computed using (19), then
demodulated using (21) for m=[1, 2] to
produce the memoryless
measurements Гθ and Г2θ.

Fig. 7 shows the AM-AM and
AM-PM curves for the uncorrected and
predistorted PA models. The
measurement system and the recursive
(25)-(27) produce steady-state DPD
coefficients b that flatten the AM-AM
and AM-PM curves as desired over the
input envelope range where the
probability density function (PDF) of |x|
has its highest density.

The class AB-biased amplifier
requires some memory correction to
ensure that the worst case ACLR of the
transmitter passes the WCDMA
specification with at least 3 dB of
margin (for manufacturing tolerances).
The memory model chosen comprises
one term, s 0. From (28), where N = 4
and P =1, the DPD gain becomes

A weighted average of the memory
measurements ψθ from the four ρ values
is used to update the memory
coefficient s 0, that is,

where ρj = [0.5, 0.8, 1.1, 1.4], ψθ,j is
the memory measurement ψθ obtained
for ρj , α <1, and wj is a weight defined
by

That is, the weight used for each ρj is
determined by the minimum bin value
of the L 0,d |χ | LUT used in the memory
estimation (31). Note that ρ 2λo in (38)
corresponds with M (1,1) in (23).

Fig. 8 shows the output spectra for
three cases: the original output capture
yo(k ), the predistorted memory PA
model y(k ) =G PAχDPD(k ), and the output

[ ]j =0

3

s0(i+1)=s0(i )-α· Σwj·ψθ,j·[ρj
2λo]-1 *, (38)
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◀Figure 7.
AM-AM and AM-PM
curves for the uncorrected
and predistorted PA models
(From [5]©2010 IEEE).

◀Figure 8.
WCDMA output spectra of
the original output capture
yo (no linearization), the
converged predistorted
transmitter model
y = GPAxDPD (Matlab
simulation), and the
linearized output capture
y = GDPDyo.
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{ }
( )GDPD χ , = Σ bn·χ n􀆟χ

􀆟t
3

n=0

+hω ·s 0.􀆟χ
􀆟t

(37)

▼Table 1. ACLR for Various Output Spectra

ACLR: adjacent channel leakage ratio

Output Spectrum

Output Capture, yo (Uncorrected)

Predistorted Model, y = GPAχDPD

Linearized Output Capture, GDPDyo

WCDMA Specification [ 1 ]

ACLR1 (dBc)

Lower

-41.1

-57.1

-52.2

< -45

Upper

-40.3

-57.2

-51.5

< -45

ACLR2 (dBc)

Lower

-39.0

-57.6

-53.4

< -50

Upper

-37.5

-58.1

-53.4

< -50
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capture linearized using the converged
value of GDPD, that is, y(k ) = GDPDyo(k ).
Table 1 contains the ACLR
measurements.

Comparing the uncorrected capture
yo(k ) and predistorted memory results
y(k )= G PAxDPD(k ), the steady-state DPD
coefficients reduce the ACLR2 by
18.6 dB to -57.6 dBc. This is well below
the WCDMA specification of -50 dBc.
This result validates the memory
measurement and shows that the
coefficient estimation converges. It also
validates the implementation of the
memoryless and memory coefficient
estimations as decoupled processes.
The ACLR measurements are optimistic
because they are based on a simulated
model of the PA.

The estimate of the actual ACLR
performance is obtained from the
linearized output capture GDPDyo (k ) and
is shown in Table 1. The ACLR2 values
pass the WCDMA specification with
3.4 dB of margin, as desired. Thus, the
basis function set (N =4, P =1) used to
form the memory DPD (37) provides
sufficient linearization of the PA for a
101 WCDMA input signal. The basis
function set in (37) is a compact
representation (low number of
coefficients) allowing the DPD module
to be implemented in a smaller FPGA
than would be possible if a pruned
Volterra series with a large memory
depth was chosen for the DPD model.

6 Future Extension
A future extension of the DPD

approach includes the use of inverse
modeling. In this alternative
implementation, the inverse nonlinearity
of the transmitter is computed by using
the output of the detector γdet to control

the selective sampling. The sampling
instances ts are selected when
γdet (ts) =γo. The precision required by
the measurement system is reduced
because the detector output at the
selectively sampled instants ts is
constant by definition. For example, a
single bit comparator can be used to
control the sampling, where the sample
times ts are indicated by changes in the
output state of the comparator. The
elliptical deformations associated with
residual nonlinearities appear in the
selected input samples χ (ts) and result
in a time-varying value of λ(ts), as
shown in Fig. 9(a).

The selected samples of χ (ts ) are
used to compute ( ρ, λ, θ ). The
measurement LUTs are created based
on (θ, λ) instead of (θ, γdet ). The LUT
capturing the first-order moment of λ
(instead of γdet ) as a function of
quantized values of θ is

L1λ (θi ) = Σ βi (k ; γ0)·λ(k ), (40)

where the sampling and quantization
are defined by

The mean of λ for bin i is

The demodulated signal for the
inverse nonlinearity becomes

The integration of the measurements
uses the same equations as the
previous implementation in (25)-(27),
except that the sign of the coefficient
update is reversed.

The nonlinear gain of the transmitter
is indicated by an elliptical trajectory at
the input, instead of the output as
shown in Fig. 3.

7 Conclusion
A method has been proposed where

selective sampling of a WCDMA signal
is used to obtain a probing signal that
highlights nonlinearities within a
transmitter. The measurement circuitry
comprises a cancellation loop,
detector, sample/hold, and an ADC.
The cancellation loop and selective
sampling reduce the linearity,
resolution, and sampling rate required
of the ADC. LUTs defined by (15) and
(16) provide a compact representation
of the detected signal γ det(θ ), reducing
the storage requirements compared
with an over-sampled capture of the
PA output signal. A DPD model with
memory correction that is compatible
with the proposed measurement
system has been presented. Results
show that a compact DPD model can
linearize a class AB biased PA
sufficiently to meet the ACLR
specifications for a 101 WCDMA input
signal. The approach reduces the cost
of the observation path, estimation
module, and DPD module compared to
a standard transmitter with DPD based
on a pruned Volterra series with a large
memory depth and adapted using
output captures based on
over-sampled data.
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◀Figure 9.
Baseband input and
RF output signals for
the inverse model.

k

1 when θ (k )-θi < ,γdet =γo
βi(k;γo)= . (41)

0 otherwise

π
Nbins

E [λ(θi )] = . (42)L1λ (θi )
L0 (θi )

Гmθ= ·Σ E [λ (θi )]·exp(-j·m·θi ). (43)1
Nbins

Nbins

i =1
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ZTE, Telkom Kenya-Orange Announce Nation’s Fastest
Commercial HSPA+ Network

September 8, 2011, Shenzhen-ZTE
Corporation, a publicly-listed global
provider of telecommunications
equipment and network solutions, and
its partner, Telkom Kenya-Orange,
launched Kenya’s fastest HSPA+
network, based on Uni-RAN, in
Nairobi. The network allows Kenyans
to access high-speed wireless
Internet with a download speed of up
to 21 Mbps. The launch was attended
by Kenyan President Mwai Kibaki and
more than 200 guests.

The newly developed network
greatly improves user experience,
dramatically reduces OPEX, and can
evolve to LTE. The joint project reflects
the combination of flexible and
efficient networking. As part of the
agreement, ZTE provided Telkom
Kenya-Orange with Uni-RAN-based
all-IP solutions. The platform was then
used to build a unified 2G/3G mobile
network for the operator.

In December 2007, France

Telecom, the world’s fourth largest
telecom company, acquired a
51 percent stake in Telkom Kenya.
The Kenyan government has the
remaining stake. France Telecom was
granted a license to operate 3G in
Kenya in 2010.

At the press conference, Telkom
Kenya-Orange CEO, Mickael
Ghossein, said, “We are committed to
creating a fresh wireless lifestyle for
Kenyans. The advanced HSPA+
network built in partnership with China’
s leading communications firm, ZTE,
will provide access service of the
highest quality to users and will
increase productivity.”
“To help Telkom Kenya-Orange

fulfill growing market demand for
reliable mobile application services,
we provided them with world-class
telecom technologies and effective
solutions with the lowest TCO in the
industry,” said Xu Chengrong, CEO of
ZTE Kenya. “We are committed to the

industry and provide our clients with
robust telecom solutions and reliable
technologies that can be used to
seamlessly upgrade their networks.
This enables them to develop
value-added services for their
customers. We intend to further
strengthen our R&D efforts and
develop more customized solutions to
boost network service quality.”

ZTE produces leading Uni-RAN
technology, and has made
breakthroughs in high-end markets,
including markets in Europe. The
company has deployed several
LTE/HSPA networks in Germany and
Belgium by cooperating with KPN; in
Hungary and Montenegro by
cooperating with Telenor; in Portugal
by cooperating with Optimus; and in
Sweden by cooperating with H3G.
ZTE’s Uni-RAN technology is
becoming a core solution in the mobile
broadband era and a key source of
profit for operators. (ZTE Corporation)
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Abstract: This paper proposes a new two-branch amplification architecture that combines baseband signal decomposition with RF
front-end optimization. In the proposed architecture, the filtered modulated signals are separated into two components that are then
amplified independently and combined to regenerate an amplified version of the original signal. A branch with an efficient amplifier
transmits a low-varying envelope signal that contains the main part of the information. Another branch amplifies the residual portion of the
signal. The baseband decomposition and parameters of the RF part are optimized to find the configuration that gives the best power
efficiency and linearity. For M-ary quadrature amplitude modulation (M-QAM) signals, this technique is limited in terms of power
efficiency. However, for filtered continuous phase modulation (CPM) signals, especially for minimum shift keying (MSK) and Gaussian MSK
(GMSK) signals, high power efficiency can be achieved with no significant impact on the overall linearity. The results show that this
technique gives better performance than the single-ended class-B amplifier.

Keywords: CPM modulation; M-QAM; RF power amplifiers; DC-RF efficiency; linearity; crest factor; shaping filters

W. Hamdane, A. B. Kouki, and F. GagnonW. Hamdane, A. B. Kouki, and F. Gagnon
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A New Two-Branch Amplification
Architecture and its Application
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1 Introduction
he design of new wireless
transmitters is becoming more
complex as demand on spectral
resources increases and

available power for wireless terminals
becomes limited. The amount of band
occupied by the modulation scheme
must be as small as possible in order to
accommodate many channels in a
given band. For this reason, complex
modulation schemes such as M-ary
quadrature amplitude modulation
(M-QAM) (M up to 256) and M-ary
phase shift keying (M-PSK) modulation
have been proposed [1], [2]. These
modulations are spectrally efficient,
especially with baseband filtering such
as root raised cosine filtering (RRCF).
However, the resulting filtered signals
have very high peaks, which are
problematic for the power amplifier (PA)
stage. To achieve linear amplification

with acceptable power efficiency, many
approaches have been proposed
[3]-[10]. In one approach, single
branch amplification, typically a
class-AB or class-B amplifier, is used
to reduce power consumption. A
linearization stage, such as digital
predistortion [3]-[5], is generally
needed with such topology to achieve
good linearity and meet linearity
requirements. Another approach is to
use multibranch schemes [6]-[10],
which are more complex but offer
greater flexibility. The feed-forward
technique [6] is very linear, especially
for large-bandwidth signaling, but is
not power efficient. Linear amplification
with nonlinear components (LINC)
[7]-[10], based on outphasing, is
another solution. LINC is inefficient in
terms of high crest factor signals, which
measure the ratio of peak to average
power.

Modulations with constant

amplitude, such as continuous phase
modulation (CPM) [2], [11]-[14] have
also been developed. The information
is carried in the signal’s phase, which
is shaped with different types of
windows for smooth phase transitions.
These modulations have constant
amplitude, and efficient non-linear
amplifiers can be used, which makes
CPM attractive. However, the spectral
efficiency of this modulation depends
on signal characteristics such as phase
shaping and modulation index [2], [11]
and is generally quantized in terms of
out-of-band radiation, that is, at the
side-lobe level. Unfortunately,
spectrally efficient CPM signals,
particularly those with low modulation
index, have degraded bit error rate
(BER) performance and require
complex receiver architecture [2], [11].
Pulse-shaping CPM signals can
therefore be considered. However, the
constant envelope property is lost, and

TT
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the design of a linear, power-efficient
transmitter arises as a new issue.

In this paper, we propose a new
two-branch amplification architecture
that combines digital signal processing
and RF front-end optimization. In
section 2, we give a detailed
description of the transmitter and the
motivations for using a two-branch
structure. The signal decomposition
technique and overall power efficiency
are also presented. In section 3, we
investigate the use of this system with
digitally modulated signals such as
M-QAM and filtered CPM. In section 4,
we discuss the performance of the
proposed architecture and compare it
with a single-ended class-B PA.
Concluding remarks are given in
section 5.

2 Proposed Two-Branch
Amplification System
Using a baseband-shaping filter for

digital modulations is unavoidable
because it limits the amount of band
occupied by the transmitted signal and
eliminates inter-symbol interference
(ISI) according to the Nyquist criteria
[2]. However, baseband-shaping filters
increase the signal crest factor, which
directly impacts efficiency in the
amplification stage. For example, a
quadrature phase-shift keying (QPSK)
signal has a constant amplitude. When
filtered with an RRCF filter that has a
roll-off (αrc) of 0.2, the crest factor of the
signal can rise up to 5 dB. For a 16QAM
signal, the crest factor increases from
2.5 dB for a non-filtered constellation to
around 7 dB with the same RRCF
(Table 1).

In both cases, the amount of
spectrum occupied by the transmitted
signal is greatly reduced by filtering.
But this comes at expense of a
dramatic increase in envelope variation.

Using single-ended amplifiers
generally requires high back-off levels
in order to maintain acceptable
linearity, and these high back-off levels
reduce power efficiency. Therefore, to
improve efficiency while ensuring good
linearity, we propose a new
two-branch amplification system. This
system is based on a special
decomposition of the filtered input
signal. First, the decomposition is
applied in baseband, and then
specifications of the RF front-end are
determined. This entails specifying the
output combining structure and power
handling capabilities (P1dB and gain) of
the amplifiers that are needed in each
branch. Therefore, the amplifiers and
output combiner must be designed
specifically to meet the established
specifications.

2.1 Signal Decomposition
The filtered output of a digitally

modulated signal is denoted by h(t ). It
is decomposed in baseband into two
different signals, m(t ) and r (t ), which
have desired power properties and are
amplified by optimized amplifiers. m(t )
is the main signal, has a constant or
low-varying envelope, and carries the
main part of the information. r (t ) is the
remaining part of h (t ). Geometrically,
this can be represented as a projection
of the vector h (t ) on the chosen region
for m(t ) followed by a calculation of
r (t ). The placement of the projection
region is denoted by γ, the ratio of
average power of m(t ) to average
power of r (t ). γ impacts the power
levels in both branches and the ratio
between these power levels. This ratio,
in turn, determines the characteristics
and performance of the required
amplifiers. The optimal choice of γ is a
function of the probability density
function (PDF) distribution of h (t ) and
should be such that the difference

between the average powers in both
paths is minimal.

2.2 RF Front-End Architecture
The decomposed signal must be

amplified and combined using the RF
transmitter front-end depicted in Fig 1.
The RF transmitter front-end consists
of two PAs (main and auxiliary
amplifiers) and a directional coupler.
The main amplifier generates a
high-power output signal and should
be a highly efficient class-B, C or F
amplifier [15]-[17]. Because the input
signal has a low-varying envelope, a
non-linear power-efficient amplifier
can be used without introducing
significant distortion into the main
signal component. The auxiliary
amplifier amplifies the low-power
residual signal. This amplifier must be
sufficiently linear to keep the overall
system linear. Then, a directional
coupler is used to sum the outputs of
both amplifiers and generate an
amplified version of the filtered signal. A
directional coupler is a four-port device
typically realized in microstrip or
stripline technology by closely spaced
transmission lines [6].

The parameters of this architecture
are as follows:
Input parameters

m (t ) input signal of the main amplifier
r (t ) input signal of the auxiliary amplifier
P in_main average power of the main signal
P in_aux average power of the residual signal
γ ratio of the average power of the main

signal to the average power of the
residual signal

Δm (t ) crest factor of the main signal
Δr (t ) crest factor of the residual signal

Amplification stage parameters
α insertion loss of the coupler
β power coupling coefficient
g main main amplifier’s gain
g aux auxiliary amplifier’s gain
P DC_main DC power of main amplifier
P DC_aux DC power of auxiliary amplifier
η main main amplifier power efficiency
η aux auxiliary amplifier power efficiency
Pout_main average output power of the main

amplifier
Pout_aux average output power of the auxiliary

amplifier
P1dB(A main)P1dB of the main amplifier

▼Table 1. Impact of shaping filter on the crest factor

QAM: quadrature amplitude modulation QPSK: quadrature phase-shift keying

No Filter Used

αrc

Crest Factor (dB)

QPSK

0

0.2

5

0

0.35

3.7

0

0.5

3.1

16QAM

2.5

0.2

7.6

2.5

0.35

6.2

2.5

0.5

5.5
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P1dB(A res) P1dB of the auxiliary amplifier
The input parameters for the

amplification stage are obtained after
optimization has been done in the
signal decomposition stage. The
amplification stage parameters are the
parameters for both amplifiers and the
directional coupler. Based on the
architecture in Fig. 1, we can write the
following equations:

The total output power of the
amplification system, Pout, is given by:

The coupler’s parameters satisfy the
following equation [6]:

For perfect linearity, the two paths
must be balanced and must have the
same gain. This condition can be
mathematically expressed as

With the system parameters
established, it is possible to determine

the ratio P1dB(A main) to P1dB(A res) and the
global power efficiency of the proposed
amplification architecture. After
mathematical simplification (Appendix
A), the final expression of the ratio
P1dB(A main) to P1dB(A res), denoted as χ , is

Based on χ, it is possible to predict
the potential use of this technique with
a given signal. As shown in (7), this
parameter depends only on the signal
envelope statistics and the coupler
parameters. The global efficiency is
expressed as

The power efficiency of the
amplification system is then a function
of the power efficiency of the two
amplifiers, the coupler parameters, and
the ratio of the average powers of both
signals. For a given set of amplifiers,
fixed η main and η aux, and a given signal,
fixed γ, the optimal efficiency depends
solely on the choice of the coupler. A
very low coupling coefficient leads to a
highly inefficient auxiliary PA. Too much

coupling leads to considerable loss in
the main path.

In the next section, we discuss the
use of this amplification technique with
different input signals. Based on χ, it is
possible to determine whether the
system will be power efficient with a
given signal or not.

3 Use of The Proposed
Amplifier with Various
Signals

3.1 The Case of M-QAM Signals
The first step in determining the

suitability of this technique for the
signals of interest is to decompose the
signals and calculate all obtained
parameters, particularly γ, Δm (t ), and
Δm (t ). Then, χ for different coupling
coefficients is calculated, which allows
us to determine whether there is a
potential gain when using this
technique. For M-QAM signals, we
focus on the QPSK and 16QAM
modulations. For the QPSK, the main
signal corresponds to its mean value
m (t ). r (t ) is the vectorial difference
between m (t ) and h (t ). For the 16QAM
signal, we project h (t ) onto the region
centered by its mean value and reduce
the crest factor of m (t ) to around
2.5 dB, the crest factor of the
non-filtered 16QAM signal. Again, r (t )
is the vectorial difference between m (t )
and h (t ). This operation is performed
for different α rc. The statistics for each
signal component are given in Table 2.
The crest factor of r (t ) is very high, and
this increases the power requirements
on the residual amplifier, particularly in
QPSK modulation.
χ can be plotted using these

component statistics for varying
coupling factors, and Fig. 2 confirms
the above observations. Depending on
the constellation and the value of α rc , a
high χ is obtained for a coupling factor
order of -3 dB or less. This implies that
around half the power generated by the
main amplifier is used to compensate
for the coupler loss. The high crest
factor of r (t ) imposes a high P1dB on the
auxiliary amplifier, in the order of the
main amplifier. This technique,
accordingly, is not power efficient with
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LO: local oscillator

▲Figure 1. Amplification system model.

γ = (1)Pin_main

Pin_aux

ηglobal = . (8)
αηmain(1+ )1

γ
αηmain

(1-α)γηaux
1+

▼Table 2. QPSK and 16QAM decomposed signal dynamics

QAM: quadrature amplitude modulation QPSK: quadrature phase-shift keying

αrc

Δh (t ): (dB)

Δm (t ): (dB)

Δr (t ): (dB)

γ: (dB)

QPSK

0.2

5

0

10.9

10.9

0.35

3.7

0

11.3

11.3

0.5

3.1

0

11.7

11.7

16QAM

0.2

7.6

2.5

15.2

16.0

0.35

6.2

2.5

12.7

16.2

0.5

5.5

2.5

12.7

16.2

LO

Up-Conversion gmain

m (t )

Up-Conversion g aux

r (t )

α

βClass B, C, F

Class A, AB, B

h (t )

Signal
Decomposition

Combination
Coupler

Pout_main =P in_main·g main (2)
and

Pout_aux=P in_aux·g aux . (3)

Pout=αP out_main+βPout_aux. (4)

g mainα=βg aux. (6)

α =1-β. (5)

χ = = . (7)P1dB(A main)
P1dB(A res)

γΔm(t ) β
Δr (t ) α

γ
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such signals.

3.2 CPM Modulation: The Impact of
Filtering CPM Modulations on
Spectral Efficiency and BER

CPM modulation is a class of phase
modulation that has been widely used
in wireless communication systems
such as GSM [13], [14]. The expression
of the CPM signal is

where fc is the carrier frequency, φ 0 is
the initial phase, E is the symbol
energy, T is the symbol duration, and
φ (t,I ) is the time-varying phase of the
carrier. The time-varying is defined as

where θn is the accumulation of all
symbols up to time (n-1)T, h is the
modulation index, and q(t ) is the
integration of some pulse g(τ), that is,

The modulation order M, the value of
h, and the pulse type directly impact
the spectral characteristics of the
resulting signal and its detection
performance [11]. Small values of h
result in CPM signals that occupy a
small amount of bandwidth but have
poor detection. Compared to
rectangular pulses, smoother pulses,
such as Gaussian pulses, improve
spectral efficiency at the expense of
receiver detection. In this paper, we

consider binary CPM where h is 0.5.
When g(τ ) is rectangular, the
corresponding modulation is called
minimum shift keying (MSK). When g(τ )
is Gaussian, the obtained signal
corresponds to the Gaussian MSK
(GMSK) modulation, which has a more
compact spectrum with good error
detection.

Both signals have constant amplitude
according. This enables the use of
highly efficient amplifiers such as
class-C or F and makes this type of
modulation very attractive. However,
the amount of bandwidth occupied is
relatively high in terms of fractional
out-of-band radiation (Fig. 3). To
reduce the amount of bandwidth
occupied, we introduce RRC filtering
with αrc set to 0.35. For both signals, the
side lobes are dramatically attenuated,
increasing spectral efficiency (Fig. 3).
The resulting change in signal dynamic,

expressed in terms of crest factor, is
relatively small:
Δh(t )= 0.62 for MSK and Δh(t ) = 0.77
for GMSK. The phase transitions in time
are too small. Thus, when these signals
are filtered, the output signal
trajectories stay close to the unity circle,
resulting in a small added amplitude
modulation. A finite peak-to-peak
variation is obtained and does not
exceed 2.1 dB.

One issue with the filtered CPM
modulations is the impact of RRC
filtering on system-level performance.
To study this impact, we constructed a
complete MATLAB/Simulink model of a
wireless link using filtered modulation
over an additive white Gaussian noise
(AWGN) channel. On the receiver side,
we used a matched RRC filter
combined with coherent demodulators
available in the Simulink library. There is
no differential pre-coding, and we use
a coherent direct demodulator with
maximum likelihood detector. We
conducted several simulations of the
constructed model to evaluate BER vs.
Eb /N0 of the filtered MSK/GMSK signal
over an AWGN channel. The results of
these simulations with GMSK
modulation are shown in Fig. 4.

There is no significant degradation
because a matched RRCF filter is used
at the receiver side. ISI is then largely
reduced, and the signal is correctly
demodulated. Similar results are
obtained with the MSK signal. Given the
better occupation of spectrum, good
BER, and low signal dynamic, the
filtered MSK-based modulated signal
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◀Figure 2.
χ vs. coupling factor β (QPSK
and 16QAM).

S (t ) = cos(2πfct +φ (t,I )+φ 0), (9)2E
T

φ (t ) =2πh a iq (t-iT )
=θn +2πha nq (t-nT ), (10)

Σ
n

-∞

q(t )= g(τ)dτ . (11)∫t

0

Figure 3. ▶
Power spectral density

(PSD) of MSK and filtered
MSK signals.
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is worth considering.

3.3 Application of the Proposed
Amplifier to the Filtered CPM
Modulation

To determine the performance of the
proposed amplification architecture, we
use the MATALB/Simulink model
previously developed and add a
baseband model for the RF front-end.
We decompose the filtered
MSK-based signals. Table 3 shows the
dynamics for the residual signal as well
as the difference in average power
between both branches.

The very high γ can be explained by
the level of side lobes for each
modulation. As a result, the overall
efficiency is expected to be higher in
this case. Although the crest factor of
the residual signals is considerably
high, it is much lower than in QPSK. χ is
then plotted against the coupling factor
for both considered signals (Fig. 5). For
a coupling level of -8 dB, χ is around
15 for GMSK and around 10 dB for
MSK. In comparison purpose, for the
same coupling level with QPSK signal,
χ was -7. This implies that this
architecture is perfectly suitable for this
type of signals. In the next section, we
study the power efficiency of the

system fed with these signals.

4 Architecture Performance
with Filtered CPM Signals
In this section, we consider the

amplification of filtered MSK-based
signals and its impact on transmitter
power efficiency and linearity. We have
considered several amplifiers for the
residual signal r (t ), each
corresponding to an amplification
class. The main amplifier is assumed to
be a 100% efficient class-C or class-F
amplifier. For each secondary amplifier,

we compute power efficiency, optimal
coupler coefficients, overall efficiency,
and the system linearity.

4.1 Single Branch Class-B Amplification
The first intuitive amplification

architecture proposed is a
single-branch system. Because the
input signal has a varying envelope, a
class-C amplifier with low conduction
angle and high power efficiency causes
clipping and is therefore inappropriate.
By contrast, a class-B amplifier has a
conduction angle of 180°, allowing the
entire signal to be amplified. Such an
amplifier can be used for the filtered
MSK signal. In this paper, we consider
a realistic class-B amplifier designed
with MRF9060—a 900 MHz Freescale
laterally diffused metal oxide
semiconductor (LDMOS) transistor.
Fig. 6 shows the simulated output
power and efficiency of the class-B
amplifier versus input power.

This PA has a peak output power of
49 dBm and DC-RF efficiency of 65%.
A model of this amplifier is implemented
in Simulink for the three MSK filtered
signals. For each signal, we compute
the average power efficiency, and
linearity expressed in terms of adjacent
channel power ratio (ACPR) for different
back-off levels. The results of these
simulations are summarized in Table 4.
When the PA is operated at its
saturation point, it is highly efficient but
has poor linearity. Higher efficiency is
obtained for GMSK because the PAR is
lower than in MSK. As the input
back-off is increased, linearity is
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◀Figure 4.
BER vs. Eb/N0 for GMSK and
filtered GMSK in an AWGN
channel.

▼Table 3. Signal decomposition

MSK

GMSK

Δh (t ) (dB)

0.62

0.77

Δr (t ) (dB)

8.7

8.4

γ (dB)

25.94

30.90

Entire Dynamic (dB)

1.23

2.1

Figure 5. ▶
χ vs. coupling factor β

(MSK and GMSK).
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improved at the cost of power
efficiency. Very low ACPR is obtained at
a back-off level of 3 dB. These results
give a realistic idea of the performance
that can be expected from a
single-ended PA and will be used as a
reference for a subsequent comparison
with the proposed two-branch
amplification system.

4.2 Amplification of the Residual Signal:
Class-AB

Class-AB is an intermediate class
between classes A and B. It has better
linearity than class-B but lower
efficiency. We use a
measurements-based model of a 45 W
peak Motorola MRF21045 base station
amplifier [18]. The amplifier’s DC-RF
conversion efficiency and power gain
are shown in Fig. 7.

Gain varies rapidly around the point
of maximum efficiency, and this affects
the linearity of the system. Therefore,
when assessing the system’s

efficiency, linearity also needs to be
considered. We use three input power
levels (30 dBm, 32 dBm, and 35 dBm)
and compute the average efficiency of
the class-AB amplifier, assuming that
the main amplifier is 100% efficient. We
then evaluate the overall efficiency for
each signal as a function of the
coupling factor β. For a given γ and

η aux (8), optimizing the overall efficiency
is equivalent to optimizing the coupler
coefficients. For both signals, we
calculate the auxiliary amplifier
efficiency, the optimal coupler, and the
corresponding optimal overall
efficiency. To evaluate linearity, we
calculate the resulting ACPR. Table 5
summarizes the optimal configuration
performance and gives the output
signal linearity expressed as ACPR.

For both signals, we have
comparable second amplifier
efficiency. However, because GMSK
has a higher γ, it also has a higher
overall efficiency. Efficiency can reach
around 87% when the class-AB
amplifier is in deep saturation. Overall
efficiency of 79.5% can be achieved
with the MSK signal. In terms of
linearity, this architecture ensures high
performance. Distortions are lower
than -52 dBc below the carrier level for
MSK and -62 dBc below the carrier
level for GMSK. Therefore, using a
class-AB amplifier substantially
increases efficiency without
significantly affecting linearity.

4.3 Amplification of the Residual Signal:
Class-B

Given the excellent linearity of the
class-AB amplifier, further efficiency
within an acceptable margin of linearity
can be achieved using a more efficient
amplification class, such as class-B.
Taking the same amplifier used in the
single-ended case, we carried out the
same simulations as in the previous
study. With full power and three
back-off levels (1 dB, 2 dB, and 3 dB),
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▼Table 4. Drain efficiency and ACPR for a single-ended class-B amplifier

Back-Off (dB)

0

1

2

3

Performance

Efficiency (%)

ACPR (dBc)

Efficiency (%)

ACPR (dBc)

Efficiency (%)

ACPR (dBc)

Efficiency (%)

ACPR (dBc)

Signal Type

GMSK

64.42

-40.9

62.17

-43.4

58.34

-50.7

53.20

-62.7

MSK

64.03

-34.3

61.48

-37.9

57.46

-45.9

52.29

-50.4

Figure 7.▶
DC-RF conversion efficiency

and power gain of the
MRF21045 amplifier.
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the power efficiency, optimal coupler,
and linearity (expressed as ACPR) are
as shown in Table 6. When power
efficiency of the class-B amplifier is
higher than that of the class-AB,
optimal global efficiency is improved.
Maximum power efficiency is around
89% for filtered GMSK and 82% for
filtered MSK when the class-B amplifier
is at full power. An average increase in
power efficiency of 2.5% is then

obtained compared to the same
architecture with a class-AB amplifier.
There is almost no impact on linearity.
At worst, ACPR does not exceed -51
dBc, compared to -52 dBc with a
class-AB amplifier. These excellent
linearity levels can be explained as
follows: The nonlinearity of the auxiliary
amplifier affects only a small portion of
the residual signal, which has a gain
variation close to saturation. This

distortion occurs at -γ dB (γ > 25 dB)
below the main branch that carries the
most important part of the information.
Consequently, even when a class-B
amplifier (more non-linear than
class-AB) is used, linearity is
maintained at a high level.

4.4 Considerations for Practical
Implementation: Impact of Branch
Imbalance on System Linearity

In this paragraph, we discuss the
practical implementation issues that
arise from non-ideal components in the
proposed amplification architecture. In
two-branch amplification systems,
such as LINC and Feed-forward,
non-ideal components cause
imbalance between the two branches.
This imbalance, in turn, leads to a
non-ideal combination of both signal
components and results in deteriorated
linearity. Imbalances can be caused by
transistor aging, temperature,
dissimilarity in the up-conversion
blocs, and combiner imperfections. To
determine the impact of branch
imbalance on linearity in the proposed
architecture, we use the filtered MSK
signal, which is more sensitive to
non-linearities. The class-B amplifier
without back-off is used in the second
branch. We successively introduce
phase imbalance, denoted by ΔΦ {0°,
2.5°, 5°}, and/or gain imbalance,
denoted by ΔΦ {0 dB, 0.25 dB, 0.5 dB},
and calculate the ACPR for each
scenario. A positive ΔΦ means that the
phase of the main branch is larger than
that of the second branch and vice
versa. Similarly, positive ΔG means that
the gain of the main branch is larger
than that of the second branch and vice
versa. For negative ΔG, the auxiliary
class-B amplifier is used in a deeper
compression, and lower overall linearity
is expected. The results of these
simulations are given in Table 7. An
ideal case where ΔG = 0 and ΔΦ = 0 is
the reference. The results show the
impact of branch imbalance on system
linearity. ACPR is degraded in all
cases, and the threshold of -45 dBc is
exceeded only when ΔG = -0.5 dB for
all ΔΦ values (highlighted). The effect
of phase variation is the same whether
ΔΦ is positive or negative, whereas the
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▼Table 6. Architecture performance after optimization with a class-B amplifier
in the residual branch

Auxiliary PA Efficiency (%)

Optimal Coupling Factor (dB)

Optimal Global Efficiency (%)

ACPR (dBc)

Signal Type

GMSK

MSK

GMSK

MSK

GMSK

MSK

GMSK

MSK

Back-off of the Auxiliary PA (dB)

0

22.73

24.09

-12.5

-10.4

89.11

82.42

-61.8

-51.4

1

20.16

21.23

12.2

-10

88.5

81.44

-63.1

-52.9

2

17.74

18.60

-12

-9.8

87.8

80.33

-63.8

-53.0

3

15.52

16.22

-11.7

-9.6

87

79.17

-64.5

-54.1

▼Table 7. ACPR (dBc) vs. phase and gain variation

ΔΦ

0

2.5°

-2.5°

5°

-5°

ΔG (dB)

0

-52.6

-51

-51

-48.1

-48.1

0.25

-51.8

-50.7

-51.7

-47.6

-47.6

-0.25

-47.4

-46.8

-46.8

-45.4

-45.4

0.5

-51.2

-49.1

-49.1

-47.7

-47.7

-0.5

-43.8

-43.5

-43.5

-42.7

-42.7

ACPR: adjacent channel power ratio
GMSK: Gaussian MSK

MSK: minimum shift keying
PA: power amplifier

Auxiliary PA Efficiency (%)

Optimal Coupling Factor (dB)

Optimal Global Efficiency (%)

ACPR (dBc)

Signal Type

GMSK

MSK

GMSK

MSK

GMSK

MSK

GMSK

MSK

Class-AB Amplifier Operation Level (dBm)

30

8.08

8.42

-10.4

-8.3

82.67

72.7

-64.5

-53.6

32

10.75

11.2

-10.9

-8.8

84.71

75.6

-64

-53.4

35

16.0

16.7

-11.7

-9.6

87.2

79.5

-62.1

-52

▼Table 5. Architecture performance after optimization with a class-AB amplifier
in the residual branch

ACPR: adjacent channel power ratio
GMSK: Gaussian MSK

MSK: minimum shift keying
PA: power amplifier
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positivity or negativity of ΔG directly
impacts the amount of linearity
degradation. This behavior is due to
dissymmetry in gain between the
branches. For positive ΔG, the signal of
the main branch is uniformly amplified
by that amount of gain. Uniform
distortion is introduced into the system’
s output signal, leading to low ACPR
degradation. However, for negative ΔG,
the auxiliary amplifier is excited at its
compression region, and an increase in
gain in the second branch amplifies
both the linearly amplified portion of the
residual signal (exciting the PA at its
linear region) and the distorted portion
of the residual signal (exciting the PA at

its linear region) causing additional
distortion. The resulting ACPR for that
case is higher. The problem of branch
imbalance is well known, and digital
predistortion techniques [4], [5] can be
used to correct it, as in LINC amplifiers
[19], [20].

4.5 Comparison of Architectures
Here, we summarize the results

obtained with the single ended class-B
amplifier and the new two-branch
technique. We previously supposed
that the main amplifier was 100%
efficient. However, in reality such
efficiency cannot be achieved. To
determine the efficiency of the
proposed architecture with realistic
amplifiers in the main branch, we
evaluate the sensitivity of the system’s
global efficiency to the efficiency of the
main amplifier. We compute the global
efficiency for different efficiencies of the
main PA using a class-B auxiliary
amplifier. In Fig. 8, we present these
results and include the efficiency of the
single-branch class-B. Compared to
the reference (a single-ended class-B
amplifier), the new architecture
performs better even when the
efficiency of the main amplifier is not
100%. For GMSK, the main amplifier
only needs to be about 72% efficient to
outperform the single-ended class-B
amplifier with excellent linearity. The
main amplifier needs to be 77%
efficient for the filtered MSK. In recent

literature, drain efficiencies of up to
83% have been reached with class-F
amplifiers [16], [17]. With such
amplifiers, the proposed architecture
outperforms the class-B single-ended
amplifier by almost 10% for GMSK
signals and 7% for MSK signals. When
linearity is taken into account, the
proposed architecture becomes even
more attractive. Highest efficiency with
the single-ended class-B amplifier is
reached when the amplifier is operated
at full power, but linearity is poor, and
ACPR is around -34 dBc for the MSK
signal. To meet more stringent ACPR
specifications, the PA must operate with
sufficient back-off, which lowers power
efficiency.

5 Conclusion
This paper presents a new

two-branch amplification system
combined with appropriate baseband
signal decomposition. A main amplifier
is fed with a signal that has a crest
factor lower than the original filtered
signal and an auxiliary amplifier with a
low power signal that carries the rest of
the information. A signal decomposition
technique and RF front-end
optimization have been presented. For
M-QAM signals, this technique is, at
best, similar to a balanced structure.
However, with filtered CPM
modulations, the newly obtained
transmitter offers improved power
efficiency of up to 10% compared to a
single-ended class-B amplifier using
realistic amplifier models. A more
compact CPM spectrum is also
obtained, with no significant reduction
in BER performance. Linearity was also
shown to be excellent and largely
outperforms the class-B amplifier, and
branch imbalance does not significantly
impact system linearity. This technique
is currently being trialed with filtered
CPM signals. A comparison of this
technique for M-QAM signals with
balanced amplifiers such as LINC has
also been given.

Appendix

P1dB for each amplifier can be written as
P1dB(A main) =P gmainΔm (t ) (A.1)
and

September 2011 Vol.9 No.3ZTE COMMUNICATIONS20

Special Topic A New Two-Branch Amplification Architecture and its Application with Various Modulated Signals

W. Hamdane, A. B. Kouki, and F. Gagnon

◀Figure 8.
System efficiency vs. main
amplifier efficiency.
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P1dB(A res) =P g resΔr (t ) (A.2)

The latter can be expressed using (6)

Therefore, χ can be expressed simply as

The power efficiency of the system can be
written as

DC consumption of each amplifier can
then be expressed as

and

which can be rewritten as

Since, we can write:

which relates the auxiliary amplifier’s DC
power consumption to that of the main
amplifier. Finally, using (A.9) and (A.6), the
total consumed DC power is given by

With the DC power known, the total output
power of the architecture can be
determined. Using (4) and (A.10) , we can
write

Replacing P DC_aux with its expression in
equation (A.10) yields

which can be put in the following form:
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Abstract: Most satellite digital radio (SDR) systems use orthogonal frequency-division multiplexing (OFDM) transmission, which means
that variable envelope signals are distorted by the RF power amplifier (PA). It is customary to back off the input power to the PA to avoid
the PA nonlinear region of operation. In this way, linearity can be achieved at the cost of power efficiency. Another attractive option is to
use a linearizer, which compensates for the nonlinear effects of the PA. In this paper, an OFDM transmitter conforming to European
Telecommunications Standard Institute SDR Technical Specifications 2007-2008 was designed and implemented on a low-cost
field-programmable gate array (FPGA) platform. A weakly nonlinear PA, operating in the L-band SDR frequency, was used for signal
transmission. An adaptive linearizer was designed and implemented on the same FPGA device using digital predistortion to correct the
undesired effects of the PA on the transmitted signal. Test results show that spectral distortion can be suppressed between 6-9 dB using
the designed linearizer when the PA is driven close to its saturation region.

Keywords: power amplifier linearization; digital predistortion; ETSI-SDR; OFDM; FPGA
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FPGA Implementation of a Power
Amplifier Linearizer for an
ETSI-SDR OFDM Transmitter

II
1 ETSI Standard and
Power Amplifier
Characteristics

n 1992, the US Federal
Communications Commission
allocated a spectrum in the
S-band (2.3GHz) for nationwide

broadcasting of satellite-based digital
audio radio. Digital radio broadcast via
satellite provides a means of delivering
high quality audio channels and
associated services to fixed and mobile
receivers [1]. New standards for
satellite radio, such as the European
Telecommunications Standard Institute
Satellite Digital Radio (ETSI-SDR), are
still being developed and deployed
[2]-[4]. Authors in [5]-[7] have
reported some work on FPGA
implementation based on digital audio
and video broadcasting standards, but
not much has been done for the
ETSI-SDR standards. Although

ETSI-SDR standards are fairly new,
they are becoming popular.

One of the challenges of
implementing an ETSI-SDR system is
the nonlinear characteristics of the
power amplifier (PA). A power-efficient
RF amplifier should use a small amount
of DC supply power; but unfortunately,
there is a trade-off between efficiency
and linearity [8]. PAs are most efficient
when they are driven close to their
saturation, which is also the most
nonlinear region of operation. The
quadrature amplitude modulation
(QAM) or quadrature phase-shift
keying (QPSK) signals from the
ETSI-SDR are amplified by a nonlinear
PA. This not only degrades system
performance but also creates
out-of-band power leakage that
interferes with the systems operating in
adjacent channels [9], [10]. The
challenges imposed by nonlinearity in
the PA are very complex. A back-off of

6-9 dB in input power is common when
operating a PA and results in
decreased efficiency and increased
OPEX. Extending the linear region of
operation of a weakly linear PA and
decreasing the input power back-off
reduces CAPEX and OPEX in
ETSI-SDR systems.

An amplifier is linear if its gain is
constant throughout the range of the
input signal. If this gain is not linear, the
output signal is distorted by clipping.
The DC bias point is the most important
factor in determining the relationship
between PA nonlinearity and efficiency.
In a real amplifier, the gain A(s (t )) and
phase-shift Φ (s (t )) are functions of the
input signal s (t ). The complex transfer
function is dependent on the amplifier
input power and is given by

As a result, the gain decreases and
phase-shift changes as the level of the

G(s (t )) = A(st )e jΦ (s (t )). (1)
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input signal drives the amplifier into its
saturation region. The PA output
amplitude and phase characteristics
are known as AM-AM characteristics
and AM-PM characteristics,
respectively.

Fig. 1 shows typical characteristics of
a PA [11]. It is possible to obtain the
amplitude-modulated (AM)-AM and
AM-phase-modulated (PM)
characteristics as a function of complex
input signal sample [12], [13]. For an
n th complex input sample zn with a
magnitude zn and a phase arg (zn), the
complex transfer function of the
nonlinear PA is given by

where AM ( zn
2) and PM ( zn

2) are the
polynomial functions derived from the
AM-AM and AM-PM characteristics,
and zn

2 is the power of the nth complex
input sample. For a nonlinear PA
without memory, using AM-AM and
AM-PM characteristics is sufficient to
model the PA’s behavior. The complex
transfer function takes the form

where N is the number of polynomial
terms, and ak is the k th polynomial
coefficient. The complex transfer
function is modeled as a polynomial
function of current and previous
complex input signal samples. Detailed
discussion of this type of PA modeling

with references can be found in [13].
Nonlinearity in a PA is measured by

factors such as 1 dB compression
point, third order intercept point (IP3),
and adjacent channel power ratio and
harmonics. One of the undesired
products of PA non-linearity is
inter-modulation distortion (IMD). In an
ETSI-SDR system using QAM
modulation, IMD manifests itself in the
form of spectral regrowth. This causes
in-band distortion and leakage in
adjacent channels as a result of
spectral spreading. Spectral regrowth
degrades the quality of signal and
causes adjacent channel interference.

Techniques are required to mitigate
the undesired effects of the PA in an
ETSI-SDR system. There is a trade-off
between efficiency and linearity when
using RF PAs. At the base station,
linearity in the PA is more important
than efficiency [14]. A linearizer is
expected to maintain a constant gain at
the PA output before the PA reaches
saturation. Using linearization, the input
signal back-off can be decreased, and
a higher level of input signal can be
used to drive the PA without degrading
output signals. The linearizer type
chosen depends on efficiency,
complexity, modulation scheme,
bandwidth, adjacent channel
interference, and dynamic range.
Various schemes are classified
according to their functionality,

architecture, and application. Details of
these schemes and their techniques
are described in [8], [10], [14]-[16]. A
common linearization technique is
predistortion. This technique provides
an inexpensive solution in which a
nonlinear circuit is inserted between the
input signal and the PA. The nonlinear
circuit generates IMD products inverse
to that produced by the PA and thereby
cancels the effect of the PA
nonlinearity. This can be viewed as the
predistorter having characteristics
inverse to the real PA AM-AM curve in
Fig. 1. There has been a reasonable
amount of research carried out in this
area [17]-[21].

2 Design of a Linearizer for
the ETSI Radio Interface
Standard
The linearizer design uses a

look-up-table (LUT)-based
predistortion algorithm. The envelope of
the complex input sample is used for
LUT-indexing targeting the ETSI radio
interface standard. ETSI TS 102 551-2
V2.1.1 (2007-08) [4] uses OFDM for
IPL-MC transmission. The mode of
interest is Mode-3, with OFDM at 1 k
(1024 FFT length) for 1.7 MHz channel
spacing. An L-band PA, suitable for
use in the transmitter of ETSI-SDR
base stations, was chosen (CRF24060,
Cree Wireless Devices). The PA
nonlinear characteristics causing signal
distortion in the OFDM transmission
based on ETSI-SDR standard was
studied, and nonlinear gain
characteristic equations were
developed. Using measured data of the
PA, the polynomial functions of the
AM ( zn

2) and PM ( zn
2) were obtained:

This digital-predistortion (DPD)
linearizer is designed to correct 3rd and
5th order IMD products by adaptively
developing the inverse characteristics
of the PA. This cancels the effects of the
PA nonlinearity. The relationship
between the input, V in , the PA output

AM: amplitude-modulated PA: power amplifier PM: phase-modulated

▲Figure 1. Power amplifier AM-AM/AM-PM characteristics [11].

A(zn)=AM( zn
2)e , (2)j (arg(zn)+PM (ɸ |zn|2)

A(zn)=Σ ak zn zn
2k (3)

N=1

k=0

AM (zn
2)=a 3(zn )3+a 2(zn )2

+a 1(zn )+a 0 (4)

PM( zn
2)=b 4(zn )4+b 3(zn )3

+b 2(zn )2+b 1(zn )+b 0 (5)
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without DPD, V no-DPD , the DPD linearizer
output, V linearizer , and the overall system
output with correction, V with-DPD, is given
by

Vno-DPD =f (nl )kVin (6)

where k is the linear gain of the PA,
and f (nl ) is the PA nonlinearity. As a
result, the output of the overall system
is, theoretically, linear.

Fig. 2(a) shows the function of the
DPD. The predistorter models the
inverse characteristics of the PA as a
function of the magnitude of the input
χ (n). The output of the predistorter z (n)
is amplified by the PA generating
output s (n). This output is aligned for
amplitude, phase, and delay and is
used by the estimator. The estimator
uses z(n) and the aligned output y (n) to
develop the inverse coefficients of the
PA given by acoeff in (4). In this way,
s (n) is as close as possible to χ (n).
Modifications were made to the VHSIC
hardware description language
(VHDL)-based DPD linearizer
components so that they could be used
with the OFDM transmitter generated
using MATLAB, SIMULINK, and digital
signal processing (DSP) design tools in
a Xilinx System Generator environment.

Design parameters were changed to
suit the requirements of the ETSI
standard.

The DPD consists of four
components at the highest level:
predistorter, capture buffers,
measurements system, and parameter
estimator, as shown in Fig. 2(b). The
predistorter stores the predistortion
coefficients for a given signal. These
coefficients are obtained by processing
a fixed number of samples at the PA
input/output signals. The predistortion
coefficients are in the form of
polynomials of signal magnitude. To
save hardware resources, these
polynomials are implemented using
LUTs addressed by magnitude of the
complex sample. The predistorter
module receives the 16-bit input I/Q
data interpolated by 16 from the OFDM
transmitter. The capture buffer collects
signal samples from the transmission
and observation (feedback) paths, and
these samples are used by the
estimation function to compute the
predistortion coefficients. Data is
captured and recaptured according to
the standards set by the measurement
system.

A simulation test system was
developed comprising a simulation
model of the ETSI-SDR OFDM
transmitter and a simulation model of
the linearizer system. The simulation
model of the L-band PA was

experimentally obtained from the
L-band PA gain and phase-shift
characteristics. A commercially
available state-of-the-art reference
design from Xilinx [22], [23] was used
as the basis for this DPD design.
Simulations were performed in an
integrated environment of MATLAB,
SIMULINK, and Xilinx DSP
development tools. Spectral regrowth
was suppressed by 6-9 dB during
testing of the PA in OFDM transmission
after linearizer correction. The linearizer
system design is suitable for a data rate
of up to 92.16 MSPS with a signal
bandwidth of 20 MHz. The designed
ETSI-SDR OFDM transmitter requires a
signal bandwidth of 1.5314 MHz with a
data rate of 2.1511 MSPS. The design
was implemented in an FPGA to verify
its functionality.

3 Implementation, Results,
and Analysis
A photograph and block diagram

(with signal flow path) of the hardware
setup are shown in Figs. 3 and 4. The
testing hardware was built using
commercially available components
and evaluation boards. The designed
ETSI-SDR OFDM transmitter and the
DPD linearizer were implemented using
the Virtex-4 FPGA XC4VSX35 speed
grade -10, available on the Nallatech
XtremeDSP Development Kit-IV

▲Figure 2. DPD functionality, and DPD system and its components [22].

ADC: analog-to-digital converter
DAC: digital-to-analog converter

DPD: digital-predistortion
DUC-CFR: digital upconverter- crest factor reduction

IQ: inphase and quadrature
PA: power amplifier

RAM: random-access memory

Alignment

Estimation

Predistortion
Z = F (χ)

Z (n )

χ(n )

s (n )

acoeff

y (n )

Digital
PA

Model Predistortion

DUC-CFR

Parameter
Estimator

(MicroBlaze+RAM)

Capture
Buffer ADC RF

Downconverter

DAC RF
UPconverter PA

Predistortion
Sample Rate

IQ
Data

2χ Sample Rate
Digital Predistortion Solution Observation Path

Measurements

(a) DPD functionality (b) DPD system and its components

Vlinearizer = (7)1
f (nl )

Vwith-DPD =Vno-DPDVlinearizer

=f (nl )kVin =kVin (8)1
f (nl )
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evaluation board. Design synthesis,
implementation, and generation of bit
files suitable for loading onto the FPGAs
were performed in the Project Navigator
environment of Xilinx Integrated
Software Environment (ISE) Foundation
10.1.3 software. The generated bit files
were loaded onto the FPGAs using

Nallatech Filesystem in Userspace
(FUSE). The on-board clocks and
resets were also set using FUSE. The
main design clock was generated at
33.33 MHz using the onboard
programmable oscillator. This clock is
used to generate the clocks for the
on-chip A/D and D/A converters at

33.33 MHz. A feedback clock signal
was brought back to the Virtex-4 FPGA
and used as an input to the digital clock
manager (DCM). The feedback signal
synchronizes the clocks to the
digital-to-analog converter (DAC) and
analog-to-digital converter (ADC) as
well as the rest of the design logic. The
DCM is also used to derive clocks that
are used in the OFDM transmitter and
DPD linearizer. The reset of the signals
of the DCM was provided by the FPGA
reset.

The logic portion of the design
consists of four main modules. The
OFDM transmitter module was
designed in the Xilinx System Generator
for DSP 10.1.3 environment. 16-bit I/Q
OFDM transmitter data were applied as
input to the second module that
up-samples the data to the
predistortion sampling rate. The main
33.33 MHz clock is used for this second
module. The linearizer system consists

ADC: analog-to-digital converter DAC: digital-to-analog converter LPF: low-pass filter PA: power amplifier

ADC: analog-to-digital converter DAC: digital-to-analog converter LO: local oscillator LPF: low-pass filter PA: power amplifier

▲Figure 3. Hardware transmission path and feedback path set-up.

A: Nallatech Xtreme DSP
Development-IV Kit

B: DAC/ADC
C: LPF

D: single-to-differential conversion
E: power spilter
F: direct I/Q modulator
G: RF attenuator

H: PA
I: high power attenuator
J: attenuator
K: power spilter

L: direct I/Q demodulator
M: DC block
N: 50 ohm terminator

▲Figure 4. Block diagram of the hardware set-up.
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of the remaining two modules. One
module includes the DPD and
measurement system using the
100 MHz DCM output clock. This
portion of the design, running at three
times the data rate, allows the linearizer
to simultaneously process three
consecutive data samples. The final
module consists of an embedded
processor (Microblaze) running at the
same 33.33 MHz clock as the

up-sampled data. These DPD
linearizer modules are meant for use
with pure-VHDL approach in an ISE
project environment. The 16-bit I/Q
outputs of the DPD linearizer are the
predistorted data that have the same
sample rate as the on-chip DAC at
33.33 MHz. The DPD system also
accepts the received baseband I/Q
data from the PA output via the
feedback path. These data were
received from the output of the 14-bit
ADC at 33.33 MHz. The 16-bit I/Q
transmitted data from the DPD linearizer
are rounded to 14 bits to match the
maximum number of bits allowed by the
DACs. Conversely, the 14-bit data
received from the ADCs are
zero-stuffed and used by the 16-bit
input ports of the DPD linearizer. The
digitally predistorted I/Q data output
from the Virtex-4 FPGA are applied as
input to the two separate DACs for
transmission.

The ETSI-SDR OFDM transmitter
was designed and implemented in
Virtex-4. This hardware implementation
was a fixed-point equivalent of the
MATLAB floating point design. The
output signals come from the OFDM
transmitter at 2.1511 MSPS and have
been up-sampled by a factor of 16 to
the predistortion sampling rate of
34.4176 MSPS. The channel bandwidth
is 1.536 MHz with channel spacing of
1.712 MHz. There is a loss of precision
that derives from the
floating-to-fixed-point conversion in
the design, and round-off noise is
introduced into the system during FPGA
implementation. The OFDM signal was
re-generated at 33.33 MSPS instead of
34.4176 MSPS to match the system
clock rate of 33.33 MHz. Therefore,
channel bandwidth and spacing were
altered by the same ratio of 1:0.9684
(1.487 MHz and 1.657 MHz for
bandwidth and spacing, respectively).
Altering these parameters to facilitate
hardware implementation has
negligible effects on the functional
characteristics of the system. Analog
signal processing, such as mixing,
conversion, and attenuation, are
self-explained in the block diagram.

Fig. 5(a) is a capture of the OFDM
signal spectrum on the Agilent 8564EC

PSA. The power spectrum at the output
of the test PA is shown in Fig. 5(b). The
PA amplified the up-converted signal
from the OFDM transmission at L-band
frequency of 1.475 GHz. No DPD
compensation was performed at this
stage. The data rate of the signal was
33.33 MSPS for comparison with the
output signal after DPD compensation.
The total power of the input signal was
maintained at around -8 dBm to
-9 dBm, and care was taken not to
drive the PA into saturation. Spectral
regrowth at the shoulder was measured
at 1.47 MHz from the carrier frequency
for comparison with simulation results.
Reduction in spectral regrowth at that
fixed frequency from the carrier should
be sufficient to evaluate correction
performed by the DPD linearizer.
Fig. 5(b) shows spectral regrowth of
about -18 dB relative to the carrier.
Figure 5(c) shows the output spectrum
of the PA after the DPD linearizer has
performed correction. The number of
spectral averages, the sweep time, and
other parameters required by the PSA
for measurement remained unchanged
to allow direct comparison. It is clearly
shown that the spectral regrowth is
reduced to -22.5 dB. Therefore,
spectral regrowth was reduced, and the
performance of the L-band test PA was
improved after compensation by the
DPD linearizer.

The main logic of the design was
developed and implemented in the
Xilinx Virtex-4 XC4VSX35 FPGA
device. All design timings were met at
276.48 MHz. Table 1 lists resource use
in the design. The design only uses
35% of the available resources on the
Virtex-4. This allows future signal
processing exploration or the use of
smaller devices to reduce the cost of
implementation. The ETSI-SDR OFDM
transmitter uses only 13% of the
available resources, which shows that it
is possible to implement radio
standards based on
software-defined-radio on small FPGA
devices. After being interpolated to the
predistortion rate, the OFDM transmitter
consumes 24% of the total logic
resources. A major portion of this use
can be attributed to the cascaded
interpolating filters that use 23% of the

(c) Spectrum at the output of the PA
with DPD correction

▲Figure 5. Generated OFDM signal at
1.475 GHz, and spectrum at the output
of the PA without/with DPD correction.

(a) Generated OFDM signal at 1.475 GHz

(b) Spectrum at the output of the PA
without DPD correction
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available DSP48 logic slices. The DPD
linearizer uses 16% of the available
resources. The Xilinx power analyzer
reported a total dynamic power usage
of 1.193 W in which the OFDM
transmitter with the up-sampler
consumes 204 mW, and the DPD
linearizer uses 989 mW.

4 Conclusions
An OFDM transmission system model

suitable for L-band satellite radio was
designed according to the ETSI-SDR
standard specifications and
implemented in FPGA. A linearizer
system based on state-of-the-art
reference design from Xilinx was also
designed to improve non-linearity in
the PA. A simulation model of the test
system was developed in an integrated
environment of MATLAB, SIMULINK,
and Xilinx System Generator. A
simulation equivalent of the PA was
modeled as a memoryless polynomial
from the experimentally obtained
AM-AM and AM-PM characteristics.
Baseband filtering, and RF
up-conversion and down-conversion
(to fit the PA requirements) were
performed in analog. The PA outputs
with and without DPD compensation
were measured and compared.
Spectral regrowth was suppressed by
9 dB at 1.5 MHz from the carrier. The
OFDM transmitting system and DPD
linearizer module were contained in the
Xilinx Virtex-4 FPGA and met all timing
constraints. It can therefore be
concluded that DPD linearizer
performance is compromised by the
limited capabilities of the built-in ADC
and DAC on the FPGA evaluation kit,
the combined noise of components in

the analog chain, and signal attenuation
in the RF feedback path.

▼Table 1. Resource use by logic on the Xilinx Virtex-4 XC4VSX35 FPGA

DPD: digital-predistortion
DSP: Digital Signal Processing

FF: Flip Flop
OFDM: orthogonal frequency-division multiplexing

RAM: random-access memory

Resources

Slices

FFs

Look-Up-Table

Block RAMs

DSP logic slices 48s

Digital Clock Manager

Available

15,360

30,720

30,720

192

192

8

OFDM Transmitter

3466 (22%)

4702 (15%)

4844 (16%)

9 (5%)

16 (8%)

-

Transmitter with Upsampling

6944 (45%)

6711 (22%)

7324 (24%)

9 (5%)

44 (23%)

-

DPD

2826 (18%)

3132 (10%)

3391 (11%)

60 (31%)

19 (10%)

1

Total

9770 (63%)

9843 (32%)

10,715 (35%)

69 (36%)

63 (33%)

1 (12%)
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Abstract: This paper presents a brief overview of several promising design technologies for high efficiency silicon-based radio
frequency (RF) power amplifiers (PAs) as well as the use of these technologies in mobile broadband wireless communications. Four
important aspects of PA design are addressed in this paper. First, we look at class-E PA design equations and provide an example of a
class-E PA that achieves efficiency of 65-70% at 2.4 GHz. Then, we discuss state-of-the-art envelope tracking (ET) design for
monolithic wideband RF mobile transmitter applications. A brief overview of Doherty PA design for the next-generation wireless handset
applications is then given. Towards the end of the paper, we discuss an inherently broadband and highly efficient class-J PA design
targeting future multi-band multi-standard wireless communication protocols.

Keywords: radio frequency power amplifier; silicon-based power amplifier; envelope tracking; class-E amplifier; broadband PA;
class-J; Doherty power amplifier

Ruili Wu, Jerry Lopez, Yan Li and Donald Y.C. LieRuili Wu, Jerry Lopez, Yan Li and Donald Y.C. Lie
(Department of Electrical and Computer Engineering, Texas Tech University, Lubbock, TX 79401, the U. S.)

Design Technologies for
Silicon-Based High-Efficiency RF
Power Amplifiers: A Brief Overview

1 Introduction
ilicon-based single-chip
transceiver products for GSM,
WLANs, Bluetooth, and digital
enhanced cordless

telecommunications (DECT) have
become commercially available in the
past decade. Recently, WLAN/
Bluetooth integrated circuit (IC)
vendors have successfully integrated
less demanding silicon-based
monolithic PAs into their transceiver
ICs. A critical challenge for wireless
transmitter design for mobile products
is how to maximize the power-added
efficiency (PAE) of battery-operated
devices. The peak and average PAE of
an RF transmitter heavily impacts the
size of the battery and heat dissipation
as well as reliability, yield, and cost. On
the other hand, many modern wireless
transmission protocols, such as
WCDMA, LTE, and WiMAX use
non-constant envelope modulation with

high peak-to-average power ratios
(PAPRs) to be spectrally efficient. This
causes rapid changes in
magnitude/phase of the modulated
signals. Therefore, RF PAs for these
modern wireless communication
systems require very high linearity. The
mobile WiMAX (802.16e) standard, for
example, has a 1-75 Mb/s gross data
rate and up to 20 MHz signal bandwidth
using a 64 QAM-1/2 modulation format
with a 10-12 dB peak-to-average ratio
(PAR). This standard requires an error
vector magnitude (EVM) of below -26
dB (5%) with stringent transmission [1].
Future 4G LTE-A systems will require
even larger bandwidths, with signal
bandwidth extending to 100 MHz or
possibly even greater.

Numerous transmitter configurations
have been developed for better PAE,
high linearity, and broadband operation
[1]-[25]. Switching-mode PA
typologies (classes D, E, and S) can
increase PAE considerably more than

typologies of traditional linear PAs
(classes A, AB, B, and C) by operating
devices as switches to minimize
overlapping of current and voltage
waveforms [26]. With relatively easier
on-chip integration and high efficiency
at RF, silicon-based class-E PAs are
very attractive for use in mobile devices
[2]. Because of their nonlinear
characteristics, class-E PAs are quite
suitable for constant envelope
modulation schemes; however, they
can also be employed in
spectrally-efficient modulation systems
that require non-constant envelope
signals if appropriate linearization
techniques are also used.

It is desirable to design highly
efficient silicon-based RF PAs for
mobile broadband applications
because they can be cheaper than
III-V compound semiconductor PAs
and can also achieve higher-level
integration with good thermal
conductivity. However, III-V compound
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semiconductor PAs still dominate the
RF handset PA market. SiGe PAs and
complementary metal oxide
semiconductor (CMOS) PAs are very
popular in the WLAN market and are
becoming serious contenders for the
Watt-level handset market. The
ruggedness and reliability of
silicon-based PAs needs to be
carefully tested under different voltage
standing wave ratio (VSWR)
mismatched conditions at the output for
handset applications (for example, 20:1
VSWR). The latest results suggest that
standalone SiGe PAs may be very
suitable for Watt-level 2G/2.5G
handset PA applications. CMOS PAs
have already been successfully
demonstrated in GSM PA production.

Another key issue is keeping the RF
PA and transmitter efficient not only at
the Watt-level peak output power but
also at the back-off low-power
regions. In this way, average PAE for
the transmitter system is excellent. To
achieve this goal, slow power supply
modulation and/or transistor size
switching can be used to increase PAE
of an RF PA at low output power levels.
However, there is a thornier problem to
solve for mobile broadband handset
applications. PAR in 3G/4G
communications is inherently high, and
the PA output can change rapidly
(in μs) from 1-3.4 V. This makes the PA
mostly inefficient if it is designed to
operate with a peak PAE at the high
supply level of 3.4 V. Therefore, for a
most power-efficient transmitter (TX)
system, a fast envelope modulator
should be used to track the PA supply
voltage in order to somehow modulate
its output power and maximize PAE at
both high and low output power (so that
average PAE is maximized). We
discuss this envelope tracking (ET)
technique later.

The following is a discussion on
high-efficiency RF PA and transmitter
design with GSM. A TX architecture
with attractive PAE and enhanced
linearity uses polar modulation of
nonlinear PAs. The baseband signal is
modulated in the amplitude/phase
domain rather than the in-phase/
quadrature (I/Q) domain. In the past,
polar transmitters were mostly used for

high-power base station applications
to reduce heat dissipation. However,
they have recently become widely used
in wireless handset TX design for mass
production because they are cheaper
and significantly more efficient [3].
Recent research indicates that polar
TXs using either envelope tracking (ET)
or envelope elimination and restoration
(EER) are capable of excellent system
efficiency and linearity in several 3G/4G
wireless applications. ET-based polar
TXs often outperform EER-based polar
TXs because of the relaxed
requirements on the envelope-tracking
amplifier bandwidth. ET-based polar
TXs are also not sensitive to timing
misalignment between the AM and RF
paths [1]. Fig. 1 shows a simplified
block diagram of an ET-based RF TX
system. The signal bandwidth
increases considerably from GSM/
EDGE to W-CDMA/LTE, and the
bandwidth requirement on the envelope
modulator becomes too high and
critical to the overall efficiency of the TX
system for the EER system to be very
attractive. Timing alignment
requirements also make it significantly
more difficult to meet the linearity
specifications. Digital predistortion may
be inevitable in this case. We have
repeatedly shown that ET-based TX
systems outperform EER-based
systems in terms of enhanced data rate
for GSM evolution (EDGE), WiMAX,
WLAN, and LTE applications,
especially when SiGe PAs are used [1],
[3], [9], [16].

Doherty PA topology [26] is also
effective in satisfying the stringent
linearity requirement for large output
power (Watt level). The topology can be
used to achieve high average

efficiency. Doherty power combining
has been frequently used in base
station transmitter applications;
however, because it has better linearity
and efficiency, it has been seriously
proposed for handset application as
well. Recent research has shown that it
can be integrated with lumped element
using CMOS technology.

A new mode of operation — class-J
PAs [26] — shows the theoretical
potential of obtaining linearity with as
much broadband efficiency as
conventional narrowband class-AB
designs. However, class-J PAs do not
require a band-limiting harmonic short
[4]. Class-J PAs use the 2nd harmonic
voltage to realize a phase shift between
the output current and voltage
waveforms and to provide the reactive
termination for the 2nd harmonics. This
allows the transmitter to achieve
broadband behavior and cover a wide
range of frequencies in order to satisfy
modern multiband multistandard
mobile communication applications.

In section 2, we discuss two
considerations when deriving the
class-E operation mode, covering the
mathematical derivations with a silicon
PA design example. In section 3, we
discuss envelope tracking (ET) — a
very promising technique for enhancing
efficiency and linearity in broadband
mobile handset applications. In section
4, we discuss the design concept and
recent research into Doherty PAs for
handset applications. In section 5, we
discuss class-J mode PA, and we
conclude in section 6.

2 Class-E PA Operation
Among conventional class-A, AB, B,

Figure1.▶
A simplified block

diagram of an ET-based
RF TX system [1].
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C, and switching mode PAs, Si-based
class-E PAs are quite suitable for
portable devices. Its simple topology
allows easier integration on-chip and
high efficiency at RF. The definition of
class-E PA operation proposed in [5]
addresses three specific objectives for
the collector voltage and current
waveforms: 1) the transistor is off when
voltage begins to rise across the
transistor; 2) the collector voltage goes
all the way back to zero when the
transistor is turned on; and 3) the slope
of the collector voltage should be zero
when the transistor is turned on.
According to these three conditions,
several types of derivations have been
reported [6], [7], [26].

2.1 Traditional Class-E Configuration
The classical derivation introduced in

[5] assumes that choke inductance is
infinite; all the passive elements are
ideal (with no parasitics) and the
transistor is operated as an ideal
switch; and the amplifier is 100%
efficient. For a given Vcc, Pout, operating
frequency, and 50% duty cycle, all the
component values in Fig. 2(a) can be
defined by (1) and (2) from Raab’s
derivations:

Co and Lo can be determined by a
desired loaded Q value of the circuit.
Vs,max is the peak voltage of the
collector/drain of the transistor (switch).

2.2 Class-E PA with Parallel Element
Configuration

For modern silicon-based IC design,

a very large choke inductor is not
suitable for integration on-chip
because it occupies a large area and
has a very low Q factor. Instead, small
inductance or bondwire inductance of
1-2nH can be used for the choke
inductor. In this case, the equations in
section 2.1 become inaccurate.
Therefore, a subclass-E PA (also
called a parallel circuit class-E PA)
design analysis and derivation is
provided, as in [7]. Fig. 2(b) shows the
simplified circuit diagram for this PA
configuration. The difference in this
configuration is that a finite choke
inductance is used, but no Lx (Fig. 2(a))
is needed. For a given Vcc, Pout, and
frequency, the component values in
Fig. 2(b) can be defined by (3) and (4):

Compared with the classical class-E
configuration and derivations,
subclass-E PA has the following
advantages:

•Small finite choke inductance is
used and no additional reactive
element is connected in series to the
filter. This reduces the number and size
of components to enable on-chip
integration.

•The load value R in (3) is larger
than that in (1) when calculated for this
network. This reduces the impedance
transformation ratio to the 50 Ω output.

•Theoretically, a slightly higher
maximum peak switch voltage can be
achieved in the subclass-E circuit, and
slightly higher output power is available
(provided that device breakdown is not
an issue).

Equations (1)-(4) can provide good
insights for PA designers, especially for
low RF where parasitics are not
important. However, even though these
theoretical analyses enable engineers
to design class-E PAs, the equations
ignore device parasitics that may be
important at high RF. So the
frequencies equations may only be
used as rough design guidelines [8].

2.3 Highly Efficient Silicon-Based
Monolithic Class-E PA Design

A highly efficient silicon-based
monolithic class-E PA design was
recently reported in [9]. Fig. 3 shows a
simplified schematic for this monolithic
one-stage class-E PA designed with
IBM 7HP 0.18 μm BiCMOS SiGe
technology. Simulation and
measurement using a realistic
simulation program with integrated
circuit emphasis (SPICE) shows that, to
achieve best PAE and
Pout of -15-22 dBm, a suitable size for
the last-stage RF PA (based on a high
breakdown device) can be close to
200-280 μm2. This gives a simulated
maximum collector current density of
<0.5 mA/μm2, well within the measured
HBT safe operation area (SOA). The
parasitic effect of bondwire inductance
at the emitter node to ground is a little
more significant at 2.4 GHz compared
to 900 MHz because there is a large
increase in effective reactance to
ground that acts as strong negative
feedback for the bipolar junction
transistor (BJT) (by a factor of 2.67).
The problem can be avoided by adding
more down-bonds to considerably
improve the gain and PAE. Our recent
study suggests that at least 4-5

(b). Parallel circuit class-E PA configuration.

▲Figure 2. Two class-E PA configurations.

(a). Classical class-E PA configuration.

▲Figure 3. Schematic of a one-stage SiGe
class-E PA at 2.3-2.4 GHz [10].

RF: radio frequency RFC: radio frequency choke

C
L

VCC

IL

VC

IR

Resonance

L x

R

IC
IS

L OC O

C
L

VCC

IL

VC

IR

Resonance

R

IC
IS

L OC O

V bb

RF in

L Bias

V cc

RFC
12 nH

Q1
220μm2

C tank L tank RF out

3 pF 3.4 nH

R=0.578· ,VCC
2

Pout
C= (1)0.184

ωR

Lx = ,Vs,max=3.56VCC . (2)1.1525R
ω

R=1.365· ,VCC
2

Pout
C= (3)0.685

ωR

L= ,Vs,max=3.647VCC . (4)0.732 R
ω

220μm

LGND

Special Topic Design Technologies for Silicon-Based High-Efficiency RF Power Amplifiers: A Brief Overview

Ruili Wu, Jerry Lopez, Yan Li and Donald Y.C. Lie

September 2011 Vol.9 No.3ZTE COMMUNICATIONS30

31



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

down-bonds should be used in a 2.4
GHz SiGe monolithic RF PA design for
20+ dBm Pout. PAE is improved by 20%
just by adding the down-bonds [10].
Using these design procedures, we
achieved 65% peak PAE and 70%
collector efficiency (CE) for a
one-stage class-E SiGe RF PA. These
excellent results were achieved without
using any off-chip matching
components; however, the radio
frequency choke (RFC) is still kept
off-chip to reduce loss. For a
two-stage SiGe PA, close to 20 dB
gain and 50-55% PAE have been
achieved [2].

3 Envelope-Tracking-Based
RF Polar Transmitter

3.1 Considerations for the System
Design of a Polar Transmitter

In practice, RF PAs for mobile
applications present many technical
challenges. Polar TX systems are
known to be sensitive to timing
mismatches between the AM and PM
paths [12]. The group delay of the two
signal paths must be matched to
minimize PA distortion, which is difficult
to control across all
process-voltage-temperature (PVT)
corners [26]. The other major obstacle
is the larger bandwidth required for the
circuits in the polar TX system for
broadband wireless. The I/Q to polar
transformation at baseband is a
nonlinear operation, which inevitably
expands the bandwidths of both the AM
and PM output signals. Depending on
the specific modulation scheme and
system specifications, the
constant-amplitude phase signal path
for the EER-based polar TX may need
roughly ten times larger bandwidth than
the input signal in order to pass the TX
mask requirement and/or the
error-vector-magnitude (EVM)
specifications [11]. However, these
issues can be significantly addressed
by using an ET-based polar TX
architecture (also known as
hybrid-EER or H-EER architecture), as
shown in Fig.1 [1], [12]-[14].

Compared to an EER-based
large-signal polar TX system, an

ET-based polar TX system has the
following benefits [3]:

•Gain at low output power is higher
because the ET-based PA can be
operated near saturation but is not
always fully saturated, as in EER.

•Sensitivity to timing mismatch
(between the RF and amplitude paths)
is lower than in EER [14], [15]. The RF
path for ET-based TX contains the
amplitude modulated signal as well;
therefore, the signals in the RF and
amplitude paths are very similar. This is
not the case in EER.

•For the same linearity performance,
ET has lower bandwidth requirement for
the envelope amplifier design than in
EER [12]. This can be critical because
efficiency of the envelope amplifier can
limit the overall composite PAE of an
ET/EER system, as shown in (8). The
higher bandwidth requirement in the
amplitude modulator design for EER
translates into lower modulator
efficiency and lower overall TX system
PAE if the PAE of the RF PA alone is
kept the same for both ET and EER.

•When the amplitude of the input
signal is fixed, it is difficult to keep the
gain of an RF PA constant while
modulating its collector/drain voltage to
adjust the output power, as in EER.
Therefore, EER is inherently less linear
than ET because its power gain
inevitably decreases when the supply
voltage is decreased, especially for
bipolar devices. ET is superior in this
regard because both the DC bias and
input signal level can be adjusted to
help keep the gain more constant [1].
The high-bandwidth RF limiter required
for EER can be power hungry because
it needs to operate at high RF.

•ET has less RF feed-forward
signal that can appear as distortion in
the TX output. Because the drive signal
is hard-limited in EER, the RF
feed-forward can cause significant
distortions (AM-AM, AM-PM) by the
large gate-drain or base-collector
Miller capacitance in the final RF power
device. These distortions couple to the
output to cause linearity/EVM issues.

3.2 Design of Envelope Amplifier for
ET-Based Polar Transmitter

The overall efficiency of the

ET-based polar TX system is the
product of the envelope amplifier
efficiency and the PA collector
efficiency (CE), which is expressed by

Therefore, the design of a
high-efficiency envelope amplifier is
critical to overall system efficiency in a
polar TX system using either the EER or
ET. Because a wide envelope signal
bandwidth above 20 MHz considerably
reduces the efficiency of traditional
switching direct current-direct current
(DC-DC) converters, a linear-assisted
switch-mode envelope amplifier (or
“split-band”envelope amplifier)
proposed in [11] can be used. This
system helps attain wideband tracking
and maintain high overall system TX
efficiency. The simplified discrete
circuit schematic is shown in Fig. 4.

The linear-assisted envelope
amplifier circuit (often called envelope
modulator) has three different modes of
operation [3], [11]:

1) linear operation for small-signal
envelope (small-signal operation). This
occurs when the average slew rate of
the switcher current is much larger than
the average slew rate of load current.
The buck converter can fully support
the load current; that is, the switcher
stage can provide both DC and AC
components of the envelope signal.

2) large-signal operation. This
occurs when the average slew rate of
the switcher current is much smaller
than the average slew rate of the load
current. The switcher stage can only
provide the DC component of the
envelope, and the AC component is
provided by the much faster linear
stage. The average switching
frequency of the buck converter is
almost the same as the signal
frequency that the current sensing
resistor can detect.

3) matched slew-rate point. In this
case, the average slew rate of the
switcher current is the same as the
average slew rate of the load current.

Fig. 5 shows envelope amplifier
efficiency for supply voltage at several
load resistances with WiMAX 64 QAM
modulated signal of 8.75 MHz.

As the supply voltage decreases, the

η ET_TX =η Envelope_Amp·η RF_PA (5)
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efficiency always increases. However,
lower supply voltage can clip the output
envelope waveform and cause more TX
distortion. This suggests that if the
clipping can be avoided by applying
some decresting algorithms to reduce
PAR, the supply voltage of the envelope
amplifier can be lowered to
considerably increase the envelope
amplifier’s efficiency. The efficiency of
the envelope amplifier also increases
along with the reduction of its load
resistance. For an RF PA output power
of 23-28 dBm, the collector impedance
seen by the envelope amplifier can be
less than 10 Ω, making the envelope
amplifier’s efficiency 84% at VDD = 3.8 V.

3.3 Polar Transmitters Using ET
Technique

Recent research has shown

successful ET-based polar TX system
designs for modern high-PAR mobile
applications such as WiMAX and 3GPP
LTE [1], [8], [16], [18].

Our recent work shows that the test
bench setup for the polar TX system
characterization is as shown in Fig. 6.
Fig. 7(a) shows the measured TX output
EVM, gain, and overall PAE of the entire
ET-based polar TX system with a
discrete envelope modulator and a
monolithic PA applying the WiMAX 64
QAM 8.75 MHz signal. The overall
system PAE is 30.5% at 17 dBm
average output power, and the EVM is
4.4%. The output spectrum of our
ET-based polar TX also passed the
stringent WiMAX 64QAM mask defined

by European Telecommunication
Standards Institute (ETSI), as shown in
Fig. 7(b). With the ET scheme used, the
SiGe PA can operate at its P2dB

compression point (17 dBm) without
violating WiMAX linearity specifications.
However, the standalone PA (fixed Vcc

without ET) needs 4-5 dB back-off to
satisfy both EVM specifications and
spectral mask (not shown here).

The ET-based polar transmitter
system designed in [18] performs well
for 3GPP LTE application. Fig. 8(a)
shows the TX output EVM, gain, and
overall PAE of the entire ET-based
polar system based on a 16QAM LTE
5 MHz modulation signal. The overall
TX system PAE, including the
monolithic envelope amplifier and the
differential cascode PA, is 33.6% when
the average output power is 21 dBm.
The EVM is only 7.0%. These results,
when compared with those of the
standalone PA, show that the output of
the ET-based PA can have lower EVM,
as shown in Table 1.

Fig. 8(b) compares the TX output
spectra of the ET-based PA with the
standalone fixed supply PA at an
average output power of 21 dBm. The
ET technique reduced the out-of-band
emission of the TX spectrum (ACPR
increased by ~10 dB at the 3.5 MHz
offset frequency), allowing the polar TX
to pass the LTE transmit emission
mask. On the other hand, even though
we intentionally increased Vcc to 4.2 V
for the standalone fixed-supply PA, the

PA: power amplifier
PMOS: p-channel metal-oxide-semiconductor

RF: radio frequency

◀Figure 4.
Schematic of a
linear-assisted
switch-mode envelope
amplifier [17].

▲Figure 5. Efficiency of the envelope amplifier
vs. supply voltage with the envelope of a WiMAX
64QAM modulated signals of 8.75 MHz [17].

LMV7219
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▲Figure 6. Test bench setup for ET-based polar TX systems using discrete linear-assisted
switch-mode envelope amplifier and monolithic SiGe PA [17].
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PA still had very high TX out-of-band
emission. Furthermore, the standalone
fixed-supply PA was also tested under
a 6 dB back-off mode from Pout = 21
dBm (with only 15 dBm output power).
As seen in Fig. 8(b), even with Pout = 15
dBm for the standalone fixed-supply
PA, the output spectrum failed once
again to pass the LTE transmit
spectrum mask. This measurement
suggests that ET operation not only
keeps the PA efficient but also
somehow linearizes it
compared to the standalone
fixed-supply PA. This is not
the first time we have observed
this linearization in ET
operation; we have also seen
this in common-emitter and
cascode SiGe PAs. Studies are
ongoing to see if similar effects
can be observed in CMOS PAs
as well.

4 Doherty Power
Amplifier

The Doherty amplifier was
first proposed by W. H.
Doherty in 1936 [19]. The

efficiency and output power of an RF
PA can be increased by using the
Doherty power combining technique
[26]. A Doherty PA consists of a main
amplifier and a peaking amplifier. The
output load is connected to the main
amplifier through an impedance
inverter that is usually a quarter-wave
transmission line. The Doherty amplifier
configuration is shown in Fig. 9(a).
Assuming the output current of each PA
is linearly proportional to the input

voltage with harmonic short
terminations, the efficiency of
a Doherty amplifier can be
analyzed using the
fundamental and DC
components only.

In traditional Doherty
operation, the peaking PA is
turned on when the main PA,
which is at half the maximum
input voltage, begins to
compress. A load modulation
takes place for the PAs
according to (6) and (7). Z main

and Z peaking are the
impedances seen by the
output of the main PA and

peaking PA, respectively. Im and Ip are
the currents flowing through the two
PAs. In typical operation, at the low
power-delivering region, the peaking
PA is off, and ZL is up-converted to the
load of the main PA, which enables the
linear main PA to be more efficient, as
in Fig. 9(b). At the high
power-delivering region, the peaking
PA is turned on to combine the power
with the main PA while also enhancing
the linearity, as shown in Fig. 9(c).

Doherty PAs have been used in base

▲Figure 7. (a) Measured TX EVM, gain, and overall PAE vs. average output power of the entire ET-based
polar TX system with WiMAX 64 QAM 8.75 MHz input signal; (b) Measured polar TX output spectra before
and after applying ET scheme, average output power = 17 dbm [17].

EVM: error vector magnitude PAE: power-added efficiency

▼Table 1.EVM and PAE of the SiGe PA before and after using ET with 16QAM LTE signals at
1.42 GHz. No predistortion applied [19]

EVM: error vector magnitude PAE: power-added efficiency

Supply Voltage

EVM

PAE

Pass Mask

3.3 V

13%

45%

No

3.8 V

12%

38.7%

No

4.2 V

10%

34.6%

No

ET

7%

33.6%

Yes

▲Figure 8. (a) Measured TX EVM, gain, and overall PAE vs. average output power of the entire ET-based
polar TX system with 16 QAM LTE 5 MHz signals. Supply voltage = 4.2 V, frequency =1.42 GHz; (b)
Measured TX output spectra before and after the ET technique was applied [19].

EVM: error vector magnitude PAE: power-added efficiency
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stations for many years, but it is difficult
to integrate the transmission line on
chip for handset applications. Voltage
standing wave ratio (VSWR) mismatch
for handsets, and inherent
narrow-band operation of the
impedance converter are serious
barriers for Doherty PA in handsets.
However, recent literature has reported
impressive fully integrated CMOS
Doherty PAs, as summarized in Table 2.
In some of the works, lumped elements
are used to realize the impedance
inverter for the loading of the main PA.

5 Class-J Mode Operation
With Broadband
Amplification
The class-J PA topology consists of

a slightly inductive load at the
fundamental frequency and the only

capacitive load at the 2nd harmonic
(Fig. 10). This circuit has no explicit
harmonic trapping network, which
makes the class-J PA potentially
capable of broadband operation [4].

According to [4] and [5], a class-J
PA is an unconventional class-AB PA
with 2nd harmonic enhancement. The
key to a class-J PA design is the 2nd
harmonic element contained in the
voltage waveform. The class-E-like
waveform in [5] makes the PA more
efficient, and the non-switching mode
makes it linear. Furthermore, the
inductive load at the fundamental
frequency, and (only) the capacitive
load at the 2nd harmonic keeps the
drain RF voltage above the knee region
[4], which makes class-J operation
highly efficient and linear.

The class-J approach uses a phase
shift between the output current and

voltage waveforms to render the 2nd
harmonic termination purely reactive.
This implies significant possibilities for
the bandwidth efficiency of the class-J
mode of an RF PA. For class-J
operation, the load impedance must
satisfy the following equation:

When RL is defined, the harmonic
load impedance is formed. Load-pull
techniques should be applied to find
the value of RL according to the desired
high efficiency or high power.
Broadband input matching needs to be
applied to realize a broadband PA.

In [5], a class-J PA with a
commercially available 10 W GaN
high-electron mobility transistor is
shown. This PA design has near-rated
output power of 39 dBm and very high
efficiency of more than 60% across a
bandwidth of 1.4-2.6 GHz, centred at
2 GHz. Not many papers have been
written about using class-J PAs for
handset applications, but we believe
class-J is promising for modern
multiband mobile TX handset design.

6 Conclusions
In this paper, several highly efficient

RF PA design techniques for
silicon-based mobile broadband PAs
and transmitters have been discussed.
Two derivations of highly efficient
class-E PAs based on different
assumptions are shown in order to
provide design insights. However, RFIC
still needs to be carefully designed
because of parasitics and non-ideal

◀Figure 9.
(a) traditional Doherty PA
configuration;
(b) comparison of efficiency
between Doherty PA and
traditional class-AB PA with
the same load impedance;
(c) Doherty power
combining.

▼Table 2. CMOS Doherty PA Performance Summary Chart

Work

[21]

[22]

[23]

[24]

[25]

[26]

Tech.
( um CMOS)

0.18

0.09

0.18

0.13

0.13

0.09

Freq.
(GHz)

2.4

3.65

2.4

1.75

2.4

2.4

PAE

33% at P 1dB, 21% at 6 dB back-off

39% at Psat, 12.5% at 6 dB back- off

14% at P 1dB, 10% at 7 dB back-off

36% at Psat, 18% at 10 dB back-off

60% at P 1dB, 35% at 5 dB back-off

26.7% at P 1dB

Power
(dBm)

21.4

28.9

21

31.5

22.7

20.5

Note

Off-chip transmission line combine

On-chip transmission line combine

Lumped element on chip combine

Lumped element on chip combine

Lumped element off chip combine

Transformer on chip combine

CMOS: complementary metal oxide semiconductor PAE: power-added efficiency

▲Figure10. Class-J configuration.
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components in practical application.
Characteristics and advantages of
ET-based polar TX design have been
discussed, and a comparison has been
made with the EER technique.
State-of-the-art ET-based polar TX
performance for WiMAX and 3GPP LTE
has also been demonstrated. Doherty
PA design for high power, linear, and
high efficiency operation as well as
class-J PA design for broadband
handset applications has also been
briefly discussed. It is our hope and
expectation that some of the promising
techniques for high-efficiency
silicon-based RF PA design can,
someday, revolutionize the cellular RF
PA market for future broadband
wireless communication.
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Abstract: This paper presents an analysis and validation by advanced system simulation of compact and low-cost six-port transceivers
for future wireless local area networks (WLANs) operating at millimeter-wave frequencies. To obtain realistic simulation results, a six-port
model based on the measurement results of a fabricated V-band hybrid coupler, the core component, is used. A frequency-division
multiplexing scheme is used by introducing four quadrature phase-shift keying (QPSK) channels in the wireless communication link. The
data rate achieved is about 4 Gbit/s. The operating frequency is in the 60-64 GHz unlicensed band. Bit error rate (BER) results are
presented, and a comparison is made between single-carrier and multicarrier architectures. The proposed wireless system can be
considered an efficient candidate for millimeter-wave communication systems operating at quasi-optical data rates.

Keywords: millimeter-wave communications; Gbit/s data rates; passive components and circuits; six-port interferometer
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Multi-Gbit/s 60 GHz Transceiver
Analysis Using FDM Architecture
and Six-Port Circuit

1 Introduction
ne of the goals of 4G wireless
technologies is to simplify
wireless systems in homes and
enterprises. The coming 60 GHz

WLANs are primarily aimed at
applications with a short range and very
high datarate, such as high-speed
home, office, and high definition
television (HDTV).

In 2001, the Federal Communications
Commission (FCC) allocated a
continuous block of 7 GHz of spectrum
in the 57-64 GHz band for wireless
communications [1] (where oxygen
absorption limits long-distance
interference). Energy propagation in the
60 GHz band has many unique
characteristics and brings advantages
such as high security, immunity from
interference, and frequency re-use [2],
[3]. There are many design challenges
for millimeter-wave circuits, including
the necessity for low cost, high power
efficiency, and accurate computer

aided design models.
Six-port circuits are proposed for

low-cost high-performance
millimeter-wave transceivers. The
six-port is a passive circuit, first
developed in the 1970s for accurate
automated measuring of the complex
reflection coefficient during microwave
network analysis [4]. It is a low-cost
alternative to a network analyzer or
beam direction-finding applications
[5]. Various millimeter-wave front-end
architectures based on six-port
devices have been proposed in recent
years. These architectures use various
fabrication technologies and
modulation schemes [6]-[9].

Section 2 of this paper provides an
analysis of a fabricated hybrid coupler
that uses miniature hybrid microwave
integrated circuit (MHMIC) technology
and the six-port model. Section 3
provides an analysis of the proposed
60 GHz transceivers, and simulation
results of single-carrier and multicarrier
systems are presented [10].

Conclusions are given in section 4.

2 MHMIC Hybrid Coupler
and Six-Port Model

2.1 MHMIC Hybrid Coupler
The four-port 90° hybrid coupler is

the core component of the six-port
circuit and is designed and fabricated
to operate in V-band. Using MHMIC
technology, the six-port circuit is
integrated on a 125 μm alumina
substrate with a relative permittivity
of 9.9.

Fig. 1 shows several
microphotographs of the MHMIC 90°
hybrid coupler. The RF short-circuits
(replacing via-holes) for coplanar
transitions, and 50 Ω loads are obtained
using wideband open-circuited stubs.
The diameter of the coupler is around
700 μm, and the 50 Ω line width is
nearly equal to the thickness of the
alumina substrate. To characterize
fabricated MHMIC circuits, on-wafer

OO
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measurements are taken using a
Cascade Microtech probe station
(equipped with 150 μm pico-probes)
connected to an Agilent Technologies
E8362B millimeter-wave power
network analyzer (PNA) (Fig. 2).
Because of measurement limitations,
60-64 GHz is considered for circuit
characterization and system simulation.

Fig. 3 shows the phase of
transmission-scattering S-parameters
(S12 and S13). A 90° phase difference
is obtained over the 4 GHz band, and
the phase imbalance is around 5°.
Fig. 4 shows the power coupling,
matching, and isolation of the
MHMIC-fabricated hybrid coupler. The
power splits (S12 and S13) over the 4
GHz band are between -3 dB and -4
dB, very close to the theoretical value
of -3 dB. The return loss on input port 1
(S11) versus frequency is higher
than -20 dB, and the isolation between

ports 2 and 3 (S23) is
higher than -15 dB (Fig. 4).
Because of circuit
symmetry, measurements
of equal isolations between
ports 1 and 4, and ports 2
and 3 are obtained.
Measurements of return
loss at all ports (Sii) are also
obtained.

2.2 Six-Port Model
A six-port linear network

is represented by a 6×6
characteristic matrix and is
generally characterized by
a standard two-port vector
network analyzer (VNA).
The two-port
measurements, required for
every possible combination
of two ports, are taken. The
4 ports not connected to
the VNA are terminated
with appropriate loads. This
multiport circuit is
composed of four 90°
hybrid couplers and a 90°
phase shifter (Fig. 5). The
input signals a5 and a6 are
normalized waves, from the
local oscillator (LO) and
radio frequency signal,
respectively. The output

detected signals can be calculated
based on the multiport block diagram
and using the quadratic characteristic
of the power detectors, as detailed in
[6].

For each two-port measurement, a
2×2 sub matrix of the six-port
characteristic matrix is determined. To
avoid necessary circuits (fifteen in the

case of a six-port), and to obtain
realistic results with minimum
fabrication cost, the six-port model is
implemented in 2010 Advanced Design
System (ADS) software of Agilent
Technologies. S-parameter
measurements of fabricated 90° hybrid
couplers interconnected by
transmission lines are also used.

A matching of more than -15 dB and
isolation of -20 dB are obtained for the
input ports (Fig. 6).

In a direct conversion scheme, the
quadrature (I/Q) down-converted
signals are obtained using a differential

▲Figure 1. Microphotographs of the MHMIC 90° hybrid
coupler (with ports 1-4).

▲Figure 2. S-parameter measurement set-up.

▲Figure 3. S-parameter phases of an
MHMIC hybrid coupler.

▲Figure 4. Magnitude S-parameter for
transmission, return loss and isolation.

LO: local oscillator

▲Figure 5. Six-port circuit.
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approach [6]:

where V1, V2, V3, and V4 are the
six-port output detected signals, K is a
constant, a is the amplitude of the LO
signal, Δφ (t ) = φ 6(t )-φ 5 is the
instantaneous phase difference, and
α(t ) is the instantaneous amplitude ratio
between the RF and LO signals.
Harmonic balance simulations are
performed for several discrete
frequency points over 4 GHz. The RF
and LO input powers are set to 0 dBm,
and the RF signal phase is swept over
360° In practice, amplitude and phase
imbalances are inherent because of
design and fabrication constraints at
60 GHz. S-parameters in simulations
can highlight such errors.

Fig. 7 shows the six-port output
signals in relation to the phase
difference between RF and LO signals.
Theoretically, these signals must have
equal amplitude and be shifted by 90°
and its multipliers. Some
imbalance-related errors, both in

amplitude and phase, are observed. A
differential approach is proposed in [6]
and [7] that reduces these errors. Fig. 8
shows the percentage of six-port
down-converter quadrature error.

Because of these inherent errors, I/Q
signal phase difference is not exactly
90° and the shapes of demodulated
constellations are distorted. However,
for simple modulation schemes, that is,
amplitude-shift keying (ASK), binary
phase-shift keying (BPSK), and
quadrature phase-shift keying (QPSK)
recommended for low-cost
transceivers, phase error of less than
5% is considered acceptable.

3 Proposed 60 GHz
Transceiver

3.1 Single-Carrier Architecture
Recent studies have suggested that

a V-band receiver based on six-port
technology enables the design of
compact and low-cost wireless
millimeter-wave single-carrier
communication receivers for future
high-speed wireless communication

systems [6]-[9]. Millimeter-wave
frequency conversion is performed
using specific properties of the six-port
circuit. This avoids the need for a costly
conventional active mixer. A simplified
six-port single carrier (SC) homodyne
transceiver block diagram is shown in
Fig. 9.

The transmission path is simulated by
an ADS loss link based on the Friis
model. The free-space loss at 62 GHz
is around 88 dB and is calculated using
the Friis transmission equation

where PR is the ratio of power
received by the receiving antenna, PT is
the ratio of power input to the
transmitting antenna; GT and GR are the
antenna gains of the transmitting and
receiving antennas, respectively; λ is
the wavelength (around 5 mm for
62 GHz), and R is the distance (10 m).
In the transmitter part, the parameters
are set as follows: LO power =- 25 dBm,
amplifier gain (A) = 20 dB, and antenna
transmitting gain (GT) = 10 dBi. These
values are chosen in order to obtain
transmitted signal power of 10 dBm
(allowed by FCC for a V-band
communications system). In the
receiver, the antenna receiving gain is
10 dBi, the low-noise amplifier (LNA)
gain is 20 dB, and the six-port input
signal power is -38 dBm.

During the simulations, the operating
frequency was set at 62 GHz, and the
transmitted QPSK-modulated signals
were pseudo-randomly generated by
ADS with a symbol rate of 500 MS/s
(communication data rate = 1 Gbit/s).

▲Figure 6. Simulation of S-parameter
magnitude.

▲Figure 7. Harmonic balance analysis of the
six-port at 63 GHz.

▲Figure 8. Percentage of I/Q error over the
60-64 GHz band.

LO

▲Figure 9. Single carrier system block diagram.

1,2,3,4: six-port output signals
6: the six-port circuit (as in Fig.5)

ADS: Advanced Design System
BER: bit error rate

LO: local oscillator
QPSK: quadrature phase-shift keying
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By using the limiters in the last stage of
the receiver, output square waves are
generated (Fig. 10). For a bit sequence
of 200 ns, the output demodulated (I)
signals have the same bit sequence as
those transmitted. The same conclusion
is obtained for the (Q) signals. Fig. 11
shows the bit error rate (BER) variation
in relation to energy per bit over
spectral noise density (Eb /N0 ) for the
same distance of 10 m. The six-port
receiver architecture using the single

carrier scheme has excellent BER
performance, very close to the
theoretical ideal.

3.2 Multicarrier Architecture
In [11], the same proposed six-port

receiver using frequency division
multiplexing (FDM) architecture is able

to transmit 2 Gbit/s up to 10 m with BER
of 10-9, as required for an uncoded
HDTV wireless transmission in a home
or office. By spacing the carriers, this
data rate can be increased to 4 Gbit/s
for a short-range communication of
10 m. The advantage of using FDM
scheme is that no central timing
synchronization is required for each
subchannel. Each subchannel can
operate independently. A serial to
parallel converter (S/P) with 2×4 parallel
outputs, 4 millimeter-wave LO,
4 quadrature modulators, and a
millimeter-wave combiner (C) are used
to generate the 4 carrier FDM signal. An
envelope simulation is then carried out
(Fig. 12).

In the simulation, the power of each
LO used in the transmitter part is
-25 dBm, and their frequencies are 61,
62, 63, and 64 GHz. The received
signal is amplified by an LNA (20 dB),
split using a millimeter-wave power
divider (D), and coherently
demodulated using 4 six-port receivers
(MP R1-R4) and 4 baseband (BB)
circuits. Finally, a parallel to serial data
converter (P/S) generates the output
data stream. For each frequency, the
same power balance as the single
carrier system in Fig. 9 is kept. The
symbol rate per carrier (SRC) is

◀Fig. 10.
Demodulation of 1 Gbit/s
QPSK pseudo-random
(I) bit sequence.

▲Figure 11. BER for 1 Gbit/s QPSK signal.

BB: baseband
C: combiner

LNA: low-noise amplifier

LO: local oscillator
P/S: parallel to serial data converter

QPSK: quadrature phase-shift keying

S/P: serial to parallel converter

▲Figure 12. Multicarrier system block diagram.
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500 MHz, which provides an FDM
signal at 4 Gbit/s. To cover the whole
bandwidth of 4 GHz, and considering
the ADS convergence properties, the
step simulation is fixed at 1/(7×SRC).

Fig. 13 shows the QPSK multicarrier
transmitted signal spectrum. Between
the 61-64 GHz frequency channels,
there are spectral regions called guard
bands that act as buffer zones to
prevent interference between
frequency subchannels. By taking into
consideration the SRC, simulation step,
and envelope simulation frequency, the
guard bands are minimized as much as
possible. Fig. 14 shows the BER values
that correspond with each subcarrier.
The BER curves are very close to each
other, ranging from 10-10 to 10-7 for an
Eb /N0 of 13 dB. These variations are

considered tolerable for good quality
wireless communications, which usually
requires a BER of less than or equal to
10-9.

Because of the uncorrelated
subchannels and ADS convergence
limitation, we calculate the BER of the
whole system using an analytical
approach. The BER average of the
millimeter-wave multicarrier system is
the sum of the BER related to each
subchannel [12], [13] and is obtained
using

where Psys is the global error
probability (or BER) of our system, N is
the number of carriers used, and M is
related to the modulation levels or
number of bits per symbol (for QPSK,
M = 2). (BER)i is the BER of each
subcarrier.

Fig. 15 shows the average BER curve
of the system as well as the BER
corresponding to the single-carrier
communication system. By using
multicarrier modulation techniques, and
for BER = 10-9, Eb /N0 should be
incremented by about 2 dB, which is
not a critical disadvantage. In the
meanwhile, a high data rate of 4 Gbit/s
is attained. This has interesting
implications for the new generation of
mobile radio communication systems.

4 Conclusion
In this paper, a V-band FDM wireless

link based on six-port receiver
architecture is proposed. I/Q signal
phase error of less than 5% is caused
by fabrication errors in the MHMIC
coupler. But this error would not
degrade some digital modulation
schemes, such as QPSK, because of
their robustness. The millimeter-wave
receiver, based on the six-port junction
fabricated on ceramic substrate, is able
to transmit at 1 Gbit/s using
single-carrier modulation. However,
using multicarrier modulation based on
frequency division multiplexing
(4 subcarriers), 4 Gbit/s is reached. The
proposed system allows the design of
high-speed, high-performance, and
low-cost wireless transceivers for

future millimeter-wave systems. In the
future, the entire six-port circuit will be
fabricated and tested, and a full test will
be done on the proposed FDM
millimeter-wave architecture.
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ANTEL Selects ZTE for Uruguay National GPON Project

On September 19, 2011, ZTE

Corporation, a publicly-listed global

provider of telecommunications

equipment and network solutions,

announced it has been selected by

the Administración Nacional de

Telecomunicaciones (ANTEL) to assist

in providing 300,000 subscribers in

the country with a gigabit passive

optical network (GPON). The tender

was one of the largest ever put out in

South America.

ANTEL is Uruguay’s largest

fixed-line operator and mobile carrier,

with a 95.5 percent share of the

nation’s broadband market as of June

2010. Under the contract, ZTE will

help the operator deliver broadband

speeds of 100 Mb/s.

The GPON will offer broadband

under a range of FTTx scenarios,

including FTTH, FTTB, backhaul and

enterprise networks. ZTE will provide a

next-generation, converged,

full-service optical access platform

called ZXA10 C300. The platform

meets ANTEL’s requirements and is

upgradable to NG PON and WDM

PON.

“ZTE has cooperated with ANTEL in

a number of areas, including home

gateways and cellphones,” said ZTE

Vice President Xu Ming. “With our

understanding of the Uruguayan

telecom market and our experience

deploying more than 100 million lines

of xPON across the globe, our goal is

to build this project into a model

deployment for South America that is

scalable worldwide.”

ZTE was one of the first vendors to

develop and commercialize optical

access network products.

According to Ovum’s “4Q10 Market

Share—FTTx, DSL, and CMTS ports” ,

ZTE ranks first among major GPON

vendors in revenue growth. To date,

108 million lines of ZTE xPON

products, over 55 million of which are

broadband equipment, have been

deployed worldwide. (ZTE Corporation)
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Abstract: This paper presents a new implementation of a millimeter-wave heterodyne receiver based on six-port technology. The
six-port model is implemented in Advanced Design System (ADS) using S-parameter measurements for realistic advanced simulation of
a short-range 60 GHz wireless link. Millimeter-wave frequency conversion is performed using a six-port down-converter. The second
frequency conversion is performed using conventional means because of low IF. A comparison between the proposed receiver and a
conventional balanced millimeter-wave mixer shows that the proposed receiver improves conversion loss and I/Q phase stability over the
local oscillator (LO) and RF power ranges. The results of demodulating a V-band quadrature phase-shift keying (QPSK) signal at a high
data rate of 100 Mb/s-1 Gb/s are discussed. The results of a bit error rate (BER) and error vector magnitude (EVM) analysis prove that the
proposed architecture can be successfully used for wireless link transmission up to 10 m.

Keywords: millimeter wave; six-port; frequency conversion; heterodyne; front-end; wireless LAN

D. Hammou, E. Moldovan, and S.O. TatuD. Hammou, E. Moldovan, and S.O. Tatu
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Millimeter-Wave Heterodyne Six-Port
Receiver: New Implementation and
Demodulation Results

1 Introduction
ecent dramatic growth in wireless
communication systems has
caused microwave frequency
bands to become overcrowded.

The millimeter-wave spectrum
provides multi-Gb/s data transmission
[1], [2] and is a possible solution to this
problem.

Millimeter-wave frequencies enable
the design of compact, low-cost
wireless millimeter-wave
communication front-ends. These can
offer convenient terminal mobility and
high-capacity channels.

This paper describes a
millimeter-wave heterodyne receiver
based on a new six-port architecture
dedicated to high-speed wireless
communication systems. Six-port
technology is widely used in microwave
applications for low-cost circuit
characterizations [3] and has also been
used as an unconventional technique

for performing frequency
down-conversion [4], [8].

2 Millimeter-Wave
Six-Port Circuit
A number of six-port architectures

have been described in literature. All of
these architectures are functions of
fabrication technologies and specific
applications, such as down-converter,
direct modulator, and reflection
coefficient measurement.

The best-known six-port
architecture for communication
purposes comprises a 3 dB Wilkinson
power divider and three 90° hybrid
couplers. At high frequencies, the two
branches of the Wilkinson power divider
must be placed very close to each
other to be connected to the 100 Ω
resistor. A strong, undesirable mutual
coupling between the output lines
occurs when using a conventional
Wilkinson power divider [9], [10].

Therefore, a second six-port is built
with four 90° hybrid couplers to avoid
the Wilkinson power divider. The power
divider is implemented using one of the
90° hybrid couplers and a transmission
line of 90°. This deteriorates the desired
amplitude and phase-split ratio over a
wide band and increases phase and
amplitude imbalance. The S-parameter
measurements for this architecture
show that, for the coupled ports being
considered, phase imbalance is less
than 10% over the entire bandwidth
[11]. However, the amplitude
imbalance reaches 1.5 dB at higher
frequencies.

In addition, S-parameter
measurements for the ring power
divider developed in [12] show that the
circuit has a quasi-null amplitude
imbalance of 0.25 dB and additional
insertion loss of <0.5 dB from 60 GHz to
70 GHz.

In light of recent progress in power
divider design, a new six-port
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architecture is proposed. This circuit is
constructed using three hybrid
couplers (H-90°) and a new ring power
divider [13].

For full S-parameter characterization
of a six-port circuit, 15 circuits
prepared for two port measurements
are needed. To reduce the cost of
circuit fabrication, and regarding the
symmetry of the six-port architecture,
our approach is to evaluate the most
important S-parameters from port 5.
These parameters include
transmission, output phase balance,
and RF input isolation.

Five six-port circuits (5-1, 5-2, 5-3,
5-4, and 5-6), prepared for two port
measurements, are integrated on a TPS
superstrate with relative permittivity of
9.9 and thickness of 127 μm. Fig.1
shows this circuit in S54 configuration.

S-parameter measurements are
taken in the 60-65 GHz band because
of the characteristics of the measuring
equipment. Measurements show that
the RF inputs at ports 5 and 6 are well
matched; that is, results are better
than -15 dB across the whole
frequency band. Isolation between the
two RF input ports is at least 15 dB and
reaches 30 dB at the central frequency.
High isolation is needed to avoid local
oscillator (LO) leakage to the antenna.

The S-parameter measurements for
transmission show <0.5 dB of additional
loss, and the relative amplitude
imbalance between requested ports
does not exceed 8.33% across
60-65 GHz.

The S-parameter measurements for

phase performance between
two requested ports show a
relative phase imbalance of
only 7.6%, related to the
expected quadratic reference
of 90° across 60-65 GHz.

3 Mixer Topologies
Here, we describe a six-port

millimeter-wave mixer (SPMM)
that performs
down-conversion and can
improve mixing signals in
terms of conversion loss
versus RF signal and LO power
sweep.

The proposed
down-converter comprises the
new six-port circuit as well as
two pairs of parallel Schottky
diodes that are connected to
two differential amplifiers and
act as power detectors (Fig. 2).

A conventional I/Q mixer
uses couplers and two
anti-parallel pairs of Schottky
diodes acting as LO-driven
switches (Fig. 3). For comparison with
the proposed architecture, a six-port
circuit is used instead of conventional
mixer couplers. The intermediate
frequency (IF) amplifiers have the same
gain as the IF differential amplifiers of
the proposed mixer. The block diagram
for this architecture is shown in Fig. 3.

To estimate the conversion loss for
both mixers and the stability of the I/Q
phase, harmonic balance simulations
are performed using Advanced Design
System (ADS). Zero-bias Schottky
diode (Spice model HSCH-9161) is

used as a non-linear element in both
topologies. First, we analyze the
behaviour of the two topologies in
relation to the LO drive in the
range -15-15 dBm. RF power is fixed
at -25 dBm, and the amplifier gain is
fixed at 10 dB for both mixers.

Over the entire LO power range, the
output I/Q power of the proposed mixer
is better than that of a conventional
mixer by 42 dBm (Fig. 4). The
conversion loss of the proposed mixer
is improved by 42 dBm. In addition, the
LO driving power of the

▲Figure 1. Microphotograph of the proposed
six-port circuit.

▲Figure 2. SPMM using parallel diodes.

IF/I: intermediate frequency/in-phase
IF/Q: intermediate frequency/quadrature

LO: local oscillator

▲Figure 3. Mixer using anti-parallel diodes.

Figure 4.▶
Simulation results:

conversion loss vs. LO.
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quasi-conventional mixer should be at
least 10 dBm to move it into saturation
area.

The phase performances of both
mixers are quasi-similar and close to
the quadratic reference of 90° until LO
power of 5 dBm, at which point I/Q
phase performance of the conventional
mixer deteriorates dramatically (Fig. 5).
At an LO power of 6 dBm, phase
performance is 10°. The proposed
mixer has a phase disparity of only 0.5°
over the entire LO drive range.

Second, we analyze the two
topologies in relation to RF drive in the
range -50-0 dBm. LO power is
-10 dBm for the proposed mixer, and
the sweep is -10-5 dBm for the
quasi-conventional mixer. The amplifier
gain is 10 dB for both mixers.

Fig. 6 shows the results of HB
analysis in terms of I/Q IF power versus
RF drive. The proposed mixer gives
excellent results. When RF power
is -50 dBm, I/Q IF power is
approximately -60 dBm for the
proposed mixer and -80 dBm for the
quasi-conventional mixer with 5 dBm of
LO power.

This represents a 20 dBm
improvement in conversion loss with 30
times less LO power.

Keeping the same parameters for the
mixers, we analyze I/Q phase (Fig. 7).
The I/Q phase of the proposed mixer is
almost the same as the quadratic
reference of 90° from -50-0 dBm. The
I/Q phase of the quasi-conventional
mixer has quasi-similar performance
for RF power over a limited range
of -36-10 dBm.

Low-cost receivers need reduced

LO power and high I/Q phase stability.
So the proposed mixer is an excellent
candidate for the applications dealt with
in the next section.

4 Receiver Architecture and
Operating Principle
Heterodyne architecture is widely

used in wireless communications

because it has many well-known
advantages. However, the main
problem in the millimeter-wave domain
is the design of a high-quality low-cost
mixer. To overcome this problem, the
receiver uses the new SPMM described
in the previous section instead of a
conventional mixer to perform
millimeter-wave down-conversion.
Fig. 8 shows the proposed heterodyne
receiver architecture.

In this section, we show that the first
down-conversion from RF to IF, shown
in Fig. 8(a), can be performed using
specific properties of the SPMM.

The SPMM inputs are connected to a
low-noise amplifier (LNA) and to the
first (millimeter-wave) local oscillator
(LO1), respectively. The intermediary
frequency module (IFM) allows
quadrature IF signals to be obtained
using detected output six-port signals
and differential amplifiers. The second
local oscillator (LO2), two mixers, and
two low-pass filters (LPF) are used to

◀Figure 5.
Simulation results: I/Q IF
phase balance vs. LO.

Figure 7.▶
Simulation results: I/Q

IF phase balance vs. RF.

Figure 6.▶
Simulation results:

conversion loss vs. RF.

151050-5-10-15

100

95

90

85

80

LO Power (dBm)

I/
Q

Ph
as

e
Ba

la
nc

e
(d
eg

.)

: Proposed Mixer

: Conventional Mixer

0-20-20-30-40-50

0

-30

-60

-90

-120

: 5 dBM
: 0 dBm

: -5 dBM
: -10 dBm

: Proposed Mixer (LO power -10 dBm)

Quasi-Conventional Mixer Sweep

RF Power (dBm)

I/
Q

IF
Po

w
er

(d
Bm

)

0-20-20-30-40-50

92

91

90

89

88

RF Power (dBm)

I/
Q

Ph
as

e
Ba

la
nc

e
(d
eg

.)

: Proposed Mixer (LO power -10 dBm)

: 5 dBM
: 0 dBm

: -5 dBM
: -10 dBm

Quasi-conventional Miser Sweep

Special Topic Millimeter-Wave Heterodyne Six-Port Receiver: New Implementation and Demodulation Results

D. Hammou, E. Moldovan, and S.O. Tatu

September 2011 Vol.9 No.3ZTE COMMUNICATIONS44

45



D:\EMAG\2011-02-29/VOL9\CONTETN.VFT——1PPS/P

generate the primary baseband
signals. The baseband module (BBM)
amplifies these signals, and sample
and hold circuits (SHCs) operating at
the bit-rate frequency generate
improved demodulated output signals.
Signal processing techniques
compensate for rotation of the
demodulated constellation caused by
instability of the LOs, especially LO1.

The operating principle of the
six-port direct-conversion receiver is
described in [14]. In this paper, we
demonstrate that a six-port circuit can
down-convert millimeter-wave
modulated signals to intermediary
frequency IF. The second frequency
conversion, from IF to baseband, can
be easily obtained by conventional
means related to relative low frequency
operation.

Generally, the output signals (bi) of a
multiport can be expressed with the
dispersion parameters Sij as

The scattering matrix of the proposed
six-port circuit can be obtained using
the scattering matrix of a 90° hybrid
coupler and the power divider in Fig.1.

It can be assumed there are two
normalized wave inputs: a5 from the LO
and a6 from the RF input (Fig. 8). These
two normalized input waves have an
amplitude ratio α, phase difference
Δφ (t ) =φ 6(t ) -φ5, and frequency shift
Δω=ω-ω 0. These are expressed as

Assuming a perfect match
a1 =a2 =a3 =a4 =0, the four normalized
output waves can be calculated using
(1) and the six-port scattering matrix
(2):

bi =a5·S5i +a6·S6i , i = 1 to 4 (5)

To obtain the IF output signals, four
power detectors are connected to the

multiport outputs. The output voltage of
an ideal power detector is proportional
to the square magnitude of the RF input
signal:

Supposing identical power detectors
are used, that is, Ki = K, for i = 1 to 4,
the output voltages are

The output voltages at ports 1 and 3,
and 2 and 4 are phase opposites.
Therefore, the quadrature output
signals can be obtained using two
differential amplifiers at the outputs of
the SPMM stage:

After the second frequency
conversion and low-pass filtering, the
output I/Q signals are obtained:

Equations (3)-(13) depend on the
amplitude ratio α, phase difference
Δφ(t ), and frequency shift Δω. The
proposed heterodyne receiver based
on the new six-port architecture can
demodulate arbitrary phase-shift
keying (PSK), QPSK, M-ary
phase-shift keying (MPSK), and M-ary
quadrature amplitude modulation
(M-QAM) schemes.

5 Demodulation Results for
the Heterodyne Six-Port
Receiver
To perform realistic simulations using

ADS, and to evaluate demodulation
performances, we used our V-band
six-port circuit model, validated by
S-parameter measurements in [13].
Envelope simulations were performed

a6=α·a·e =α·a 5·e (4)j (ω·t+φ 6 (t )) j (Δω·t+Δφ(t ))

◀Figure 8.
Block diagram of the
heterodyne six-port
receiver.

BBA: baseband assembly
BBM: baseband module
IF/I: intermediate frequency/in-phase
IFM: intermediary frequency module
IF/Q: intermediate frequency/quadrature

LNA: low-noise amplifier
LO: local oscillator
LPF: low-pass filter

SHC: sample and hold circuit
SPMM: six-port millimeter-wave mixer

(a) SPMM and IFM modules

(b) BBM module
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using pseudorandom
QPSK-modulated signals. The
transmitter uses a vector modulator and
two pseudorandom sources (I and Q
input signals) with two different voltage
levels of ± 1 V. The carrier consists of a
61 GHz V-band signal that is
modulated in the range
100 Mb/s-1 Gb/s. The propagation
path simulation is performed using the
Friis model, and the receiver
incorporates the configuration in Fig. 1.

According to the Friis equation [15],
the free space line-of-sight (LOS)
attenuation is 88 dB for d = 10 m. In this
system analysis, the antenna gains are
set at 10 dBi. The LNA gain and noise
figure (NF) are 21 dB and 3.8 dB,
respectively. These are common values
for today’s 60 GHz integrated
amplifiers. Limiters are used in the
baseband stage of the receiver to
obtain data output squared waves, and
consequently, perfect demodulated
constellations. In keeping with future
high-speed requirements of the IEEE
802.15.3.c wireless standard, IF of

900 MHz was chosen. The LO is
perfectly synchronized, an important
advantage of this architecture
compared to direct conversion. Perfect
synchronization can be obtained by
controlling the lower frequency LO from
the digital processing block to IFM
block (LO2).

Fig. 9 and Fig. 10 show typical
spectrums of a quadrature IF signal
(I or Q) centered at 900 MHz and a
baseband quadrature signal (I or Q)
obtained after the second
down-conversion. The results show the
performance of a six-port receiver
designed to replace a conventional
millimeter-wave mixer. The signals are
pseudorandom QPSK-modulated at
100 Mb/s.

Fig.11 shows the demodulation
results of a pseudorandom QPSK bit
sequence of 700 ns. The demodulated
signal shapes are the same as the I/Q
signals generated by the transmitter.
The gray line represents the baseband
signal before it reaches the SHC, which
improves the demodulated signal
shape.

To evaluate the wireless link quality
for Gb/s pseudorandom

QPSK-modulated signals, a BER
analysis is performed for the
pseudorandom QPSK modulation data
rate 100 Mb/s-1 Gb/s. BER results are
presented as a function of Eb /No , where
Eb is the average energy of a
modulated bit, and No is the noise
power spectral density (Fig. 11).

Simulations show that BER
performance is less than 10-6 for a
typical Eb /No ratio of 14 dB in all
cases. This is an excellent result if we
consider that it corresponds to a
millimeter-wave LO stability of 10-3,
compared to 10-6/°C of commercial
oscillators

Fig.12 shows only 2.2 dB additional
shift in Eb /No . This is an excellent result
if we consider that it corresponds to the
tenfold increase in data rate from
100 Mb/s-1 Gb/s. To reach a BER of
10-9 (required for uncoded HDTV
transmission), Eb /No must increase a
further 2.8 dB to reach 16 dB.

To calculate error vector, we consider
the demodulation results for a
pseudorandom QPSK bit sequence of
700 ns in Fig. 11. A comparison is
made for data rate of 100 Mb/s-1 Gb/s.

Fig. 13 shows the ideal and QPSK

Frequency (GHz)

▲Figure 9. Typical spectrum of a quadrature
IF signal (I or Q) for six-port receiver.

▲Figure 10. Typical spectrum of a baseband
quadrature signal (I or Q) for six-port receiver.

Figure 11.▶
Demodulation results
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: 100 Mbits/s
: 200 Mbits/s
: 500 Mbits/s
: 800 Mbits/s
: 1 Gbits/s

•

demodulation constellation diagrams at
100 Mb/s. The four clusters are very
individualized, the output signals are
square waves, and the output
constellations are situated at the
corners of a square that is centered at
the origin.

However, constellation normalization
must be enabled in order to effectively
calculate the error vector magnitude
(EVM) [16].

In the complex plane, we define the
baseband signal Гin,n and Гout,n as

These vectors represent the
transmitted and ideal baseband

signals. Constellation normalization is
achieved by affecting the output
constellation Гout,n with a K coefficient.
The symbols in the two diagrams in
Fig. 13 become correlated [16]

Thus, when symbols have been

normalized, EVM is defined as the
root-mean-square (RMS) value of the
difference between a simulated
symbols and ideal symbols:

where N is the number of symbols.
Fig. 14 shows the EVM-per-symbol

calculations for a pseudorandom QPSK
bit sequence of 700 ns at 1 Gb/s. The
instantaneous error vector magnitude
is <1.5 over 700 ns.

The effective EVM for each QPSK
data rate from 100 Mb/s-1 Gb/s
corresponds to the mean of the
EVM-per-symbol with the bit
sequence length (number of symbols).

These results are shown in Fig. 15.
As expected from the
EVM-per-symbol calculations, the
effective EVM is less than 2% for 100,
200, 500, 800 Mb/s and 1 Gb/s QPSK
data rates.

These calculations confirm the BER
results in the previous paragraph and
give an indication of the capability of
the six-port heterodyne receiver for the
millimeter-wave wireless high
data-rate communications systems.

6 Conclusion
A new millimeter-wave heterodyne

six-port receiver is presented in this
paper. To perform millimeter-wave
frequency conversion, this receiver
uses the specific properties of the new
six-port circuit in Fig. 1. This avoids the
need for a conventional I/Q mixer with
anti-parallel diodes and conventional
couplers or a costly active mixer.
Realistic system simulations for a
short-range 60 GHz wireless link were
performed using a
measurement-based six-port model
and a QPSK-modulated signal of

◀Figure 12.
BER performance for
a QPSK modulation
data rate of
100 Mb/s-1 Gb/s.BER: bit error rate

▲Figure 13. Pseudorandom QPSK demodulation constellation diagrams.

Figure 14.▶
EVM-per-symbol for a
transmitted sequence

at 1Gb/s.
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1 Gb/s. The demodulation results are
validated by BER and EVM calculations.
The proposed six-port heterodyne
architecture enables the design of
compact, low-cost wireless
millimeter-wave receivers for future
high-speed wireless communication
systems.
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Abstract: As mobile networks become high speed and attain an all-IP structure, more
services are possible. This brings about many new security requirements that traditional
security programs cannot handle. This paper analyzes security threats and the needs of
3G/4G mobile networks, and then proposes a novel protection scheme for them based
on their whole structure. In this scheme, a trusted computing environment is constructed
on the mobile terminal side by combining software validity verification with access
control. At the security management center, security services such as validity
verification and integrity check are provided to mobile terminals. In this way, terminals
and the network as a whole are secured to a much greater extent. This paper also
highlights problems to be addressed in future research and development.

Keywords: mobile network security; security service; trusted computing; access control
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1 Security Architecture and
Threats in Mobile
Telecommunication
Systems

1.1 Security Mechanism Proposed by
3GPP

o secure 3G mobile
telecommunication systems,
3GPP has developed a a security
architecture with five feature

groups [1] in three strata, as shown in
Fig. 1.

These five feature groups and their
functions are:

Group 1: network access security.
This provides users with secure access
to 3G services and protects against
attacks on the radio access link.

Group 2: network domain security.
This enables nodes in the provider
domain to securely exchange signaling

data and protects against attacks on
the wireline network.

Group 3: user domain security. This
secures access to mobile stations.

Group 4: application domain security.
This enables applications in the user
domain and provider domain to
securely exchange messages.

Group 5: visibility and configurability
of security. This enables users to
determine whether a security feature is
in operation or not and whether the use
and provision of services should

depend on the security feature.
In 3GPP’s security architecture, the

emphasis is on the network access
security mechanism, including mutual
authentication, universal terrestrial
radio access network (UTRAN)
ciphering, and integrity protection of
signaling data. Network access security
mechanisms mainly fall into three
categories:

•identification by temporary
identities such as Temporary Mobile
Subscriber Identity (TMSI)

•identification by a permanent
identity such as International Mobile
Subscriber Identity (IMSI)

•authentication and key agreement
(AKA).

Among these, AKA is important and

User Application Provider Application
(4)

USIM
(1)

(2)

(1)(3)

ME
(1)

Application
Stratum

(1)(1)

▲Figure 1. 3G security architecture by 3GPP.
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is a hot topic in research on 3G network
security mechanisms. AKA mutually
authenticates the mobile station and
network, creating a new cipher key and
integrity key. Other security
mechanisms of 3G networks include
data ciphering and integrity
mechanisms. The data ciphering
mechanism uses F8 ciphering
algorithm to encrypt information
between mobile equipment (ME) and
the radio network controller (RNC). The
data integrity mechanism applies F9
ciphering algorithm to authenticate data
integrity and validity of a signaling
message.

Protection measures such as mutual
authentication, long secret keys,
high-density ciphering, integrity
algorithms, and signaling integrity
protection mechanism are already used
in 3G systems. A mechanism to protect
core nodes in the telecommunication
network is also used [2]. However, new
services, open IP networks, and
enhanced attack technologies still
threaten the security of mobile
networks.

1.2 Security Mechanism for 4G
Networks

The security requirements of 4G
networks fall roughly into four
categories [3]:

•network access security. This
provides access to 4G services that is
secured against attacks on the radio
access link.

•network area security. This enables
nodes in the provider domain to
securely exchange data and protects
against attacks on the wired network
and network entities.

•user user area security. This
enables secure access to ME/user
services identity module (USIM) and
provides a security environment in the
ME/USIM.

•application security. This enables
applications in the user and provider
domains to securely exchange
messages.

The security architecture of 4G
networks therefore includes these four
feature groups, and functions of these
groups are similar to those in 3G
networks.

In terms of security requirements, the
difference between 3G and 4G
networks is that in 4G networks, the
integrity of the hardware, software, and
operating system in the mobile platform
on ME/USIM needs to be protected. A
trusted computing environment for
mobile entities is created. Only with a
secure mobile platform can the security
of user information be guaranteed.
Research shows that the security of a
mobile platform depends on mobile
terminals themselves and also
security management and services of
the security servers in the mobile
network.

1.3 Security Threats Faced by Mobile
Telecommunication Networks

3G mobile telecommunication
networks are developing into all-IP
networks. As a result, they are facing
more security threats from viruses,
trojans, junk e-mails, spam SMS, and
eavesdropping. These will also affect
future 4G networks.

Unlike legacy mobile
telecommunications, 3G mobile
telecommunications is oriented toward
network application services. The
mobile terminal is both a platform for
users to enjoy services and an Internet
terminal. Security problems in mobile
terminals have a great impact on the
entire 3G network. This is reflected in
two ways. First, high-speed 3G mobile
phones access to the Internet
significantly increases the amount of
sensitive data being transmitted over
the air interface. Second, viruses and
baleful information are transferred from
mobile phones to other terminals or
nodes in the network. Currently, 3G
specifications on terminal data security
are incomplete. Except for user
authentication, they do not provide
effective protection for data coming
from the user side. The openness of the
Internet is also a great threat to mobile
terminal security. Easy access to the
Internet increases the possibility that
mobile phones will pick up viruses or be
hacked. Security problems arising from
network openness are a great
challenge to 3G networks. With a large
number of protocols being adopted, 3G
systems are prone to certain security

risks [4].

2 Research on the Security
of Mobile
Telecommunication
Networks
To address threats to 3G and 4G

mobile telecommunication networks,
much research has been conducted on
the security of mobile
telecommunication networks.

2.1 Technologies for Architecture
Security

Researchers from Anglia Ruskin
University in the U.K. have proposed a
new hybrid approach using
symmetric/asymmetric authentication
protocol for future mobile networks [5].
To overcome the defects of existing
authentication schemes of 3G mobile
systems—including leaking of mobile
terminal identities and high update
overhead of temporary identities—this
approach uses a secure authentication
mechanism. With this mechanism, the
number of messages between
authentication entities is reduced from
five to four in the initial authentication
procedure. The subsequent
authentication procedure only contains
two message exchanges. The number
of messages between the mobile
terminal and authentication center is
reduced, and information congestion
and slow processing at the
authentication center is avoided.
Moreover, authentication time delay,
call setup time, and signaling traffic are
minimized. This mechanism can also be
used to counter network attacks such
as replay attacks and guessing attacks.
The mechanism meets the security
requirements of 3G communication
systems.

Researchers at the University of
Illinois at Urbana-Champaign have
proposed a lightweight,
component-based, reconfigurable
security mechanism [6]. This
mechanism applies Tiny SESAME
architecture to mobile networks in order
to improve authentication and
IP-based multimedia security services.
This enhances the security functions of
mobile devices. SESAME architecture,
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first introduced in Europe, is designed
for distributed systems. The mechanism
adopts asymmetric encryption and a
special attribute certificate to verify
security attributes such as identity and
privilege.

Researchers at the University of
Florida have proposed an enhanced
AKA protocol (called AP-AKA) so that
3GPP AKA protocol is not vulnerable to
false base station attacks [7]. In a false
base station attack, user traffic is
redirected from one network to another,
and authentication vectors are used to
impersonate other networks. AP-AKA
protocol resists such attacks.

In [8], an IPSec-based virtual private
network (VPN) is used to secure
multimedia services over 3G networks.
The IP multimedia subsystem (IMS)
defined by 3GPP is an open network
and vulnerable to attack. So security
and quality of service (QoS) have
become major issues. The
IPSec-based VPN solution provides
end-to-end security for real-time
multimedia transmission while
guaranteeing QoS.

AKA protocol-related problems in
3G mobile networks—including
authentication vector attacks—were
analyzed in [9]. For emerging 4G
telecommunication systems, the AKA
protocol is enhanced with Secure
Sockets Layer (SSL)/Transport Layer
Security (TLS) protocol, which has been
proven secure and effective.

Security challenges in 4G systems
were studied in [10], and the X.805
standard was used to analyze the
Y-Comm framework of 4G systems.
Y-Comm is a 4G security architecture
with an integrated security module and
has a specific security model for
protecting data, servers, and users.

The AKA protocol used by 3GPP
System Architecture Evolution (SAE)
release 8 was analyzed in [11], and
outstanding security problems were
detailed. Security defects in the AKA
protocol include user identity
disclosure, compromised
authentication vectors, and shared key
leakage. In [11], a novel 3GPP SAE
AKA protocol is proposed. A public key
cryptosystem is used to encrypt user
identities and authentication vectors in

the network domain, and random
numbers are used for public keys and
local authentication.

Researchers at Beijing University of
Posts and Telecommunications (BUPT)
studied the security of 3GPP AKA and
analyzed four attacks that affect the
protocol [12]. They proposed a public
cryptology-based AKA protocol that
can be applied to two cases: location
update and location immovability.
Results showed that this protocol is
secure. Compared with existing
protocols, this protocol improves
security to a certain degree.

Researchers at Tongji University of
China proposed a terminal system
scheme for establishing an IPSec VPN
connection in a mobile network [13].
This system uses the Network Driver
Interface Specification (NDIS)
intermediate driver to traverse the
firewall and ensure normal transmission
of IPSec data packets. The system also
uses secure intelligent cards to store
X.509 certificates for identity
verification. This prevents unauthorized
users.

2.2 Technologies for Terminal Security
The terminal is the source of data and

storage and is where most attacks are
initiated. If each terminal in a mobile
system is authenticated and authorized
and its operations comply with security
policies, security of the entire network
system can be guaranteed [14].
Therefore, research on terminal security
is attracting greater attention. Terminal
security can be divided into two types:
protection by antivirus and trusted
terminal-based security.

A trusted computing based security
architecture for 4G mobile terminals
was proposed in [3]. Based on Trusted
Mobile Platform (TMP) and Public Key
Infrastructure (PKI), this architecture
provides a robust platform for users to
access sensitive services and data in
4G systems. A hybrid AKA scheme is
also introduced in [3].

It was suggested in [15] that antivirus
software be installed on the terminal;
and on the network side, bypass
detectors and filters be added to scan
and kill viruses that threaten intelligent
terminals.

In [16], multilayer security control
means were suggested to be taken
from network access layer to
application service layer On the
terminal side, security applications
were developed; and on the network
side, strategies for controlling secure
network access and application service
access were applied. These security
control means work with security
servers to guarantee security in mobile
networks.

Both [14] and [17] advocate a trusted
computing-based terminal security
architecture so that there is consistency
between trusted terminals and trusted
network as well as security in the
system. In [14], trusted computing
based architectures and their
effectiveness in terminal security
protection was summarized. Future
research directions were also given.
However, [14] does not take into
account system efficiency in actual
situations nor does it show how to set
up a unified security architecture within
a network.

In short, the two approaches to
terminal security are important for
security in mobile networks. The first
approach focuses on securing the air
interface, and the second approach
prevents viruses from invading the
terminal. The first approach is relatively
mature, while the second has attracted
great attention in the past two years
because of the emergence of mobile
viruses. This paper focuses on the
second approach.

3 Service-Based Security
Architecture for Mobile
Networks
As previously discussed, there are

two main methods of protecting mobile
terminals from viruses: scanning
terminals and killing viruses, and
creating a trusted computing
environment for terminals. Neither is
independent of security service
architecture. In the first method, an
updatable virus library and virus-killing
service center is needed in the mobile
network so that mobile terminals are
provided with periodic and online
antivirus services. In the second
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method, a trust check is needed for
setting up and maintaining the trusted
environment for terminals. Unlike
computer users, mobile users often lack
technical knowledge. So security in
mobile networks is hard to guarantee if
there is no security service.

Supposing identity authentication,
data integrity, and confidentiality are
guaranteed between the mobile
terminals and the access network,
security threats to mobile terminals will
come mainly from the Internet, similar to
a computer accessing the Internet.
People expect that a trusted terminal
can resist attacks from the Internet. If a
terminal is trusted, its performance
should satisfy expectations, and there
should be no unlicensed software on
the terminal. In other words, all software
installed or executed on the terminal
must be licensed by the security server.
In this way, a virus on the Internet will
not be transplanted to the terminal.

3.1 Trusted Service-Based Security
Architecture

We propose a trusted service-based
security architecture in which a mobile
trusted module (MTM) [18] is added to
the mobile terminal. This module is
independent and secure, has
computing capability, and can
communicate securely with the security
service provider (SSP). It calculates the
integrity of all software installed on a
mobile terminal and reports it to the
SSP. It also checks the validity of
software that is to be installed and
executed on a mobile terminal. If the
software is not authorized by the SSP,
the module forbids its installation or
execution. SSP is also added to the
mobile network. The main function of
the SSP is to provide software validity to
the mobile terminal. Before software is
installed or run on a mobile terminal, the
software provider (SWP) must provide a
validation certificate for the software
issued by the SSP. That is, the software
must hold the digital certificate issued
by the SSP. Fig. 2 illustrates the trusted
service-based mobile network security
architecture.

In Fig. 2, the SSP server is connected
to the access network (AN) server. To
establish this architecture, only small

changes need to be made to the
existing system. Once a mobile terminal
is authenticated and granted access to
the network, the SSP checks its
integrity. If the integrity of the terminal’s
software is found to be compromised,
the terminal may have a virus. In this
case, the terminal is forbidden to
access the network in order to avoid the
viruses spreading to other terminals. If
the integrity has not been
compromised, the SSP monitors the
installation and running processes of
the software and provides the mobile
terminal with dynamic security services.

3.2 Trusted Computing Environment for
Mobile Terminals

The key to an efficient service-based
security architecture is a trusted
computing environment for mobile
terminals. For the purpose of this paper,
the mobile terminal has two states:
startup and started. A trusted
computing environment established in
the startup state is called static trusted
environment, and that established in the
started state is called dynamic trusted
environment.

The method of creating a static
trusted environment has already been
widely discussed, and here we only
intend to give a brief description. Once
the power to a mobile terminal has been
switched on, the trusted codes fixed in
the trusted module are run. There are
hardware features to ensure the codes
cannot be modified. First, the trusted
codes check the integrity of the
system’s loader codes. If the loader
codes are complete, the trusted codes
hand control over to the loader codes.
The loader codes then check the
integrity of the kernel of the operating
system. If the kernel is complete, it is

loaded. Next, the OS kernel checks the
integrity of other parts of the OS. If all
parts pass the integrity check, the OS is
enabled. Finally, the integrity of
upper-layer applications is checked.
The terminal cannot be used until the
integrity of all applications has been
verified. If any integrity check fails in
any of the above steps, the old
configuration must be restored or the
system must be re-installed. If the
chain of trust is transferred away from
trusted codes; that is, from the OS to
applications by means of integrity
check, a static trusted environment is
established for the entire system. Fig. 3
illustrates the resource structure when
the system starts. The trust check
program is attached to the end of each
program and is responsible for
checking the integrity of the program
that follows.

As shown in Fig. 3, to ensure system
security, the OS kernel and trust check
program B cannot be damaged after
the static trust chain has been
established. These two programs need
to be protected by the MTM because
after the system has started, the kernel
program runs and trust check program
B dynamically checks all applications
that are to be run (or gathers integrity
information of mobile terminals for SSP).

Once a system is started, protection
relies on the dynamic trusted
mechanism because the system’s
integrity changes dynamically with
applications that are enabled by users.
For example, when a browser is
opened, the browser software is
executed. The system has to run
browser-related programs, so its
integrity changes. If integrity
information of the system cannot be
updated correctly and in a timely

▲Figure 2. Trusted service-based security architecture for mobile networks.
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manner, malicious software may have
an opportunity to damage the system.
Dynamic integrity computing consumes
computing resources. This is
unavoidable. Therefore, implementing
security over a running system is still a
difficult problem for trusted computing.
Trusted computing should

•periodically determine the integrity
of a program or resources in a
specified area and report it to the SSP

•check the validity of the program to
be installed, and if the program is found
invalid, forbid its installation

•check the validity of the program to
be executed, and if the program is
found to be invalid, forbid its execution

•ensure the security mechanism
itself is secure

•ensure the security mechanism
does not significantly decrease system
efficiency.

It must first be determined whether
the running system software or software
resources have been modified. A
common method for determining the
integrity of a segment of codes is to
compute the abstract value of the
codes and then compare it with the
existing abstract value (provided by the
SSP). Another method is to select a
random number of code bits and
compute the abstract value. If the
codes are long, the second method is
advantageous.

When a program is to be executed on

a mobile terminal, its integrity and
validity must be checked. Verifying the
validity of a program is often done by
checking whether the program is
licensed by the SSP. A validity
certificate is provided by the SSP. The
SSP signs contracts with SWPs and
saves version and abstract information
of legal software in the SSP server so
that mobile terminals can query it. This
process is illustrated in Fig. 4.

To ensure the security mechanism
itself is secure, the key is to protect the
trust check program B (Fig. 3) from
being damaged. This often requires
special hardware. An effective
protection method is to use a hardware
circuit to ensure the address space of
trust check program B is not re-written,
unless the writing is authorized by the

MTM. Such a hardware circuit can be
integrated into the MTM.

3.3 Security Server
The two main functions of a security

server are:
•to check the integrity of software on

the mobile terminal. If integrity has been
compromised, the terminal may have a
virus and it is not allowed to access the
network. If the mobile terminal were to
access the network, it may spread a
virus to other terminals or network
devices.

•to provide validity query service for
the mobile terminal. When a mobile
terminal wants to install or execute
software, it first queries the validity of
the software in the local MTM. If no
result is returned, it sends a query
request to the security server. Upon
receiving the request, the security
server verifies the identity of the
terminal and returns a result.

Other functions of the security server
include interacting with SWPs (to audit
the security of software and gather
validity information); interacting with the
authentication, authorization and
accounting (AAA) server of the mobile
network operator (to authenticate
identity and to bill); and interacting with
the access network server of the
operation network (to control access
based on the integrity of mobile
terminals).

4 Future Research Direction
With network architecture and

transmission protocols being mature,

OS Loader Program

Program Region

Trust Check Program A
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Trust Check Program B

OS Dynamic Service Program 1

OS Dynamic Service Program 2

OS Dynamic Service Program M

…

Trusted Application 1

Trusted Application 2
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CPU

Program
ROM

RAM

OS Loading

Checked
by MTM

Checked by
Program A

▲Figure 3. System resource structure in startup state.
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the focus of future mobile security will
be on terminals. Existing embedded
platforms and operating systems on
mobile terminals were not originally
designed for mobile
telecommunication, so their security
problems are more serious than others.
Integrated program and data space in
the embedded OS makes it difficult to
protect critical programs. An area of
interest in mobile terminal security is the
development of an embedded system
architecture that protects critical
programs.

Domain separation technology such
as TrustZone [19], is a good way to
implement read/write protection in
critical locations in the memory. Once
the OS and applications are loaded in
the memory, the technology monitors
the memory address accessed by the
CPU and controls read/write operations
for those critical locations. If the read/
write operation is controlled with
hardware, the impact on the system’s
running efficiency is almost negligible.
Domain separation is an effective
approach to real-time protection of the
system. However, it requires the
assistance of the embedded OS to
provide, for instance, complete address
information managed by the memory.
For the sake of security, the
architecture of the embedded OS must
be studied and improved.

The key to software platform security
lies in the OS. Access control is an
effective means; but so far, it lacks
theoretical support and security
measurement methods. This is also a
problem that trusted computing
technologies have to handle. In
research on OS security, the focus is
often on how to construct a security
model using theoretical knowledge.

Determining the integrity of system
software and applications is critical in
constructing a secure architecture. But
this requires a great deal of computing.
It is most pragmatic to design an
effective integrity measurement
algorithm with small computing burden.
For example, the computing burden
dramatically decreases if only bits of
information are extracted from software
codes and an abstract value is
computed. How to extract such

information and how to synchronize with
the verification entity requires further
study.

5 Conclusions
It is expected that mobile phones will

become genuine Internet terminals in
the near future. A mobile phone can be
used in the same way as a PC for
e-commerce, e-mails, and mobile
wallet. However, if mobile phone
security problems cannot be solved,
mobile phones will be a bottleneck for
these applications.

Security in mobile networks should
be solved from the perspective of the
entire network. The traditional
approach, where users assume
responsibility for antivirus functions,
should be replaced by security services
provided by the network operator.
Network operators have advantages
over individual users in terms of
technology, facilities, and management
and can more effectively guarantee
mobile network security.

Before a good solution to mobile
network security is worked out, security
events will occur from time to time.
Whether an operator can provide high
quality security service will be a critical
factor for their commercial success.
Service-based security solutions will
become mainstream in the
development of information security
technologies for future networks.
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Research on LTE Network
Coverage Planning

Abstract: When deploying an LTE network, coverage planning is critical to reduce
construction costs and ensure network quality. This paper considers actual network
planning requirements and combines theory with simulation analysis to study LTE
wireless access link and network characteristics. A theory for LTE cellular coverage
planning and application methods is proposed that lays the basic foundation for LTE
cellular networks.

Keywords: coverage design; geometry factor; power control; interference margin

ith increasing demand for
wireless services, the capacity
of 2G and 3G networks is
reaching saturation point. To

deal with the shortage of mobile
network resources, 3GPP has proposed
Long Term Evolution (LTE), and this is
now developing from theory into
practice. With powerful service bearing
capability, efficient resource utilization,
low network construction and operation
costs, and flexible network deployment,
LTE has won favor from leading
operators around the world [1].

Mature LTE standards are necessary
for promoting the industry. With 3GPP
freezing Release 8 in 2008, LTE
standards are now in a mature state.
Telecom equipment manufacturers are
now conducting R&D on LTE products,
and deployment of pilot offices and
related tests are progressing well.
Despite substantial progress in LTE
research, complexity and flexibility in
LTE systems brings uncertainty. The
telecom industry is still exploring
system features, network construction
approaches, and optimization
strategies. In terms of LTE network

planning, the lack of systematic theory
and application solutions is still a
problem.

LTE systems adopt advanced radio
link technologies in the air interface,
including Orthogonal
frequency-division Multiplexing
(OFDM), multiple-input multiple-output
(MIMO), adaptive modulation and
coding (AMC), and hybrid automatic
repeat reQuest (HARQ). It also applies
radio resource configuration
algorithms—such as dynamic
scheduling and inter-cell interference
coordination (ICIC)—as well as power
control to increase efficiency and
flexibility in air interface resource
configuration [2],[3]. From the
perspective of LTE network design,
these technologies and algorithms
improve network performance but
increase system complexity as well. To
work out an efficient, reliable network
coverage planning scheme for LTE, it is
necessary to study the system’s
technical features comprehensively
using system theories, simulations, and
tests. Compared with 2G and 3G
networks, LTE has quite different core

factors that affect its coverage
performance, including resource
sharing mode and system interference
characteristics. Traditional coverage
planning and link budget schemes are
far from adequate for LTE [4]. When
planning the coverage of an LTE
system, it is first necessary to analyze
the potential requirements of LTE
network construction and dissect the
technical and network features. Then, a
coverage architecture can be worked
out that is feasible for LTE network
construction and that can be improved
constantly. Improving spectral
efficiency is the key to creating a
competitive edge with LTE. This paper
focuses on spectral efficiency as well
as LTE network design in the context of
same-frequency networking.

1 LTE Network Planning
Process and Coverage
Planning Strategy
For frequency-division duplexing

(FDD) LTE, network planning is similar
to that of 2G and 3G networks. The
planning process involves five stages:
requirement collection and analysis,
coverage and capacity design, site
selection, simulation, and report
preparation. Of these, coverage and
capacity design is the core of the entire
process. For this design, network
characteristics need to be thoroughly
analyzed, and network size needs to be
evaluated based on the actual
demands of customers. This paper
analyzes coverage planning methods
for LTE system.

For FDD LTE systems, the main goal
of coverage planning is to estimate the
coverage distance of an eNodeB with
parameter settings based on actual cell
edge coverage requirements in order to
meet network size requirements.
Planning strategies for FDD LTE system
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coverage can be divided into three
kinds according to application scenario
and requirements:

•network size estimation based on
uplink edge rate requirement. This
strategy is mainly applied in coverage
scenarios where only the uplink edge
rate is limited. The uplink coverage
radius is calculated using the uplink
rate and related link budget
parameters. Then the downlink edge
rate is predicted from the uplink
coverage radius.

•network size estimation based on
downlink edge rate requirement. This
strategy is mainly applied in coverage
scenarios where only the downlink
edge rate is limited. The downlink
coverage radius is first calculated using
the downlink rate and related link
budget parameters. Then, the uplink
edge rate is predicted from the
downlink coverage radius.

•network size estimation based on
uplink and downlink edge rate
requirements. This strategy is mainly
applied in coverage scenarios where
both uplink and downlink edge rates
are limited. The uplink and downlink
coverage radiuses are calculated using
the uplink and downlink rates and
related link budget parameters. Then,
the limited coverage radius is obtained
by comparing the uplink coverage
radius with downlink coverage radius.

In network planning, a proper
coverage planning strategy is selected
according to actual requirements of the
application scenario, and it must be
able to flexibly handle problems that
occur.

2 Key Technologies for LTE
Uplink Coverage Planning
The key issue for coverage planning

in LTE is how to work out the coverage
based on the edge service rate
requirements in the uplink or downlink.
In some special scenarios or services,
the coverage performance of the
control channel must also be taken into
account. Here we mainly discuss
coverage planning in scenarios where
the service channel is limited. Suppose
the service rate is given, network
coverage planning requires analysis of

technical characteristics of the
links and system.

Research on uplink coverage
planning technologies is mainly
focused on links and system. In
the LTE uplink, single carrier
frequency division multiple
access (SC-FDMA) is
introduced as the multiple
access scheme, and users
within a cell are orthogonal.
Most interference comes from
active users of neighboring
cells. Consequently, the
selection of uplink power control
policies directly impacts the
inter-cell interference mode and
interference density [5],[6]. In
LTE uplink coverage design,
interference margin is critical for
network planning. Its value is mainly
dependent on power control technique
and application scenario. To obtain a
feasible reference setting for the
interference margin in uplink coverage
planning, it is necessary to study the
interference in different contexts by
using system-level simulation.

Depending on the focus of network
construction, uplink interference
features may be affected by power
control strategies or other factors. For
LTE systems, the direct measurement
for uplink interference features is
average interference over thermal (IoT)
level. The distribution of uplink IoT
depends on actual application
scenarios and uplink power contr0ol
parameters. The power control scheme
in LTE uplink includes open loop power
control and closed loop power control.
Normally, open loop power control
determines the interference mode of the
system, and closed loop power control
is used to adjust the system parameters
in response to changes in service or
interference during network operation.
Open loop power control meets specific
network design requirements by setting
suitable power control parameters P0

and α. Different combinations of these
parameter settings bring about different
network coverages and capacities. To
work out a network planning scheme for
a specific scenario, it is necessary to
analyze the settings of the parameters
in various application scenarios in order

to find out which settings meet the
requirements. It is also necessary to
study the system’s IoT as well as the
uplink interference margins in different
parameter settings. Analyses show that
different parameter settings lead to
differentiated system performance
indexes and interference features. In
actual planning, it is necessary to select
proper parameter settings according to
system coverage and capacity
requirements. The relation between
mean IoT and the parameter P0 is
shown in Fig.1.

In the early stage of LTE network
construction, design is focused on
coverage. Power control parameters
are used to reduce interference and
achieve maximum coverage. Because
the target load varies from one network
to another, the network interference
level under different loads, as shown in
Fig. 2, should be considered as a
reference for coverage planning.

At the link level, uplink coverage
design is primarily concerned with
optimal configuration of user
bandwidths at given data rates. Special
edge data rate requirements can be
met by assigning users different
bandwidths. However, this may result in
different coverage performance. By
studying channel capacity and
analyzing link-level simulation results it
can be seen that optimizing bandwidth
configuration at a given data rate
enhances coverage. In uplink coverage
design, the following should be taken
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into consideration and analyzed: link
performance in link simulations and
actual system tests, power efficiency of
the terminals, and system performance
at given data rates and with different
user bandwidth allocations. From these
analyses, optimal uplink bandwidth
configuration can be obtained for
different service rates, and good
coverage can be achieved. Fig.3 shows
the relationship between data rate and
optimal uplink bandwidth configuration.

With the above system- and
link-level analyses, the two core
elements for uplink budget can be
determined: interference margin and
uplink transmission bandwidth (the
corresponding modulation and coding
scheme (MCS) and signal to
interference plus noise ratio (SINR)
should be worked out with link
simulation). Then, the maximum
allowed path loss (MAPL) of the uplink
at a given edge rate can be calculated
based on traditional link budget and
calculation methods.

3 Key Technologies for
LTE Downlink Coverage
Planning
As in the uplink, coverage planning in

the downlink also involves the links and
system. In researching link
technologies, simulations with different
link settings, such as MCS and
bandwidth, should be performed to
determine the link quality (carrier to
interference ratio (CIR)) requirements in
different channel environments and at
different service rates. The simulation
results are then used as the basis for
coverage planning. In system-level
research, system simulations are
performed to determine how received
signal strength, interference density,
interference margin, and CIR change
with the application scenario and

coverage range. The purpose of these
analyses is to understand the limitations
of traditional link budget schemes
(based on interference margin) and to
find out the relationship between
signals and interference. In this way,
existing coverage planning methods
can be improved.

Interference in the downlink is
affected by networking mode
(interference coordination method) and
system load, and it varies with the cell
radius. The critical parameter of link
budget, the interference margin, also
changes with the cell radius, as shown
in Fig. 4. Because of the strong
correlation between interference margin
and cell radius, the traditional method
whereby the cell radius is calculated
using a given interference margin is no
longer applicable. Hence, new,
relatively stable intermediate
parameters have to be worked out for
cell coverage analysis.

Analysis of a large number of
systems shows the geometry factor
(GF), with its unique characteristics, is
an ideal bridge for downlink budget. GF
is defined as the ratio of the signal to
interference plus noise. Under full load

and with same frequency
networking—that is, frequency reuse
factor is 1—the GF’s cumulative
distribution functions (CDFs) in the case
of different cell radiuses show that the
distribution of GFs almost overlap under
different coverage radiuses, as shown
in Fig. 5. This characteristic of GF
makes it a stable intermediate
parameter for LTE downlink budget.

In network design, GF corresponding
to a coverage area of 95% is often
selected as the reference for coverage
planning. Simulation under conditions
of same frequency networking and full
load shows the GF is 3 dB, as shown in
Fig. 6. In an actual network, the design
objectives are different and GF varies
with the system load. It is therefore
necessary to work out the GF reference
values for different loads. Once the GF
reference value is obtained, a definite
mathematical relationship between the
GF and SINR can be established for
downlink coverage analysis.
Specifically, in actual link budget, the
SINR required by the downlink edge is
determined by specific requirements.
Then the minimum received signal
strength required by the edge is
calculated. Finally, the MAPL is worked
out from the transmit power of the
eNodeB. The formulae for these
calculations are as follows:

◀Figure 2.
Uplink interference margin
versus system load.
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where SINRrequire is the required SINR,
Srequire is the minimum receiving power
required by the receiving end, P is
eNodeB’s transmit power, sh_margin is
shadow margin, Loss is the loss of all
devices including feeders, and Gain is
the gain of all devices including
antennas.

4 Conclusions
The openness and flexibility of LTE

networks brings great challenges to
network design. On the whole, research
on LTE networking is still exploratory.
This paper introduces the LTE network
planning and requirements and
analyzes key technologies for coverage
planning and system features. Based
on these analyses, it gives approaches
to LTE network planning for different
coverage requirements. These
approaches provide guidance for
converting commercial demands into
technical demands. Moreover, this
paper presents overall technical

approaches to uplink and downlink
budget of LTE systems and analyzes
the settings of critical parameters and
their applications. Thus, it lays the basic
foundations for LTE network design.
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ZTE Brings International Mobile Hotspot
to Sprint Customers

On September 14, 2011, ZTE
Corporation announced the availability
of the Sprint International Mobile
Hotspot by ZTE. The device is the first
international hotspot available from
Sprint.

The Sprint International Mobile
Hotspot allows users to access the
Internet through as many as five Wi-Fi
enabled devices, including laptops
and music players. Casual customers

can increase their access to
information and entertainment, and
business customers can improve
working efficiency while away from the
office. The solution is particularly
beneficial for customers who travel
internationally because the hotspot
provides Internet access via both
GSM and CDMA networks and
includes multiple country adapters.
“ZTE continues to expand its

presence in the U.S.
telecommunications market by
introducing functional and accessible
mobile devices,”said Lixin Cheng,
CEO of ZTE USA and president of ZTE
North American Region.“We are
privileged to partner with Sprint to
develop their first international hotspot
and enhance their customers’mobile
experience.”

(ZTE Corporation)
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Abstract: Cloud computing makes computing power universally available and provides
flexibility in resource acquisition. It allows for scalable provision of services and more
reasonable use of resources. This article considers cloud service deployment and
virtualization from the perspective of mobile operators. A solution is proposed that allows
mobile operators to maximize profits with minimal investment.

Keywords: resource sharing; service deploy; virtualization

Xinzhi OuyangXinzhi Ouyang
(ZTE Corporation, Shenzhen 518004, P. R. China)

Cloud Computing in
Mobile Communication
Networks

1 New Requirements in the
Communication Industry

ith the development of 3G
networks, more service
platforms are being deployed
by carriers. In addition to the

widely-used WAP/WEB gateway and
Short Message Center, Multimedia
Messaging Center, new service
application platforms will emerge as
services are developed. Regardless of
service functions and office size, an
independent construction mode is used
for current service platforms.

For service products of different
companies, modules such as billing
management module, user
management module, configuration
management module, maintenance
management module, and log/report
module are similar. Only the core
service processing modules are
different. Modules can be integrated

using specific methods. For the core
processing part of each service, the
service logics are different, and the
process is complicated. Therefore,
capabilities cannot be shared in the
service layer. The dispersive
construction mode of multiple services
creates barriers for the rapid
development of the mobile
communication industry. The causes
are as follows [1]-[4]:

•The types of purchased software
and hardware used by each service
platform are different. The service
interruptions and system faults caused
by the purchased parts are hard to
control or prevent.

•The maintenance methods
provided by different service platforms
are different. Carriers have to train
many technicians for system
maintenance. This training increases
maintenance costs.

•The service platforms are

constructed independently. The loads
in different regions and service
processing capabilities are not equal.
Use of the constructed hardware
resources is low.

Only virtualization technology does
not provide service-level flexibility to
invoke and control. The following
describes a total solution to service
dispatching and virtualization. In this
solution:

•The service can obtain computing
resources according to the actual
processing requirements. The carrier
need not estimate computing resources
before providing a service. This
eliminates the risks of pre-investment,
and a service can be started on a small
scale. With an increase in demand,
hardware resources occupied by
services can be expanded through
service dispatching and virtualization
technology.

•The problem of service imbalance
in different regions and at different
times is solved. Hardware power
consumption is reduced when the
service volume is low. By expanding
hardware resource occupation during
holidays or for unexpected service
peaks, operational risk is avoided.

•Many mobile network resources
can also be rented externally. After the
computing resource is virtualized,
charges are paid quickly. The tenant
can use the computing resource on
demand.

2 Service Dispatching and
Virtualization
Based on the urgent requirements of

mobile carriers, this article provides a
total solution that integrates
virtualization and service dispatching.
The model architecture is shown in
Fig.1.

The core management components
include a virtual machine management
system and a service dispatching
center. In the schematic design,
bottom-layer physical device
virtualization and service-layer
processing capability are separate.

An application requires a computing
mode, a storage mode, and a
communication mode. For flexibility

WW
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and unlimited mirroring of the
computing resource, the most practical
method is virtualization of resources.
The multiplexing and sharing
mechanisms are hidden for
applications. Different public
computing is distinguished according
to the abstractness and management
layer.

In this scheme, the mobile
communication service computing
cloud is managed in two layers. In the
first layer, physical hardware is
virtualized to an abstract computing
unit. The process is not affected by
upper layer services. The attributes of
all computing units are consistent. The
second layer is the dynamic
dispatching system for the differential
service. Flexibility control for the service
system can be implemented according
to different service processing logics,
service performance requirements, and
expected resource occupation. With
the cooperation of the service
dispatching center and virtual machine
management center, the requirements
of multiple-service real-time dynamic
resource adjustment are met.

At present, virtual machine
technology is sophisticated. Most
mainstream virtual machine factories
construct hardware CPU and memory
virtual units through XEM and KVM
technologies. Virtual machine
technology has the following four
features:

•It runs multiple virtual units on a
single physical server

•Virtual units are mutually separated
on a virtual machine of the same
physical hardware device

•The complete virtual unit is saved
in the file. The virtual unit is moved and
copied by moving and copying these
files

•The relationship between the virtual
unit and bottom layer physical
hardware is shielded. Smooth migration
can occur on any server without any
modification.

Virtualization technology converts
physical resources into a resource pool
that is easy to divide. In its design,
virtual technology complies with the
conditions of cloud computing and is
capable of universal resource
dispatching. The resource to be
dispatched is not limited to the virtual
unit only. Mobile carriers require a
solution that provides centralized
capability control for different services.
In this solution, dynamic service traffic
of multiple services can be monitored,
and service load can be determined
intelligently. Then, hardware and virtual
unit resource dispatching can be
balanced.

By constructing service dispatching
module based on virtual machine
technology, shortage of the control over
the communication service in the
technology can be covered. The
dispatching center works with the

virtual machine management system to
complete dispatching. The model is
show in Fig. 2.

Four functional modules are
contained in the dispatching center.
They are:

•service intelligent dispatching and
analysis module. As the core
processing module of the dispatching
center, the module analyzes the
processing capability of the service
layer and adjusts the service licenses
according to real-time monitored and
collected service running data. When
necessary, it applies for an idle
computing unit or releases an occupied
redundant computing unit by
interacting with a virtual machine
management system. Services are
quickly loaded and unloaded through
automatic deployment of modules to
dynamically adjust the service license
processing capability. At the same
time, the module is also responsible for
notifying the peripheral interface
distribution devices of the service node
flexibility.

•real-time processing capability
collection module. By interacting with
the service processing, this module
collects information such as real-time
message processing traffic, database
resource occupation requirements, and
processing capability. Two collection
modes are supported: Scheduled
service process reporting mode and
dispatching sub-system sent message
initiative driving mode. The collected
data is written into the dispatching
analysis database for intelligent
dispatching policy analysis.

•automatic deployment module.
This module loads the service packets
into the specified computing unit
according to the deployment message
of the service-intelligent dispatching
and analysis module. Or it stops the
service to clear the service packets
from the computing unit.

•man-machine maintenance. This
provides man-machine operation
interface. The service module running
status can be monitored, and manual
interference with the dispatching is
provided.

The dispatching center implements
dynamic adjustment and resource

▲Figure 1. Model of service dispatching and virtualization.
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multiplexing for processing the mobile
communication service. It does this
through cooperation between the
modular structure and virtualization
management platform. The detailed
procedure is shown in Fig. 3.

Service license flexibility is
dynamically controlled by tracing and
monitoring the actual service volume of
the service processing unit. It is also
controlled by tracing and monitoring the
dispatching policy and threshold
configured in the intelligent dispatching
and analysis center.

The intelligent dispatching and
analysis policy includes [5]-[7]:

•a disaster-tolerant dispatching
policy that checks whether other
service processing units can share the
workload of the service node if the
service processing unit is abnormal. It
applies for a new virtual computing unit
to take over the original service
processing to ensure stable running of
the system.

•a periodic hibernation policy that
determines periodic adjustments
according to the service traffic. It
releases and applies for a computing
unit according to regularity. For quick
start, stop, and switch, the released
computing unit can retain the original
service program. Hibernation and
activation are implemented in status to
save energy.

•a service development adjustment
policy that determines whether

occupation of computing resources
should be increased or decreased. It
makes this determination based on the
actual condition of the service
development and complete automatic
loading and unloading of services.

These three polices are implemented
through the core component—the
intelligent dispatching and analysis
module of the dispatching center. This
module is responsible for controlling
virtual resources according to the
monitored data. No-interference
dynamic adjustment requires a number
of comparison algorithms to evaluate
multiple indexes. A resource
dispatching command is sent

according to the evaluation results [8].
A universal computing model is as
follows:

1) Sampling condition
•Sampling interval: 1 s
2) Sampling data
•The processing license of the

sampling point virtual unit bearing
"service type 1" is: Llic

•The sampling point virtual unit
occupied CPU is: Lcpu

•The sampling point virtual unit
occupied memory is: Lmemory

•The sampling point virtual unit
occupied Input/Output (I/O) resource
is: Lio

The weights of the parameters in the

Physical Handware Resource Pool

VMM: Virtual Machine Manager

…

Virtualization Layer

Virtual Machine
Management

VMM

Automatic
Deployment

Module
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❶

❷

❸

❹

…
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▲Figure 2. Dispatching management model.
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▲Figure 3. Flow chart of the dispatching process.
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computing are R1-R4. The weight
indicates the occupied resource offset
in the computing unit of different
service applications [9]. If the
coefficient Ri (R1-R4) cannot reflect the
load of applications, it is modified until
more accurate values are found
[10]-[12].

3) Calculation formula of the
sampling value

LOAD(Ni)= R1x Llic (Ni)+R2 x
Lcpu(Ni)+R3 x Lmemory(Ni)+R4 x Lio(Ni)

4) Determination period and method
Comprehensive determination of the

weighted loading values can be made
using consecutive sampling. When
setting the cycle of the collected weight
values, short cycle more accurately
reflects the instant loading of each
computing unit. Frequent collection
increases the burden on the tested
computing unit or increases
unnecessary network load [13]. To
solve this problem, the cycle for
collecting load information can be
adjusted (10-15 seconds is
recommended). At the same time, the
slide window can be used to prevent
jittering of the sampling data.

5) Dispatching policy:
A comparison is made based on the

collected periodic sampling data and
the loading section of the virtual unit to
determine the load of the computing
unit and then take relevant dispatching
policy. The requirements for
constructing flexible service platforms
are met using the dispatching center
and a virtual machine scheme. As a
result, CAPEX and OPEX are reduced,
investment is saved, and greater profit

is obtained.

3 Conclusions
At present, service platforms of

mobile communication networks are
constructed independently. In the early
stages of investment and construction,
carriers usually evaluate the scale of
their service platforms based on the
predicted maximum service peak in
holidays. Even though these
predictions are usually accurate, a
certain amount of investment is also
wasted. If the peak value is
under-estimated, the configuration
may be insufficient. Service requests of
excess users may be rejected, and
these rejected users will not bring in
any revenue. Users may also lose
confidence and refuse to use the
service again because of the poor
service experience.

As shown in Fig. 4, dynamic
dispatching of the service layer and the
application of virtualization technology
enable resource distribution to
consistent with the service volume
curve.

Service dispatching and virtualization
discussed in this article is an optional
scheme for mobile communication
network clouding. The scheme has the
following features:

•Unlimited cloud computing
resources are obtained. Cloud
computing users do not need to plan
for computing resources long before
the service provision.

•Prior investment of cloud users is
not necessary. A service can be started

on a small scale, and hardware
resources can be expanded with
development requirements.

•Computing resources can be used
on demand in short time. Resources
can be released when they are not
required. Idle machines and storage
units are released and costs are saved.

Service dispatching and virtualization
technology provides an idea and
method for bringing cloud computing to
mobile computing. The author believes
that service dispatching and
virtualization technology will gradually
become the main construction mode of
the mobile communication industry.

Time

Time

Time

▲Figure 4. Comparison between the dispatched resource distribution and actual service volume.
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Editor's Desk:

The traditional Internet is oriented towards person-to-person connection, whereas the
Internet of things (IoT) is oriented towards connections between inanimate objects. IoT
covers a larger range of connections and involves more semantics than traditional
Internet. Traditional Internet and telecom networks focus on information transfer, but IoT
focuses on information services. By combining sensor networks, Internet, telecom
networks, and cloud computing platform, IoT can sense, recognize, affect, and control
the physical world. The physical world can be unified with the virtual world and human
perception. In this part, we discuss ubiquitous network convergence and cooperation
technologies in terms of their application scenarios, technical advantages and research
directions. We also briefly introduce IoT services.

The Internet of Things and
Ubiquitous Intelligence (3)

Dongliang XieDongliang Xie
YanYan ShiShi
(State Key Laboratory of Networking and Switching Technology, Beijing University of Posts and
Telecommunications, Beijing 100876, P. R. China)

TT

5 Application Scenarios
and Technical
Advantages of Terminal
Cooperative Technologies

erminal cooperative technologies
are mainly applied in the following
scenarios:

Scenario 1: Self-organized
networking and cooperation among
multiple terminals of one user

With terminal cooperative
technologies, multiple terminal devices
of one user can be networked via radio
interfaces in a self-organized way. A
self-organizing network can manage
and maintain multiple computing
devices in a distributed environment.
These devices are frequently changed
and loosely coupled, and they can
dynamically discover, select,

aggregate and match terminal
capabilities according to user
preferences, service characteristics,
locations and environments. Thus,
terminals can cooperatively support the
same service.

Scenario 2: Self-organizing among
terminals in network architecture
comprising a cellular network and
wireless multihop technologies

The greatest challenge for future
cellular mobile networks is coverage.
Most cellular networks operate at
relatively high frequency bands and are
likely to have poor penetration and poor
non-line-of-sight (NLOS) capability in
future high-transmission 4G networks.
Coverage and transmission will be
unstable, and coverage holes may
even arise. One solution to these
problems is to increase the number and
power output of base stations. But this

increases network construction cost
greatly. Research shows that even
advanced signal processing
technologies, such as MIMO and
adaptive antennas, cannot solve the
coverage problem. An effective
approach is to develop a new network
architecture that combines cellular and
multihop wireless technologies.

Self-organizing relay between
mobile terminals (mobile relay stations)
is often applied in group
communication, emergency
communication, security mechanisms,
and military communication. Mobile
terminals are often regarded as
valuable supplements to fixed relay
stations in public communications, that
is, fixed relay stations deployed by the
operator. These have fewer functions
and cost less than base stations and
access points (APs).

Scenario 3: Self-organizing among
terminals in a hybrid network
comprising cellular networks and
wireless sensor networks

In traditional wireless sensor
networks, a large number of nodes are
required to complete a user-specified
task by means of peer-to-peer,
multihop and self-organizing wireless
communication. Networks based on
static data access nodes have inherent
problems, including unbalanced
energy consumption, low transmission
efficiency, inflexible deployment, and
single network architecture. They are
also prone to routing voids, coverage
holes, and bottlenecks and overall
network performance is decreased.

A hierarchical network architecture
that combines wireless sensor networks
and cellular networks can effectively
solve coverage and transmission
problems. This type of network
architecture is more suitable than
others for future ubiquitous,
heterogeneous and cooperative
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networks. Mobile terminals (mobile data
access points) such as mobile phones,
PDAs, and notebooks have distinct
advantages in energy efficiency,
bandwidth, reliability, transmission
range, and mobility. Mobile terminals
with multiple interfaces can use their
relatively high-rate wireless interfaces
to send and receive network data. They
can also use the positioning functions
of cellular networks and sensor
networks to provide users with diverse
location-based services. Cooperation
among mobile terminals can also
significantly enhance the performance
of wireless sensor networks. By
handing complex work such as data
processing, access processing, data
forwarding, and routing maintenance
over to mobile terminals, wireless
sensor networks can minimize data
errors (or packet loss) arising from
multihop wireless transmission.
Moreover, they can use the powerful
computing capability of mobile
terminals to process information within
the networks, thus lightening their own
loads. Mobile terminals in a
heterogeneous network can use their
own wireless interfaces to communicate
with the fixed cellular base stations in
the upper layer or access points of
other wireless networks or even to form
an ad hoc network with other mobile
data access points. In this way, mobile
terminals can effectively exchange data
with each other by means of
cooperation and can also greatly
expand the applications of wireless
sensor networks.

Terminal cooperative technologies
can bring many advantages.

First, cooperative technologies can
exploit available terminal capability and
user network resources for ubiquitous,
heterogeneous convergence. By
organically integrating different wireless
technologies, cooperative technologies
can take advantage of the capabilities
of several terminals of one user. They
can also take advantage of
self-organizing relays among terminals
and the rich capabilities of sensor
networks to converge ubiquitous and
heterogeneous networks and services.

Second, cooperative technologies
can increase the flexibility of

communication. They offer users and
terminals diverse access modes and
service provision methods. They can
use the advantages of both
infrastructure and non-infrastructure
networks to attain good network
performance, flexibility and scalability.
Convergence of infrastructure and
non-infrastructure networks is likely to
be important in future mobile
communication systems.

Third, cooperative technologies solve
the coverage hole problem and expand
the coverage of wireless networks.
When cellular networks are combined
with multihop wireless communication
technologies, single-hop,
poor-performance radio links are
replaced with high-performance
multihop ones. This eliminates
coverage holes and increases the
coverage of each base station or AP.

Fourth, cooperative technologies
increase system capacity. The multihop
forwarding mechanism can reduce the
transmit power, which enhances the
spatial multiplexing of channels. When
local services are set up in a
self-organizing way, the bottleneck in
access points is mitigated. By
transferring the traffic of hotspot cells,
resources are dynamically adjusted,
and resource use is improved. All these
help increase system capacity.

Fifth, cooperative technologies
balance load. The traffic of wireless
coverage areas is often unbalanced
and changeable. Dynamic
self-organizing relays can distribute
the traffic of one cell to surrounding
cells, reducing the probability of
service congestion and handover
failure that arises from insufficient
capacity.

Sixth, cooperative technologies save
radio resources. Mobile nodes that are
close to each other can directly
communicate with each other in a
self-organizing way. In this way, the
system load is decreased and system
capacity is increased.

6 Research Direction of
Terminal Cooperative
Technologies
Terminal cooperative technologies

support heterogeneous network
convergence and are regarded as one
of the core components in future mobile
communications. At present, they are a
focus of research. However, in an
environment where infrastructure
networks and non-infrastructure
networks are converged on the basis of
terminal cooperation, there are many
problems that arise from
heterogeneous wireless technologies
and many problems that arise from
dynamic, multihop self-organizing
non-infrastructure networks and
cooperation among terminals. These
problems involve routing protocol,
network control, mobility management,
service provision, and evaluation of
system performance.

Among other issues, the following are
in urgent need of attention:

Issue 1: Cooperation-based
self-organizing adaptive network
control mechanism

The infrastructure network and
non-infrastructure network have
different network control mechanisms.
Most infrastructure networks have a
centralized network control mechanism,
whereas decentralized
non-infrastructure networks have a
distributed control mechanism. The
differences between the two control
mechanisms is reflected in their control
and management technologies, that is,
routing protocol, QoS guarantee, and
resource management. It is necessary
to develop a self-organizing and
adaptive network control mechanism
that combines the advantages of
centralized and distributed
mechanisms. Such a mechanism
should effectively control dynamic,
multihop, multipath wireless
communication that comes with
cooperative technologies.

Issue 2: Mobility management
technology

Most traditional mobility management
technologies focus on location
management and horizontal handover
control within a specific network.
Mobility management technologies for
heterogeneous networks focus on
hierarchical location management and
vertical handover control over different
access technologies. In infrastructure
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networks, mobility management
technologies are relatively mature; but
in non-infrastructure networks, there is
still no systematic mobility management
technology. The introduction of
cooperative technologies enables
infrastructure and non-infrastructure
networks to be organically integrated. A
mobile terminal may have several
network interfaces and support several
communication modes, including
cellular, self-organizing and hybrid. It
needs information about the relative
and absolute location of other mobiles
for effective, self-organizing
cooperation. Therefore,
cooperation-based mobility
management technologies need to
integrate location management,
positioning technologies, and
location-based services in order to
implement handover control in
self-organizing adaptive
communication.

Issue 3: Service cooperation
technology

In ubiquitous, heterogeneous
networks, there are a large number of
intelligent devices that provide a range
of information and services. The
peer-to-peer feature of nodes in
non-infrastructure networks enables
each mobile terminal to act as a service
provider. Hence, self-organizing
among terminals requires efficient
service cooperation technologies,
including cooperative service provision
modes as well as broadcast, discovery
and request mechanisms for dynamic,
self-organizing, and lightweight
services. Efficient use of network
resources and services is key for
automatic configuration of application
services.

Issue 4: Evaluating the impact of
terminal cooperation on system
performance

Existing cooperation schemes are
mainly designed to address a specific
problem in a specific scenario with the
goal of optimizing local performance. In
these schemes, only intuition and
qualitative analysis are used to evaluate
the impact of self-organizing multihop
communication and multihop access on
system performance. There is still no
systematic quantitative analysis, and

the advantages of cooperative
technologies to performance are still in
dispute. It is necessary to quantitatively
analyze the impact of cooperative
technologies on network coverage,
system capacity, service availability,
and reliability. This will provide a useful
reference for network planning, cost
accounting, and determining network
performance and optimization.

7 Services of the Internet
of Things
IoT has applications in daily life as

well as in industry automation. Typical
applications include intelligent power
grids, intelligent banking, intelligent
transportation, intelligent home, and
intelligent medical systems. The
services of IoT can be classified
according to different criteria. They can
be roughly divided into four types
according to technical features and
development trend: identity-related,
information aggregation, cooperative
sensing, and ubiquitous intelligence [1].

Identity-related services are
delivered using identification
technologies such as RFID and
two-dimensional code. In information
aggregation services, the IoT platform
manages the terminals, data,
applications, and services in a unified
way. Terminals collect and report data
and do not need to communicate with
each other. Because terminal
technologies tend to be diverse,
intelligent, and multimode in IoT,
communication between the terminals
and between terminals and individuals
is more frequent and complicated than
ever. As a result, one trend in the
development of IoT is that terminals
cooperate to complete a service. The
vision of IoT is to provide ubiquitous
intelligent services anytime, anywhere
and in any way.

Ambient Intelligence (AmI) was
proposed by the Information Society
and Technology Advisory Group
(ISTAG) of the European Commission. It
was used for the launch of the sixth
framework programme (FP6) in
Information, Society and Technology
(IST). AmI builds on pervasive
computing, ubiquitous computing, and

human-centered computer interaction
design. It is an adaptive digital
environment in which many sensing
and computing devices are embedded.
It can judge a person’s intention and
reaction by identifying the person’s
posture, physiological condition,
gestures, and voice in different
situations. AmI has the following
features:

•context-awareness. AmI can
recognize the situational context of a
user. Sensors embedded in the context
change the physical information into
valid statuses or operations, such as
identity authentication and acquisition
of the user’s current location.

•personalization and adaptability.
AmI can be tailored to a user’s specific
needs and can meet changes in user
needs.

•anticipation. AmI can anticipate the
desires of users without conscious
mediation. This enables users to
unconsciously interact with the
environment, process information in a
simple and natural way.

In brief, ubiquitous and intelligent
services are new implicit services that
are designed to be user-centered in
human living and work environments.
Delivering these services requires IoT
in the ubiquitous sensing layer as well
as the powerful information processing
of cloud computing. (To be continued)
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AAA: authentication, authorization and
accounting

ACLR: adjacent channel leakage ratio
ADC: analog-to-digital converter
ADS: advanced design system
AKA: authentication and key agreement
AM: amplitude-modulated
AMC: adaptive modulation and coding
AN: access network
ASK: amplitude-shift keying
AWGN: additive white Gaussian noise

BBM: baseband module
BER: bit error rate
BJT: bipolar junction transistor
BPSK: binary phase-shift keying

CDF: cumulative distribution functions
CE: collector efficiency
CFR: crest factor reduction
CIR: carrier to interference ratio
CMOS: complementary metal oxide

semiconductor
CPM: continuous phase modulation

DAC: digital-to-analog converter
DECT: digital enhanced cordless

telecommunications
DPD: digital-predistortion
DSP: digital signal processing
DUC: digital up-conversion
CFR: crest factor reduction

ET: envelope tracking
EVM: error-vector-magnitude

FCC: federal communications
commission

FDD: frequency-division duplexing
FDM: frequency division multiplexing
FF: flip flop
FPGA: field-programmable gate array
FUSE: filesystem in userspace

GF: geometry factor
GMSK: Gaussian MSK

GPIB: general-purpose interface bus

HARQ: hybrid automatic repeat
request

HE: home environment

I/O: Input/Output
ICIC: inter-cell interference

coordination
IF: intermediate frequency
IFM: intermediary frequency module
IMD: inter-modulation distortion
IMS: IP multimedia subsystem
IoT: interference over thermal
IQ: inphase and quadrature
ISE: integrated software environment
ISI: inter-symbol interference

LDMOS: laterally diffused metal oxide
semiconductor

LINC: linear amplification with nonlinear
component

LNA: low-noise amplifier
LO: local oscillator
LPF: low-pass filter
LUT: look-up-table

MAPL: maximum allowed path loss
MCS: modulation and coding scheme
MHMIC: miniature hybrid microwave

integrated circuit
MIMO: Multiple-Input Multiple-Output
M-PSK: M-ary phase shift keying
M-QAM: M-ary quadrature amplitude

modulation
MSK: minimum shift keying
MTM: Mobile Trusted Module
NCO: numerical controlled oscillator
NDIS: Network Driver Interface

Specification

NF: noise figure

PA: power amplifier
PAE: power-added efficiency
PAPR: peak-to-average power ratio
PAR: peak-to-average ratio

PDF: probability density function
PKI: public key infrastructure
PM: phase-modulated
PVT: process-voltage-temperature

QAM: quadrature amplitude modulation
QPSK: quadrature phase-shift keying

RAM: random-access memory
RF: radio frequency
RFC: radio frequency choke
RMS: root-mean-square
RNC: radio network controller
RRC: root raised cosine filtering

SAE: system architecture evolution
SC-FDMA: single carrier frequency

division multiple access
SDR: satellite digital radio
SHC: sample and hold circuit
SMSC: short message service center
SN: serving network
SOA: safe operation area
SP: service provider
SPICE: simulation program with

integrated circuit emphasis
SPMM: six-port millimeter-wave mixer
SRC: symbol rate per carrier
SSL: Secure Sockets Layer
SSP: security service provider
SWP: software provider

TLS: transport layer security
TMP: trusted mobile platform
TPM: trusted platform module
TUT: Tampere University of Technology

USIM: user services identity module

VHDL: VHSIC hardware description
language

VNA: vector network analyzer
VSA: vector signal analysis
VSWR: voltage standing wave ratio

WLAN: wireless local area networks
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