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Abstract: Open-set object detectors, as exemplified by Grounding DINO, have attracted significant attention due to their remarkable perfor⁃
mance on in-domain datasets like Common Objects in Context (COCO) after only few-shot fine-tuning. However, their generalization capabili⁃
ties in cross-domain scenarios remain substantially inferior to their in-domain few-shot performance. Prior work on fine-tuning Grounding 
DINO for cross-domain few-shot object detection has primarily focused on data augmentation, leaving broader systemic optimizations unex⁃
plored. To bridge this gap, we propose a comprehensive end-to-end fine-tuning framework specifically designed to optimize Grounding DINO 
for cross-domain few-shot scenarios. In addition, we propose Mixture-of-Experts (MoE)-Grounding DINO, a novel architecture that integrates 
the MoE architecture to enhance adaptability in cross-domain settings. Our approach demonstrates a significant 15.4 Mean Average Precision 
(mAP) improvement over the Grounding DINO baseline on the Roboflow20-VL benchmark, establishing a new state of the art for cross-
domain few-shot object detection (CD-FSOD). The source code and models will be made available upon publication.
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1 Introduction

Open-set object detectors, such as Grounding 
DINO[1] and Grounding DINO 1.5[2], have attracted 
significant attention due to their ability to detect ar⁃
bitrary objects described by natural language, even 

those unseen during pre-training. Leveraging vast internet-
scale pre-training data, these models exhibit compelling per⁃
formance on numerous in-domain datasets, such as Common 
Objects in Context (COCO) [3], often requiring only minimal 
few-shot fine-tuning to adapt to specific tasks. This capabil⁃
ity makes them highly promising for real-world applications 
where exhaustive annotation is impractical.

Despite their impressive performance in in-domain sce⁃
narios, the generalization capabilities of these detectors in 
cross-domain settings remain a substantial challenge[4–5]. 
Cross-domain few-shot object detection (CD-FSOD) aims to 
recognize and localize novel objects in target domains that ex⁃
hibit significant discrepancies from the source domain (i. e., 
the internet-scale pre-training data), using only a limited 
number of annotated examples. The inherent domain shift, 

coupled with the severe data scarcity, leads to considerable 
and often prohibitive performance degradation for models 
like Grounding DINO. This substantial drop in accuracy and 
reliability critically undermines their practical utility in real-
world applications where target data diverges from pre-
training data and the available annotations are limited, such 
as autonomous systems, medical diagnosis, or remote sens⁃
ing. Prior work[4, 6] on adapting Grounding DINO for CD-
FSOD has mainly focused on isolated techniques such as 
data augmentation, leaving broader systemic optimizations 
largely unexplored.

To address this critical gap, our work introduces the first 
comprehensive end-to-end fine-tuning framework specifi⁃
cally designed to optimize Grounding DINO for CD-FSOD. 
This novel framework covers a holistic pipeline, spanning 
from dataset construction optimization to multi-stage 
model training, ensuring maximal data utilization and ro⁃
bust adaptation.

A central and pioneering contribution of this framework is 
the Mixture-of-Experts (MoE) -Grounding DINO, a novel ar⁃
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chitecture that integrates the MoE[7] module. While MoE has 
been widely adopted in large language models (LLMs) such 
as Mistral[8] and DeepSeek-V2[9], its application to open-set 
object detection, particularly for CD-FSOD, remains unex⁃
plored. MoE allows a model to selectively activate different 

“expert” sub-networks based on the input, effectively in⁃
creasing the model capacity[10]. We argue that this architec⁃
ture is particularly well-suited for CD-FSOD since it pro⁃
vides a flexible mechanism to learn more diverse representa⁃
tions, allowing different experts to specialize in varied visual 
characteristics from the limited cross-domain training data.

Experimental results demonstrate the efficacy of our pro⁃
posed framework. Notably, our approach achieves a signifi⁃
cant 15.4 Mean Average Precision (mAP) improvement over 
the standard Grounding DINO baseline on the challenging 
Roboflow20-VL[11] benchmark, establishing a new state-of-
the-art model for CD-FSOD. Our contributions can be sum⁃
marized as follows:

1) We propose the first end-to-end framework specifically 
designed for the task of CD-FSOD;

2) We are the first to integrate the MoE architecture into 
the domain of open-set object detection;

3) Our framework establishes a new state-of-the-art model 
on the Roboflow20-VL benchmark by fine-tuning Grounding 
DINO for CD-FSOD.
2 Related Work

2.1 Open-Set Object Detection
Compared to traditional object detection models that can 

only detect objects from a pre-defined set of categories, open-
set object detection detects objects based on arbitrary user-
provided textual category descriptions. Among influential ap⁃
proaches, Grounded Language-Image Pre-Training (GLIP) [12] 
demonstrates particularly effective performance by formulat⁃
ing object detection as a visual grounding task, aligning region 
embeddings with text embeddings. RegionCLIP[13] enhances 
open-set object detection by first generating region proposals 
via a Region Proposal Network (RPN) and then comparing 
similarities between region and text embeddings encoded by 
Contrastive Language-Image Pre-Training (CLIP)[14].

Grounding DINO[1] is an open-set object detector built on 
the DINO[15] architecture. It consists of an image encoder and 
a text encoder, followed by a transformer-based feature en⁃
hancer and cross-modality decoder to effectively align visual 
and textual modalities. Grounding DINO is pre-trained on 
large-scale detection and grounding datasets, including Ob⁃
jects365[16], Graphical Question Answering (GQA) [17], etc. It 
achieves a zero-shot performance of over 53.0 mAP on the 
COCO benchmark. Building upon Grounding DINO, Ground⁃
ing DINO 1.5[2] further advances the model and becomes the 
state-of-the-art model by leveraging larger image backbones 
and over 20 million pre-training data. However, since 

Grounding DINO 1.5 is a closed-source model, we use 
Grounding DINO as an alternative in our experiments.
2.2 Few-Shot Object Detection

Few-shot object detection methods can generally be catego⁃
rized into meta-learning-based approaches and transfer-
learning-based approaches.

Meta-learning-based approaches learn class prototype rep⁃
resentations for each base category and infer novel categories 
by aligning regions of interest (RoI) with prototype representa⁃
tions. For example, Meta Region-Based Convolutional Neural 
Networks (R-CNN) [18] conducted meta-learning over RoI fea⁃
tures, using a support branch to create a category attention 
vector, which is then fused with RoI features for object detec⁃
tion. Ref. [19] leveraged LLMs to perform few-shot adaptation, 
relying on prototypes generated from DINO v2[20] and region 
proposals extracted using Deformable Detection Transformer 
(DETR) [21]. The two-stage fine-tuning approach (TFA) [22] pro⁃
posed a two-phase fine-tuning method based on Faster R-
CNN[23], surpassing prior meta-learning-based approaches by 
freezing the trained base class parameters and fine-tuning 
only the detection heads.

On the other hand, transfer-learning-based approaches fo⁃
cus on fine-tuning pre-trained object detectors using few-
shot data. For example, Ref. [24] fine-tuned Grounding 
DINO to the agricultural domain in a few-shot setting by re⁃
placing the text encoder with randomly initialized trainable 
text embeddings.

CD-FSOD was initially proposed by Refs. [4] and [5]. They 
highlighted the importance of evaluating and enhancing the ef⁃
ficacy of pre-trained object detectors across varied domains 
that are rarely encountered in conventional internet-scale ob⁃
ject detection pre-training datasets. Ref. [4] additionally out⁃
lined a couple of enhancements for adapting open-set object 
detectors (such as Grounding DINO and Detic[25]) for CD-
FSOD, including prompt engineering, federated fine-tuning, 
and multi-modal prompting. Concurrently, Ref. [6] focused on 
optimizing data augmentation techniques when fine-tuning 
Grounding DINO for CD-FSOD.

Despite these efforts, to the best of our knowledge, no prior 
research has focused on developing a comprehensive end-to-
end framework tailored for fine-tuning Grounding DINO spe⁃
cifically within CD-FSOD scenarios.
2.3 Mixture-of-Experts

The core concept of the MoE architecture is to enable dif⁃
ferent components (experts) of a model to specialize in differ⁃
ent aspects of the data[10]. In recent years, MoE has gained sig⁃
nificant popularity in LLMs, including Mistral[8] and 
DeepSeek-V2[9]. A common application of MoE in such mod⁃
els is to replace the traditional feed-forward network (FFN) 
with an MoE-based variant, as seen in Switch Transformer[26] 
and Open-MoE[27]. Each MoE layer consists of multiple ex⁃
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perts, with only a subset activated for a given input. This se⁃
lection is governed by a gating function (router), which dy⁃
namically routes different inputs to different experts. While 
MoE has been extensively explored in LLMs, to the best of our 
knowledge, we are the first to incorporate it into open-set ob⁃
ject detection.
3 Method

3.1 End-to-End Framework for Cross-Domain Few-Shot 
Object Detection

In this work, we present a novel end-to-end framework that 
leverages the pre-trained Grounding DINO to address the chal⁃
lenge of data scarcity specifically in CD-FSOD. To the best of 
our knowledge, this is the first end-to-end framework for CD-
FSOD. Our framework consists of three key stages, as concep⁃
tually illustrated in Fig. 1.

Firstly, an LLM-based text prompt optimization module is 
used. Given the raw category descriptions from the data, this 
module utilizes an LLM to generate more representative and 
effective text prompts, which are crucial for guiding Ground⁃
ing DINO to better recognize novel concepts.

The second stage aims to adapt Grounding DINO to the tar⁃
get domain. In the CD-FSOD setting, since few bounding box 
annotations are available per category, not all target objects 
within an image are labeled. Therefore, we use a pseudo-
labeling strategy to maximize the data utilization. This process 
generates additional training signals to enhance the fine-
tuning performance of Grounding DINO.

In the last stage, we fine-tune our proposed MoE-Grounding 
DINO. This novel architecture is initialized from the Ground⁃
ing DINO adapted in the second stage, and is further trained 
to substantially boost the overall model performance in the 
challenging CD-FSOD setting.

The detailed methodologies for each stage of this framework 
will be elaborated in subsequent sections.
3.2 LLM-Based Text Prompt Optimization

Grounding DINO leverages and aligns text and image mo⁃
dalities for object detection tasks. Its robust performance is at⁃
tributed to pre-training on extensive internet-scale datasets, 

leading to a well-established alignment between text and im⁃
age modalities. Therefore, when fine-tuning it on a down⁃
stream dataset, the quality of the text prompts (i. e., category 
descriptions here) becomes crucial. This is especially critical 
in CD-FSOD scenarios, where data scarcity limits the model’s 
adaptation. In addition, an optimal alignment between the text 
prompts and Grounding DINO’s pre-training data is also es⁃
sential for maximizing the fine-tuning performance.

However, the quality of text prompts in downstream datas⁃
ets is often a significant hurdle. For instance, in the actions-
zzid2-zb1hq-fsod-amih dataset from the Roboflow20-VL[11] 
benchmark, the class “Attack” is described as “Players hit 
the ball over the net”, and the class “Set” is described as 

“Players push the ball upwards with their fingertips”. Such 
vague or overly simplistic prompts can make it difficult for 
Grounding DINO to learn robust representations, potentially 
leading to slow convergence or suboptimal performance during 
fine-tuning. Consequently, optimizing these text prompts be⁃
fore they are fed into Grounding DINO for fine-tuning is essen⁃
tial for achieving desirable results.

To address this, as illustrated in Fig. 2, we propose a three-
step methodology that leverages an LLM, specifically 
Qwen2.5-VL[28], to optimize category descriptions. In the first 
step, Qwen2.5-VL is prompted with images from the dataset to 
generate concise scenario descriptions that capture the es⁃
sence of the dataset effectively. In the second step, Qwen2.5-
VL is tasked with generating detailed category descriptions for 
each class. In detail, given an image with a target object en⁃
closed within a red bounding box, Qwen2.5-VL is prompted to 
produce multiple informative, representative and distinctive 
descriptions tailored to the target object based on the original 
category description and the dataset description generated in 
Step 1. In Step 3, we craft the ideal text prompt for each class. 
For each category, we fine-tune Grounding DINO with ran⁃
domly combined textual descriptions generated in Stage 2, 
aiming to identify the most effective combination that serves 
as the optimal text prompt for that particular class.
3.3 MoE-Grounding DINO

In few-shot object detection, maximizing the object detec⁃
tor’s ability to extract supervision from scarce data is crucial. 

Figure 1. An illustration of the proposed end-to-end framework for cross-domain few-shot object detection (CD-FSOD)

LLM: large language model     MoE: Mixture-of-Experts

LLM-based text prompt optimization

Goalie.  Longpole.  Referee.  Shortstick

Textprompts

Training Grounding DINO with pseudo-labeling
Pseudo-labelling

GroundingDINO
MoE-GroundingDINO

Modelweights

Training MoE-Grounding DINO
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In CD-FSOD, beyond the few-shot constraint, the cross-
domain setting further increases the difficulty, as detectors 
usually require additional supervision to effectively adapt to a 
new domain. Therefore, success in CD-FSOD hinges on maxi⁃
mizing supervision and enabling the model to learn as much 
as possible from the limited training data.

The MoE architecture has demonstrated significant efficacy 
across LLMs. MoE functions by replicating individual experts 
multiple times and employs a dy⁃
namic routing mechanism. This 
mechanism enables different experts 
to specialize in distinct aspects of the 
input data, thereby empowering the 
model to capture more diverse and in⁃
formative representations. It intui⁃
tively provides models with a broader 
parameter search space for learning, 
making it particularly well-suited for 
the CD-FSOD scenario.

We introduce MoE-Grounding DINO, 
a novel architecture built upon Ground⁃
ing DINO. As depicted in Fig. 3, it in⁃
corporates the MoE module into 
Grounding DINO by substituting the 
FFN layers of the cross-modality de⁃
coder with MoE-FFN layers. The 
MoE-FFN layer, as detailed in Fig. 4, 
is designed to consist of a shared FFN 
and N routed FFNs (i.e., experts). For 

a given input, the router dynamically determines K routed 
FFNs to activate. The outputs of the shared FFN and K acti⁃
vated routed FFNs are then aggregated to form the output of 
the MoE-FFN layer. This process can be expressed as:

MoE_FFN( x ;  θ, { FFN_r }N
i =  1, FFN_s) =

FFN_s ( x ) +  ∑j =  1
K ϑ ( x ; θ ) j f j ( x ; FFN_rj ) (1),

Figure 2. An example of the LLM-based text prompt optimization stage

①

Figure 3. An illustration of the MoE-Grounding DINO decoder layer

FFN: feed-forward network    LLM: large language model      MoE: Mixture-of-Experts

Prompt: Given an image, generate 
one concise description of the 
main scenario depicted.  Remem⁃
ber to focus on the general theme 
or scenario, rather than details.

Description:
The image is about the sport 
of lacrosse. Combinations of text prompts from Qwen2.5-VL

②

③

Combinations of text prompts from Qwen2.5-VL

Optimal text prompt generation

GroundingDINO
Optimal text prompts

Prompt: You are assisting in improving object detection by generating op⁃timal category terms in the context of [the sport of lacrosse].  Given an im⁃age with a red bounding box and an initial category description [Goalie], your task is to produce five enhanced short category terms.

Description:1. Goalie2. Goalie, the player responsible for preventing the ball from entering the goal3. Goalkeeper4. Goal defense5. Goaltender

(a) Grounding DINO decoder layer
Updated cross⁃
modality query

Textfeatures

Imagefeatures

FFN

Text cross-attention

Image cross-attention

Self-attention
Q, K, V

Q

Q

K, V
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modality query
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(b) MoE-Grounding DINO decoder layer
Updated cross⁃
modality query

Textfeatures

Imagefeatures

MoE-FFN

Text cross-attention

Image cross-attention

Self-attention
Q, K, V

Q

Q

K, V

Cross-
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 ϑ ( x ; θ ) j = softmax (TopK ( g ( x ; θ ) +  Rnoise,  K ) ) j (2),

fj ( x ; FFN_rj ) = FFN_rj (Dispatcher ( x ) j ) (3),
where FFN_r denotes individual routed FFNs, FFN_s refers to 
the shared FFN, g ( x ; θ ) represents the routing function, Rnoise 
is the noise term, and Dispatcher refers to the operation that 
dispatches the input to each expert.

Following Ref. [10], an additional auxiliary load balancing 
loss is applied during training. This loss is crucial for encour⁃
aging a more balanced utilization of the experts, preventing 
certain experts from dominating the model’s learning.

The MoE-FFN module is seamlessly integrated into Ground⁃
ing DINO without the need for retraining, as it can be initial⁃
ized from the weights of Grounding DINO. This initialization 
process will be detailed later.

3.4 Training Strategy
Our proposed end-to-end framework (Fig. 3), is structured 

into three distinct stages: LLM-based text prompt optimiza⁃
tion, Grounding DINO fine-tuning with pseudo-labeling, and 
MoE-Grounding DINO fine-tuning. This section elaborates on 
the methodologies and procedures employed for model train⁃
ing in Stages 2 and 3.
3.4.1 Grounding DINO Fine-Tuning with Pseudo-Labeling

The second stage is dedicated to fine-tuning the pre-trained 
Grounding DINO, augmented by a pseudo-labeling strategy. 
In CD-FSOD, only a limited number of bounding box annota⁃
tions are typically provided per category. This often means 
that not all target objects within an image are initially labeled. 
To maximize the utilization of available data and compensate 
for annotation sparsity, we apply a simple pseudo-labeling ap⁃
proach to enhance Grounding DINO’s performance.

As illustrated in Fig. 5, we first fine-tune Grounding DINO 
on the provided limited labeled training data. Subsequently, 
the fine-tuned model is employed to infer predictions on train⁃
ing instances. We only retain high-confidence predictions to 
ensure the quality of these inferred labels. This is followed by 
rigorous post-processing steps, such as Non-Maximum Sup⁃
pression (NMS), to refine the generated pseudo-labels. The 
original ground-truth annotations are then combined with 
these high-confidence pseudo-labels to construct a refined 
training dataset. Finally, the fine-tuned Grounding DINO un⁃
dergoes further training on this newly constructed refined data⁃
set, leveraging the increased data volume to enhance its ro⁃
bustness and generalization.
3.4.2 MoE-Grounding DINO Fine-Tuning

The third stage involves fine-tuning our proposed MoE-
Grounding DINO. For initialization, all components of MoE-
Grounding DINO inherit the parameters from the Grounding 

FFN: feed-forward network
Figure 4. An illustration of the MoE-FFN layer

Figure 5. Illustration of the stage of fine-tuning Grounding DINO with pseudo-labeling refinement

: raw annotation                     : pseudo-label

Shared FFN Routed FFN 1 Routed FFN 2 Routed FFN n…

Router
Top-K

p1
pn

Grounding DINO Grounding DINOFrozen model

Finetune Raw dataannotations Generatepseudo-labels

Original labels+pseudo-labels

Finetune Refined data annotations

Grounding DINO
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DINO model fine-tuned in Stage 2, except for the newly intro⁃
duced MoE-FFN layers. For these MoE-FFN layers, the 
shared FFN is initialized with the weights of the fine-tuned 
Grounding DINO to provide a solid foundation, while the 
routed FFNs are initialized with the weights from the pre-
trained Grounding DINO model to encourage diversity among 
experts and facilitate robust training. The router, implemented 
as a simple FFN layer, is initialized randomly.

When fine-tuning MoE-Grounding DINO, we only allow the 
MoE-FFN layers, the bounding box regression head, and the 
classification head to be trainable to ensure stable training. As 
before, MoE-Grounding DINO is trained on the refined dataset 
constructed in Stage 2.
3.5 Data Augmentation

The success of object detectors in CD-FSOD hinges on 
learning robust and domain-invariant features from limited 
data. Therefore, we apply strong data augmentation techniques 
during fine-tuning to maximize the information extracted from 
constrained training data and to enhance feature diversity. 
Specifically, we combine RandomFlip, RandomResize, Ran⁃
domCrop, YOLOXHSVRandomAug, and Copy-Paste to miti⁃
gate overfitting and enhance the variability of the training data.
4 Experiments

4.1 Datasets
We evaluate our approach on the Roboflow20-VL data⁃

set[11], a widely adopted benchmark for CD-FSOD. This data⁃
set is specifically designed to assess the generalization ability 
of object detectors on out-of-domain data, presenting a signifi⁃
cant challenge as it contains concepts rarely encountered in 
internet-scale pre-training datasets. Roboflow20-VL com⁃
prises 20 datasets spanning seven diverse domains: Aerial, 
Document, Flora & Fauna, Industrial, Medical, Sports, and 
Others. To rigorously evaluate cross-domain adaptability, we 
adopt the provided 10-shot learning setup (i.e., only 10 bound⁃
ing box annotations per class). Models are evaluated using the 
mAP metric independently for each class. We follow Ref. [29] 
for efficient dataset management.

4.2 Implementation Details
All experiments were conducted within the PyTorch frame⁃

work on eight NVIDIA V100 GPUs. We used the Swin-L ver⁃
sion of Grounding DINO with pre-trained weights from the 
mmdetection implementation (MM-GDINO-L*) [30], which rep⁃
resents the best-performing open-source model available. This 
model was pre-trained on large-scale datasets, including Ob⁃
jects365-V2[16], OpenImageV6[31], GoldG[32], COCO, and Ref⁃
COCO[33]. For LLM-based text prompt optimization, we used 
Qwen2.5-VL 7B. Our MoE-Grounding DINO was configured 
with N=3 experts and a top-K=2 routing mechanism.

During fine-tuning, we set the learning rate to 2−5 for 
Grounding DINO and 1−5 for MoE-Grounding DINO. Both 
models were fine-tuned for 24 epochs. All other training pa⁃
rameters (e. g., loss weights, number of queries) followed the 
default settings of Grounding DINO. For pseudo-label genera⁃
tion, we applied a confidence threshold of 0.5 and a Non-
Maximum Suppression (NMS) Intersection over Union (IoU) 
threshold of 0.5. The relatively high confidence threshold was 
chosen empirically to prioritize label quality, as missing anno⁃
tations only reduce data utilization, whereas incorrect annota⁃
tions can significantly degrade model performance.
4.3 Main Results on Roboflow20-VL

Table 1 summarizes the CD-FSOD performance on the Ro⁃
boflow20-VL benchmark, comparing our framework with 
TFA[22], Federated Detic[4], and Grounding DINO[1]. While the 
representative baseline TFA achieves competitive perfor⁃
mance on in-domain few-shot benchmarks such as COCO, it 
struggles to generalize under the CD-FSOD setting (yielding 
only 9.8 mAP overall). Federated Detic, which employs feder⁃
ated fine-tuning to mitigate the impact of negative categories, 
performs better than TFA (20.3 mAP overall) but is still out⁃
performed by directly fine-tuned Grounding DINO. Notably, 
directly fine-tuning Grounding DINO delivers a substantial im⁃
provement of 16.2 mAP over its zero-shot baseline (33.3 mAP 
vs. 17.1 mAP). However, this result remains far below its fine-
tuning performance on the in-domain COCO dataset, which 
reaches 60.3 mAP as reported in Ref. [26]. This contrast un⁃
derscores a crucial point: while fine-tuning Grounding DINO 
exhibits high performance on conventional object detection da⁃

Table 1. Comparison of performance of zero-shot, fine-tuned Grounding DINO with our proposed framework on Roboflow20-VL

Framework
TFA[22]

Federated Detic[4]

Grounding DINO (zero-shot)
Grounding DINO (sft)

ETS[6]

Our framework

Aerial
9.4

11.6
30.6
39.8
41.6
49.6

Document
3.8

14.3
5.0

34.5
27.4
46.3

Flora & Fau⁃
na

16.8
30.8
33.9
45.6
48.1
55.0

Industrial
14.4
24.7
13.0
37.8
49.2
61.3

Medical
2.7
8.9
0.4

23.3
27.4
42.5

Sports
1.3

17.4
5.5

26.3
30.9
41.2

Other
10.2
21.0
16.8
24.7
33.7
45.1

All
9.8

20.3
17.1
33.3
36.9
48.7

ETS: enhance then search     TFA: two-stage fine-tuning approach
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tasets like COCO, its performance under the CD-FSOD setting 
lags significantly behind expectations.

Table 1 clearly demonstrates that our proposed CD-FSOD 
framework notably outperforms directly fine-tuning Grounding 
DINO across all domains in the Roboflow20-VL benchmark. 
Specifically, our framework achieves an impressive overall en⁃
hancement of 15.4 mAP. In detail, our framework surpasses 
the baseline by 9.8 mAP, 11.8 mAP, 9.4 mAP, 23.5 mAP, 
19.2 mAP, 14.9 mAP and 20.4 mAP in the Aerial, Document, 
Flora & Fauna, Industrial, Medical, Sports, and Others do⁃
mains, respectively.

Furthermore, our work achieved first place in the Roboflow-
20VL Few-Shot Object Detection Challenge[11] at the Work⁃
shop on Visual Perception and Learning in an Open World at 
CVPR 2025, where it was also prominently featured.

These results not only underscore the efficacy of our pro⁃
posed framework, but also highlight its versatility and robust⁃
ness across diverse domains under the CD-FSOD setting. The 
significant performance gains achieved through our methodol⁃
ogy demonstrate its potential in enhancing object detection 
tasks in varied real-world scenarios.
4.4 Ablation Experiments

We conducted a series of ablation experiments to systemati⁃
cally evaluate the effectiveness of each component of our frame⁃
work in the overall performance. Additionally, we explored the 
impact of the number of routed experts N in our proposed MoE-
Grounding DINO architecture.

1) LLM-based text prompt optimiza⁃
tion. As shown in Table 2, fine-tuning 
Grounding DINO with our optimized 
text prompts yields a significant im⁃
provement of 7.0 mAP compared to 
fine-tuning with the original dataset. 
This substantial gain underscores the 
critical role of high-quality text 
prompts in the CD-FSOD setting and 
validates the effectiveness of our pro⁃
posed LLM-based text prompt optimi⁃
zation module in generating more de⁃
scriptive and discriminative prompts.

2) Data augmentation strategies. 
Employing the data augmentation 

techniques we detailed before provides an additional benefit of 
4.3 mAP (Table 2). This improvement highlights the impor⁃
tance of enhancing the diversity and variability of the training 
data, particularly in few-shot scenarios where data scarcity is 
a major challenge. By increasing data diversity, our augmenta⁃
tion strategies enable the model to generalize better to unseen 
instances.

3) Pseudo-labeling. After continuing to train Grounding DINO 
on a dataset augmented with pseudo-labels generated from an 
initial fine-tuned model, we observe a further performance im⁃
provement of 1.9 mAP (Table 2). This demonstrates the effec⁃
tiveness of our pseudo-labeling approach in maximizing data uti⁃
lization under the CD-FSOD setting, allowing the model to learn 
from a larger and more comprehensive set of examples, thereby 
mitigating the limitations of limited labeled data.

4) Fine-tuning MoE-Grounding-DINO. We evaluate the im⁃
pact of fine-tuning our proposed MoE-Grounding DINO. Build⁃
ing upon the previously fine-tuned Grounding DINO, incorpo⁃
rating the MoE modules further boosts the overall detection 
performance by 2.2 mAP (Table 2). This significant improve⁃
ment highlights the effectiveness of employing the MoE mod⁃
ule to seamlessly expand the parameter space of Grounding 
DINO, thereby handling the data scarcity challenge present in 
the CD-FSOD context.

5) Effect of the number of routed experts. Using three 
routed experts yields the optimal performance, as shown in 
Fig. 6. Using a larger number of experts provides no addi⁃

Table 2. Effectiveness of different components in our end-to-end framework on Roboflow20-VL

Component
Grounding DINO (sft)

+ text prompt optimization
+ data augmentation
+ pseudo-labeling

+ MoE-Grounding DINO

Aerial
39.8
39.9
48.2
49.6

49.6

Document
34.5
40.2
42.5
44.0
46.3

Flora & Fau⁃
na

45.6
49.7
53.6
54.6
55.0

Industrial
37.8
47.4
52.0
56.4
61.3

Medical
23.3
36.2
37.8
40.2
42.5

Sports
26.3
33.8
38.1
39.2
41.2

Other
24.7
34.8
40.2
41.6
45.1

All
33.3

40.3 (+7.0)

44.6 (+4.3)

46.5 (+1.9)

48.7 (+2.2)

Figure 6. Effect of the total number of routed experts (N) in MoE-Grounding DINO, evaluated on the 
Sports domain, with K fixed at 2. An N value of 0 indicates the baseline model without the MoE module

Number of routed experts N
0 2 3 4 5 6

Spo
rts/

mA
P

42.0
41.5
41.0
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tional benefit. We attribute this to the few-shot learning sce⁃
nario, where the limited number of training samples may be in⁃
sufficient to effectively fine-tune a larger number of experts.
5 Conclusions

In this paper, we introduce the first end-to-end framework 
for cross-domain few-shot object detection, which significantly 
advances the state of the art on the Roboflow20-VL bench⁃
mark. Our framework uniquely integrates LLM-based text 
prompt optimization and a multi-stage training pipeline with 
pseudo-labeling. Another core contribution of our work is the 
novel MoE-Grounding DINO, which marks the pioneering ap⁃
plication of the mixture-of-experts in open-set object detection.

Although representing a significant advancement, our 
framework still faces certain limitations. Firstly, the pseudo-
labeling effectiveness can be sensitive to the initial model 􀆳 s 
performance and the severity of the domain shift. Noise in 
pseudo-labels can potentially propagate errors. Secondly, the 
substitution of MoE modules introduces computational and 
memory overhead, challenging real-time deployment and 
resource-constrained devices.

These limitations require further attention and improvement 
in future research to enhance the robustness and applicability 
of our framework. In addition, we will integrate the MoE archi⁃
tecture into other open-set object detectors to validate its effi⁃
cacy and generalizability beyond Grounding DINO.
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