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Abstract: As Fiber-to-the-Room (FTTR) networks proliferate, multi-device deployments pose significant energy consumption challenges. This
paper proposes a Quality of Service (QoS)-aware energy-saving scheme based on a multi-threshold buffer energy saving (MBES) scheme to reduce
consumption while ensuring energy QoS. MBES leverages the centralized control of the main fiber unit (MFU) and the wireless-state awareness of
subordinate fiber units (SFUs) for synergistic fiber-wireless energy savings. The scheme assigns independent, dynamic buffer thresholds to ser-
vice queues on SFUs, enabling low-latency reporting for high-priority traffic while accumulating low-priority data to extend sleep cycles. At the
MFU, a coordinated scheduling algorithm accounts for Wi-Fi access delay and creates an adaptive closed-loop control by adjusting SFUs” buffer
thresholds based on end-to-end delay feedback. Simulation results show that, while satisfying strict latency requirements, MBES achieves a maxi-
mum energy saving of 17.75% compared with the no energy saving (NES) scheme and provides a superior trade-off between latency control and

energy efficiency compared with the single-threshold buffer energy saving (SBES) scheme.
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1 Introduction
he rapid development of emerging services such as
ultra-high-definition video, immersive extended reality
(XR), smart education, and cloud-edge collaboration
has presented unprecedented challenges to indoor ac-

cess networks in terms of bandwidth, latency, and connection

stability"’
ber access architecture,

. To meet these demands, a next-generation indoor fi-
Fiber-to-the-Room (FTTR), has
emerged”. Through the centralized control by a main fiber unit
(MFU) and the distributed coverage by multiple subordinate fi-
ber units (SFUs), FTTR integrates the functions of a passive op-
tical network (PON) optical network unit (ONU) with Wi-Fi ac-
cess points (APs), achieving direct fiber connections and high-
performance Wi-Fi coverage across the whole home'. This ar-
chitecture effectively overcomes the signal attenuation, insuffi-
cient coverage, and severe interference issues of traditional
single-point Wi-Fi in multi-room, multi-device scenarios, pro-
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viding a transmission guarantee with high bandwidth, low la-
tency, and high reliability for emerging services'. However,
while FTTR enhances network performance, the significant in-
crease in access devices leads to a sharp rise in system energy
consumption. In common low-load or no-traffic scenarios, de-
vices continue to power most of their modules, causing signifi-
cant energy waste. This issue has become a key bottleneck hin-
dering the green and large-scale deployment of FTTR".

Existing research on energy savings in access networks pri-
marily focuses on two separate domains: PONs and Wi-Fi.
While research specifically targeting the FTTR architecture re-
mains scarce, findings in these related areas offer important ref-
erences for its energy-saving design. In the context of PONs,
successive standards from Gigabit-capable PON (GPON) and
10-Gigabit-capable PON (XG-PON) to 50-Gigabit-capable
PON (50G-PON) have introduced sleep mechanisms for ONUs,
such as the doze mode, the cyclic sleep mode, and the watchful
sleep mode (WSM), among which WSM, in particular, has be-
come a key reference for standard energy-saving solutions in
FTTR! ?. Significant research has focused on optimizing ONU
sleep. For instance, YAN et al.'"” proposed uplink-centric and
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downlink-centric scheduling to achieve a trade-off between la-
tency and energy savings. SHI et al."" designed a differentiated
ONU sleep-scheduling scheme based on service-level agree-
ments to meet multi-level Quality of Service (QoS) demands.
ZHANG et al."? introduced a modular energy-saving method
that reduces power consumption by dynamically deactivating in-
ternal ONU transceiver modules. Other works have explored as-
pects such as adaptive sleep-mode optimization'", the integra-
tion of sleep mechanisms with dynamic bandwidth allocation,
power-consumption modeling for various PON technolo-

15218 and energy-efficiency analysis for multi-level ONU

power states with intelligent sleep-duration adjustments'’’ %,

gies

These studies provide valuable insights into the trade-off be-
tween energy consumption and QoS in PON systems. In the do-
main of Wi-Fi networks, energy-saving mechanisms primarily
concentrate on stations (STAs). The Wi-Fi 6 standard intro-
duced the Target Wake Time (TWT) mechanism, which allows
STAs to negotiate with APs to enter the sleep mode during non-
essential periods"”. LORINCZ et al.”™ and PACK et al.”! pro-
posed STA sleep-control methods based on load and adaptive
intervals, effectively improving the balance between energy con-
sumption and performance. In contrast, research on the energy
consumption of APs remains relatively limited. However, exist-
ing works have explored aspects such as component-level

[22]

power consumption™, power characteristics under different

[23]

configurations'™, and traffic-based power-prediction model-

2 providing support for the design and management of

ing!
energy-saving wireless networks.

In converged fiber-wireless networks, studies have shown
that a lack of coordination between the independent energy-
saving mechanisms of PONs and Wi-Fi can lead to degraded

[25

overall performance™’. To address this, researchers have pro-

including
[26]
2

posed various joint energy-saving strategies,

threshold-based ONU sleep with wireless traffic aggregation

27 and

dynamic scheduling combined with wireless rerouting
coordinated optimization of Wi-Fi access and PON sleep
modes®!. These methods reduce energy consumption while, to
a certain extent, guaranteeing latency and throughput. Despite
advances in independent and partially joint energy-saving opti-
mizations for PONs and Wi-Fi, these approaches face notable
limitations in FTTR scenarios. First, many schemes rely on a
single load threshold, which makes it difficult to differentiate
services with diverse latency requirements (e. g., voice versus
video). Second, they do not fully exploit the MFU’ s centralized
control capabilities or its advantage in monitoring the Wi-Fi-
side status.

To fill this gap, this paper proposes an energy-saving scheme
based on a multi-threshold buffer energy saving (MBES)
scheme for FTTR networks, which achieves a balance between
energy consumption and service performance through differenti-
ated caching at the SFU side and centralized scheduling at the
MFU side. The main contributions of this paper are as follows.
First, we propose an FTTR uplink energy-saving framework

that reduces system power consumption while meeting diverse
QoS requirements. Second, we design an SFU-side multi-
threshold caching mechanism that differentiates services by pri-
ority to balance latency and energy saving. Third, we develop
an MFU-side centralized scheduling algorithm that adaptively
adjusts buffer thresholds based on Wi-Fi delay feedback, en-
abling QoS-aware closed-loop energy control.

The remainder of this paper is organized as follows. Section 2
introduces the FTTR network architecture and the uplink QoS as-
surance mechanism. Section 3 establishes the power consump-
tion models for the SFU and MFU, along with the system energy
consumption model. Section 4 elaborates on the proposed MBES
strategy, detailing the SFU’ s multi-threshold wake-up mecha-
nism and the MFU’ s cooperative scheduling algorithm. Section 5
evaluates and analyzes the performance of the strategy through
simulations. Conclusions are drawn in Section 6.

2FTTR Architecture and Uplink QoS

Mechanisms

This section introduces the FTTR system architecture, focus-
ing on its network structure, uplink data transmission process,
and QoS assurance mechanisms. This provides the foundation
for the design of the energy-saving strategy presented later in
this paper.

2.1 FTTR Network Architecture

Fig. 1 illustrates the basic architecture of an FTTR network.
The network consists of an MFU, an indoor fiber distribution
network (IFDN), and one or more SFUs. Serving as the gateway
and control center of the home network, the MFU connects to
the external optical line terminal (OLT) through the PON proto-
col. Meanwhile, it manages SFUs deployed in different rooms
via the IFDN using indoor fiber protocols such as G.fin”. At the
data flow level, the MFU receives downstream data from the
OLT and distributes it to the SFUs. For upstream data from
SKUs, the MFU either forwards the traffic to the target SFU or
transmits it to the OLT according to the destination address.
Compared with traditional optical network terminals (ONTS),
the MFU can not only receive broadcast information from the
OLT but also provide centralized control of the entire FTTR net-
work, including bandwidth allocation, roaming management,
and energy-saving control for SFUs. As the terminal devices of
the network, SFUs integrate the functionalities of ONUs and
wireless APs. Each SFU is equipped with a G.fin module and
Wi-Fi/Ethernet modules, enabling the conversion between opti-
cal and wireless frames. Specifically, the SFU encapsulates up-
link data from user terminals into G.fin frames and transmits
them to the MFU, and decapsulating downstream G. fin data
from the MFU and delivering it to STAs via wireless links.

2.2 Uplink Transmission and Associated QoS Assurance in
FTTR

In the FTTR architecture, all uplink data transmissions are
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ance, many SFUs may carry only a
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SFU
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small amount of bursty traffic or even
.\\\ @ remain idle for long periods. However,
under the current SR-DBA process,

an SFU must frequently wake up its

SFU . .
@ power-hungry optical transmitter to
send DBRu reports, even when its
MFU @ © \\\ STA pors, I
! ! queues are empty, so as to maintain
its presence in the scheduling system.
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@ This communication leads to unneces-

sary power consumption and consider-
able energy waste, which constitutes
the key problem addressed in this pa-
per.

FTTH FTTR

FTTH: Fiber-to-the-Home
FTTR: Fiber-to-the-Room
IFDN: indoor fiber distribution network

MFU: main fiber unit

Figure 1. FTTR network architecture

centrally controlled by the MFU. When service data from an
STA reaches its associated SFU through a Wi-Fi link, the SFU
provides differentiated QoS by classifying packets into transmis-
sion container (T-CONT) queues according to service priorities.
The four Wi-Fi access categories (ACs) —voice (VO), video
(VI), best effort (BE), and background (BK)—are mapped to
four T-CONT queues (T-CONT 1 - 4) with different scheduling
attributes. Among them, T-CONT 1 is allocated fixed band-
width to serve the highest-priority services; T-CONT 2 is as-
signed assured bandwidth, while T-CONT 3 and T-CONT 4 are
used to carry low-priority services.

After packets enter the T-CONT queues, their uplink trans-
mission is fully scheduled by the MFU through a dynamic band-
width allocation (DBA) mechanism, in which the status-report-
based DBA (SR-DBA) process is commonly adopted. This
scheduling operates in a periodic cycle, as illustrated in Fig. 2.
Specifically, each cycle begins with the MFU broadcasting a
bandwidth map (BWmap), which specifies the exact timeslots
and lengths for uplink transmissions of the T-CONT queues at
each SFU. Upon receiving authorization, an SFU transmits data
and appends dynamic bandwidth report upstream (DBRu) infor-
mation to the data frame to indicate the real-time queue status.
Based on the collected DBRu information from all SFUs, the
MFU executes its DBA algorithm to generate a new BWmap al-
location for the next cycle, thereby completing one scheduling
loop and initiating the next cycle.

Although the SR-DBA mechanism can effectively guarantee
bandwidth utilization and QoS, its inherent energy efficiency is-
sues have also become evident. In common home network sce-
narios characterized by significant spatiotemporal traffic imbal-
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OLT: optical line terminal
SFU: subordinate fiber unit

3 FTTR Device Power and
System Energy Con-

sumption Models
This section establishes the power

N e

STA: station

consumption models of the SFU and

MFU, as well as the overall system en-

ergy model, providing a quantitative

foundation for the energy-saving strat-
egy discussed in Section 4.

3.1 SFU’s Power Consumption Model

The data transmission and reception of an SFU are influ-
enced by the operating states of both its optical and wireless
modules. Treating the SFU as a single entity for energy control
makes it difficult to balance energy efficiency and communica-
tion latency. Therefore, this paper adopts a modular approach to
model SFU power consumption. As shown in Fig. 3, the overall
power consumption of an SFU is decomposed into three core
components: the base module, the optical module, and the Wi-
Fi module. The base module encompasses critical subsystems,
including the processor, buffer, and power supply, all of which

OLT

|
ONU \—1 DBRu,
BW,

BW: bandwidth
DBRu: dynamic bandwidth report

upstream

OLT: optical line terminal
ONU: optical network unit

Figure 2. Status-report-based dynamic bandwidth allocation process
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are indispensable for sustaining the
device’ s core functionality. The opti-

@

cal module consists of the optical P Py P
transmitter, receiver, and control cir- _ —_————
cuits, which handles data transmission . il T o
over the fiber link. The Wi-Fi module SFU )
comprises the Wi-Fi control unit and AR BTen e Optical module
radio frequency (RF) units, with the \/ B
control unit responsible for multiple- RF, unit = mfjfle Management
input multiple-output (MIMO) opera-
tions and transmission power adjust- CPU
ment. Based on the modular division, Wi-Fi DS
the total power consumption of an control
SFU can be expressed as: Cleels

Pypy = Phye + Ppoy + Py (1), ; RF, unit = Memory RX
where P, . is the power consumption

of the base module, P,y is the power
consumption of the optical module
dominated by the transmitter and re-
ceiver, and P\, is that of the Wi-Fi
module, primarily determined by the
number of RF units as well as their
transmission power and maximum data rate.

The base module of the SFU is configured to remain continu-
ously active in energy-saving design. Keeping this module ac-
tive allows its internal clock synchronization circuits to respond
promptly to wake-up requests, thereby minimizing synchroniza-
tion latency with the MFU, which is essential for maintaining
QoS. In addition, the buffer units inside the base module must
operate continuously to process uplink data, preventing packet
loss and retransmission that would occur if the module were
turned off. More importantly, the power consumption of the base
module is much lower than that of the high-power optical and
Wi-Fi modules. Thus, considering it as a primary energy-saving
target is suboptimal, given the marginal potential gains.

The power consumption of the optical module is mainly de-
termined by its transmitter and receiver, which can be ex-
pressed as:

Proy = vy Py + vy P, (2),
where P;_and P_are the power consumptions of the transmitter
and receiver, respectively, and v, and v, are binary variables (0
or 1) indicating the on/off states of the transmitter and receiver.
In FTTR systems, optical-side energy saving is mainly achieved
by turning on/off the transceiver. When no uplink traffic is pres-
ent for a long period, the SFU turns off the transmitter and peri-
odically activates the receiver to detect MFU downlink data or
wake-up instructions, thereby reducing power consumption.

The power consumption of the Wi-Fi module consists of the
RF module and dynamic power consumptions, shown as:

CPU: central processing unit

SFU: subordinate fiber unit

Figure 3. Functional modules and power consumption breakdown of the SFU

Py = Pre + Py 3),
where Pg; is the RF module power consumption and P, is the
dynamic power consumption. Furthermore, Py is determined by

the base power consumption and transmission power, given by:

Prp = Prp poe t Pre 1y (4),
where Py ;... is the base power consumption of the RF module
and Py q, is the transmission power of the RF unit. Py 1, is an
adjustable parameter that determines the coverage of Wi-Fi sig-
nals. In practice, the received signal strength indicator (RSSI)
at the STA side is commonly used as the evaluation metric.
When the RSSI exceeds a predefined threshold, the SFU is
deemed capable of maintaining stable communication with the
STA at the current transmission power.

Following the RF link power consumption model used in
Ref. [5], the transmission power of the i-th RF unit, Pg
(dBm), first undergoes antenna path loss o (dB), then combines
with antenna gain G, (dBi), and subsequently passes through
free-space path loss L, (dB) and obstacle loss L, (dB) before fi-
nally reaching the STA receiver. The received RSSI can be ex-
pressed as:

RSSI =Py -0 +G,~ L ~1L, (5).

The free-space path loss L, is calculated as:

L, =324 + 20log,,D + 20log,,M (6),

where D is the distance between the SFU and STA (km), and M
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is the frequency (MHz). The obstacle loss L, is given by:

K

L= > (jW,) (7).

K=

where W, (dB) denotes the attenuation caused by the k-th type
of obstacles, and j, is the number of such obstacles. Based on
the above model, by setting the RSSI in Eq. (5) as the target
threshold, the minimum transmit power required to ensure com-
munication quality can be derived as:

Pueri = RSSI + 0 - G, +

K

> (i) (8).

k=1

(32.4 + 20log,, D + 20log,, M) +

Considering that both the SFU and STA may incorporate mul-
tiple RF units, the overall RF transmit power Py, is obtained
by summing the transmit power of each unit:

N

RF “Tx — z RF_Txi (9)7

where Ny is the number of RF units. Similarly, the total base
power consumption of the RF module, Py ..., is calculated as
the sum of the base power of all RF units. In practice, the trans-
mit power is also constrained by the effective isotropic radiated

power (EIRP). The limit power P, is expressed as:

P z2P.,,.—-0+GC (10).
L RF_Tx A

Considering the EIRP constraint, the final transmit power
Py 1 s given by

N Ny
zPRFi 2 RF_Txi P +0'_G)

Py = ) ' (11).
P, - z RF_Txi P to- GA)

Thus, by substituting the EIRP-constrained transmit power of
Eq. (11) into Eq. (5), the actual received signal strength at the
m-th STA, RSSI,,

The dynamic power consumption of the Wi-Fi module in the

can be obtained.

SKU, P,, mainly arises from protocol processing at the base-
band and media access control (MAC) layers, and is positively
correlated with the actual data transmission rate. A higher data
rate increases the processing load for modulation/demodulation
and coding/decoding on the chip, thereby leading to a higher
power consumption. For a single STA, its actual transmission
rate R, is constrained by the maximum negotiated link rate R.™
with the SFU and varies dynamically with the current RSSI, .
This nonlinear relationship between rates and RSSI can be ap-

proximated by a sigmoid function'.
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R, = R, (12)

m (120 + RsSI,, ) - ¢,
1+e E

where parameters ¢, and ¢, are set according to experimental
data in Ref. [29] to model the growth characteristic of through-
put as signal strength varies. Accordingly, the total SFU trans-
mission rate R, at a given time is the sum of the rates of its
connected STAs.

loldl z R ( 13)

m=1

The dynamic power consumption of the SFU is then calcu-

lated as
R
Pl) = P Op° R""a] (14)7
where P is the total power consumption of the device at maxi-

mum load, and «, is the proportion of maximum dynamic power
relative to total power. Therefore, P, -/, represents the upper

bound of dynamic power consumptlon R, = 2“ R? s the

sum of the maximum negotiated link rates of all STAs, repre-
senting the maximum achievable total rate.

3.2 MFU’s Power Consumption Model

Following the modeling approach of the SFU, the total power
consumption of the MFU in an FTTR system, P, can also be
divided into base power consumption P, . . and dynamic

power consumption Py ;.

Py = Py pue + P M_Dynamic (15).

As the control center of the network, the MFU is usually re-
quired to remain continuously active to manage all SFUs, and
its power characteristics differ from those of the SFU. Its base
power consumption is a fixed value, while its dynamic power
consumption mainly depends on the number of active SFUs un-
der its management, calculated as:

Py pae = Po a0 pase
— P Naclivc

M_max a M_Dynamic - N

» (16),

M_Dynamic

where P, .. is the maximum power consumption of the MFU,
and 5. and ;. oave the proportional coefficients of the
base power and the maximum dynamic power relative to the
maximum total power consumption, respectively. The model as-
sumes that power consumption increases linearly with the num-

ber of active SFUs, N When all SFUs are active, the dy-

namic reaches its

active®

power  consumption upper  limit,

PMJnﬂx s M_Dynamic*
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3.3 FTTR System Energy Consumption Model

The total energy consumption of the FTTR system, Ky,
consists of the energy consumption of the MFU and the sum of
all SFUs, which is expressed as:

N
EF'l"l'K = E,VIFU + z EgFU (17)9
i=1

where N denotes the set of SFUs in the system. As the MFU
must remain active as the central network controller, its energy
consumption can be expressed as the accumulation of its instan-
taneous power consumption Py over the total operational
time T’ :

T T
EMFU = fO PMFUdz = PM?Bﬂse. Tlol + J’O PﬂLDynmni(: dl (18)'

Unlike the MFU, the SFU is the primary target of energy-
saving strategies, as its operating state dynamically switches ac-
cording to the employed mechanism. Therefore, the energy con-
sumption of an SFU must be calculated by summing its con-
sumption in different states. For a single SFU, based on the on
or off state of its optical transceivers, three states are defined:
active, doze, and sleep. The energy consumption of the i-th SFU
is given by:

E =E' +E'+E +E (19),

where E?, EY, E:, and E? represent the energy consumed in the
active, doze, sleep, and state-transition modes, respectively.
When the SFKU is active, all modules remain on; in the doze
state, the transmitter is turned off; and in the sleep state, both
the transmitter and receiver are turned off. The energy con-
sumption in each state can be calculated as:

E} = (Pbase + Py + PWiFi)'tha =

(Pl)ase + Py o+ Py PWiFi)'Tia (20),
E? = (Phasc + Py + P\xif‘i)'Tid (21),
Ei = (Pbase + PWiFi)‘ Tis (22)5

where T, T?, and T denote the time durations of the SFU in
the active, doze, and sleep states, respectively. In addition,
when an SFU switches from sleep to the active state for data
transmission, the processes of clock recovery, synchronization
with the MFU, and laser activation are required. The transition
overhead time is calculated as:

Tio = max {Tire(: + Tisync’ Tilaser} (23)’
where T* is the clock recovery time, 7" is the synchroniza-

tion time, and Tilaser is the laser activation time. For downlink re-
ception, the receiver must be woken up earlier, corresponding

10 T yowmovethend = 1o+ T For uplink transmission, the trans-

mitter must be activated in advance, corresponding to
las . .

T poerheas = T Assuming the instantaneous power consump-

tion during the wake-up process equals the active-state power
of the corresponding modules, the transition energy is

B = (P + Py ) T? (24).

In summary, by substituting Eqgs. (18) - (24) into Eq. (17),
the total energy consumption of the FTTR system can be ex-
pressed as:

T
Eppg = (P My T, + fo P M_Dynamic dr) +

(P
(P

+ Py + Py Py ) T+ (P
+ PWiFi).T; + (PTx + an)'TiO

cd
base base + PRx + PWiFi) Ti +

base

(25).

4 QoS-Aware Energy Saving Based on
Multi-Threshold Dynamic Buffer

Based on the FTTR system and energy consumption models
described in the previous section, this section elaborates on the
MBES scheme. It first analyzes the limitations of existing
energy-saving mechanisms and then presents the key concept
and implementation of MBES, including the SFU-side multi-
threshold wake-up mechanism and the MFU-side cooperative
scheduling algorithm.

4.1 Limitations of Existing Energy-Saving Mechanisms in
FTTR

The current G.fin standard for FTTR networks inherits WSM
from the XG-PON protocol for energy management. WSM em-
ploys an instant wake-up strategy: whenever traffic arrives at
the Wi-Fi interface of an SFU, the device immediately transi-
tions from the low-power mode to the full-power mode. How-
ever, this approach exhibits two major limitations in addressing
the spatially and temporally unbalanced traffic patterns com-
monly observed in FTTR networks. First, the strategy is coarse-
grained and lacks differentiated QoS support. In scenarios with
only small amounts of low-priority traffic, frequent instant wake-
ups lead to unnecessary energy consumption. A buffer-based
delayed wake-up mechanism, where wake-up is triggered only
after traffic accumulates beyond a certain threshold, can miti-
gate this issue. Nevertheless, traditional single-threshold
schemes risk degrading high-priority services (e.g., voice and
video), which may experience excessive latency while waiting
for low-priority packets to fill the buffer, thereby failing to meet
stringent QoS requirements. Second, the strategy lacks cross-
domain coordination and adaptive capability. Conventional
PON energy-saving decisions rely solely on optical link status,
overlooking conditions on the Wi-Fi side. One of the key advan-
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tages of FTTR architecture is that the SFU, as a converged node
for optical and wireless domains, can collect cross-domain met-
rics such as Wi-Fi access latency and relay this information to
the MFU for centralized analysis®. However, the existing WSM
fails to leverage this architectural benefit and cannot dynami-
cally adjust energy-saving parameters based on end-to-end ser-
vice performance, making it difficult to achieve an optimal bal-
ance between energy efficiency and QoS assurance.

In summary, existing schemes are primarily single-threshold-
based, lack cross-domain coordination, and seldom incorporate
end-to-end latency feedback for closed-loop control. These limi-
tations motivate the design of MBES, which differentiates queue
priorities, leverages the MFU’ s centralized control capabilities,

and dynamically adjusts threshold settings based on latency
feedback.

4.2 SFU’ s Multi-Threshold Wake-Up Mechanism

On the SFU side, a differentiated wake-up mechanism based
on multi-threshold buffering is adopted. This mechanism per-
forms fine-grained buffer management and wake-up control ac-
cording to QoS. Specifically, an independent buffer threshold is
configured for each T-CONT queue, which corresponds to the
four service categories: VO, VI, BE, and BK. High-priority ser-
vices (e.g., VO) are assigned lower thresholds so that even a
small amount of data can trigger the optical transmitter to wake
up and request bandwidth, thereby meeting their low-latency re-
quirements. In contrast, low-priority services (e.g., BK) are as-
signed higher thresholds to aggregate more packets and reduce
unnecessary wake-ups, thus maximizing the energy-saving cycle.

Fig. 4 shows the process of the SFU
multi-threshold wake-up mechanism.
When the buffered data of any T-
CONT queue reaches its preset thresh-
old, the optical transmitter of the SFU
is awakened and reports the current

0 start

1) Buffer constraint

Assume there are N SFUs in the system, and each SFU sup-
ports K T-CONT queues with different priorities. For the k-th
priority queue of the i-th SFU (i e {1,--,N},k e {1,+-,K}),
let the current buffered data be denoted as (), and the preset
wake-up threshold as Th".

An SFU reports its buffer demand for all queues to the MFU
only when at least one queue buffer reaches or exceeds its
threshold; otherwise, the SFU remains in an energy-saving
mode without reporting. This relationship can be expressed as:

30, = Th™ k=1,--,K
Risk = Ql’h Q”k ik (26)’

0, otherwise

where R, represents the buffer information of the k-th queue of
the i-th SFU reported to the MFU. In addition, the configuration
of all thresholds must comply with the physical buffer-capacity
constraint of each SFU. Let the maximum buffer capacity of the
i-th SFU be B, The sum of thresholds of all priority queues
must not exceed this limit:

z ThYse < (27).

k=1

2) Transmitter shut-down strategy

The switching strategy of the transmitter follows certain strict
timing constraints. We define the start and end time of the j-th
bandwidth allocation cycle as [T}, T},4)- Within this cycle, if
the i-th SFU is assigned an uplink timeslot starting at 7" with

1 start TZ start 3 start T4 start

buffer status of all queues to the MFU
to request bandwidth. After complet-

MFU B

ing the data transmission, the transmit-
ter is turned off again. For the down-
link, since the MFU operates with a
fixed broadcast cycle, the receiver of

the SFU adopts a periodic listening SKU,

strategy. It only wakes briefly when it
needs to receive downlink data or sig-
naling, while remaining off during Buffer
other times to save energy.

To ensure the effectiveness of this

mechanism, its operating model and
constraints are constructed from three

aspects: buffer-capacity constraints,

BE: best effort

transceiver switching strategy, and the BK: background

relationship between buffer threshold
and latency.
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Figure 4. Process of the SFU’s multi-threshold wake-up mechanism
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length Len, ;, this timeslot must be fully contained within the
cycle, satisfying the following boundary conditions:
T’jstart < T:;m (28)7

T+ Len, < T (29).

jend
To transmit data on time, the SFU must wake up its transmit-
ter in advance. If the transmitter requires a start-up overhead

T

the wake-up time is determined as:

upoverhead?

T,"‘V;ke — T;tjart -T (30)

upoverhead

After completing one uplink transmission, the SFU can shut
down its transmitter to save energy. However, this operation is
beneficial only if the idle interval between two consecutive
transmissions is sufficiently long. Specifically, the idle time
from the end of transmission j — 1 to the beginning of transmis-
sion j must be greater than or equal to the transmitter start-up

overhead T

upoverhead*

start
T, + Len, ;|

+T T (31).

wpoverhead S

In addition, to ensure fairness in energy saving among mul-
tiple SFUs, the MFU should maintain a fixed relative order in
the allocation of uplink timeslots.

3) Receiver shut-down strategy

Let Ti?j denote the moment when the i-th SFU parses the
downlink frame from the MFU and obtains its allocated timeslot
in the j-th bandwidth allocation cycle. It is calculated as:

1= Ty + Ty + T+ 15 (32)

J start

Where T‘jstart
tation overhead of DBA, T/™" is the propagation delay from the
MFU to the i-th SFU, and TE™ is the processing time for the

SFU to parse the downlink frame. If the duration of receiving

is the start time of the j-th cycle, T, is the compu-

the downlink data frame is denoted as T, the completion
time of the i-th SFU receiving all downlink traffic in the j-th
cycle is:
I _ o
T.,=T

04T (33).

down

After completing downlink reception, the SFU decides
whether to shut down its receiver based on energy-saving ben-
efits. The prerequisite for executing the shutdown operation is
that the idle interval from the completion of this reception (7))

to the start of the next reception (7., ,) must be greater than or

ij+ 1
equal to the receiver start-up overhead T

downoverhead*

TS, =T, >T

ij+1 downoverhead

(34).

4) Relationship between SFU buffer thresholds and latency
In the FTTR energy-saving scenario, the end-to-end latency

of the k-th priority packet at the i-th SFU, denoted as T',;, can

be expressed as:
T,=T"+T"N+T
(r. +T

report upoverhead

— pWiki
trans Ti.k *

FT) 4 T (35),

trans
where T} is the latency on the Wi-Fi side caused by conten-
ane 15 the optical transmission de-
lay. Since the distance between the SFU and MFU in FTTR sys-
tems is very short, T

trans

tion or retransmission, and T

can be ignored. The optical-side la-
tency Tii,m\ is further decomposed into three parts: the reporting
overhead T’ .
T, and the transmitter start-up overhead T

the actual sleep waiting time in the queue
upoverhead-

To satisfy QoS requirements, T, must not exceed the latency
bound D,, i.e., D, = T,;,. When a packet arrives at an SFU, its
T, is already fixed. Therefore, the maximum tolerable optical-
side latency can be derived and translated into the maximum al-
lowed number of waiting cycles, denoted as n,,. This value rep-
resents the maximum number of scheduling cycles that a
packet can wait in the SFU buffer without violating its latency

bound:

Wiki
_ Dk - Ti,k - Trcporl - Tupnvcrh(‘ad 6
0, = . (36)

cycle

The SFU does not need to track the countdown of each
packet individually. Instead, it maintains a global minimum
waiting cycle, denoted as n;, which is the smallest value among
all n,,. This represents the “most urgent” packet in the buffer.
When a new packet (the m-th arrival) enters, the SFU calcu-

lates its n;, and updates the global counter.

i,k,m

= min {0 g, ) (37).

The counter n; acts as a mandatory countdown timer and de-
creases by one at the end of each scheduling cycle. When n,
reaches zero, the SFU must wake up and request bandwidth to
meet latency targets, regardless of buffer thresholds. Thus, the
unified bandwidth-reporting condition that combines latency-
triggered and buffer-threshold-triggered events is

Qi,ka EIQi,k Z Thi,kvk =1,k
R,=10Qin,=0 (38).

0, otherwise

Under the QoS constraint, buffer thresholds are further ad-
justed dynamically to optimize energy saving, with Thizse serv-
ing only as the initial value. The threshold directly affects the
balance between energy saving and latency: a high threshold
yields better energy saving but larger latency, while a low
threshold does the opposite. For the i-th SFU in the j-th band-
width allocation cycle, if the bandwidth allocated to priority £ is
G, the newly arrived data is Q,;;, and the bandwidth demand
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reported in the previous cycle is R;;_,,. The total amount of
data at the beginning of the current cycle is:

Qiﬁl = sz— e Gz}j,k + Qi,f,k (39).

When Q' ' > Th}+, a bandwidth report is triggered. It is evi-

dent that the time to reach the threshold depends on the packet

arrival rate A,. To adapt the thresholds to traffic variations, the

arrival rate is estimated by averaging over the previous r cycles:
1 5 Qs

N= X (40),

r j=n-r+1 Yij
where 1, is the effective observation duration in cycle j. Accord-
ingly, the adaptive threshold update mechanism driven by the
arrival rate is defined as:

Thi,/ﬁ = ak.)\k.(ni,k. Ttycle) (41)7
where «, is the weight factor of the priority-k service, and

(n,°T
thresholds decrease adaptively for high-priority services or traf-

wyele ) 18 its maximum waiting time. With this design, the
fic bursts to suppress queueing latency, while the thresholds in-
crease for low-priority or low-traffic services to maximize energy

savings.

4.3 MFU’ s Cooperative Scheduling and Dynamic Thresh-
old Adjustment

The MFU allocates bandwidth to multi-priority services
based on buffer reports and Wi-Fi-side latency information
from SFUs. During this process, it dynamically adjusts buffer
thresholds to meet QoS requirements. Since wake-up is per-
formed locally by SFUs, the MFU does not require additional
state decisions, which reduces signaling overhead and allows it
to focus on global scheduling. Specifically, the MFU first col-
lects the bandwidth requests R;, from all active SFUs. It then
calculates the end-to-end latency D,, = T}"™ + T3, which
combines the Wi-Fi-side latency 7, and the sleep-induced la-
tency T:°". The MFU sorts the set {Di_’k} in descending order to
obtain the index mapping o (i), and reorders the bandwidth re-
quest set {Ri’k} accordingly into {Ru-(é).k}' This ensures that

SFUs with longer latency are prioritized in bandwidth alloca-
tion. For SFUs whose buffer thresholds are not reached, the
MFU retains their scheduling order but does not assign band-
width, thereby maintaining overall fairness. Bandwidth is then
allocated from T-CONT 1 to T-CONT 4 in descending order of
priority. Let the uplink frame length be L, (ws), the total avail-
able uplink capacity be C (bit/s), the maximum proportions for
different priorities be y,, v,, v;, and y,, and the number of ac-
tive SFUs be n.

For bandwidth-guaranteed services T-CONT 1 and T-CONT
2, each active SFU first receives a basic bandwidth BW ,, pro-
portionally divided according to the service proportion and the
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number of active SFUs.

LC-

BW,, = "L L4 (42),
’ n
L-C-

BW = L2 (43).
” n

For the highest-priority T-CONT 1 services, a “fixed alloca-
tion and excess grant” mechanism is adopted. If its reported de-
mand R;, exceeds the basic bandwidth, the MFU grants addi-
tional bandwidth to ensure the timely transmission of latency-
sensitive traffic. Thus, the actual bandwidth G, allocated to
each active SFU for T-CONT 1 is:

=
n
after deducting the basic bandwidth of T-CONT 2, ensuring that

all active SFUs of T-CONT 1 obtain transmission opportunities.

where represents the upper allocation bound

T-CONT 2 follows a similar allocation logic, but its actual
granted bandwidth is limited by the allocation result of T-
CONT 1:

G, = min max{BWil,Rﬂ},# (45).

After allocating bandwidth to T-CONT 1 and T-CONT 2, the
MFU distributes the remaining bandwidth to T-CONT 3 and T-
CONT 4 in sequence. The granted bandwidth is subject to both
the services’ bandwidth cap and the residual link capacity. For

T-CONT 3, the allocation is

L-C-
BW,, = LY
n
. 1 (46).
G5 = min{ BW3.R 5.1 C — E(Gi.l + Gi,z) - z Gi,3}
i i
Similarly, for T-CONT 4, the allocation is
L-C-
BW,, = <
n
(47).

L

G = min{BWiA?Ri.AvL/'C - i(ci.l + Gt Gi,}) - ’7101'.4}
i=1 1

Through this mechanism, the highest-priority services re-
ceive rigid guarantees, the second-highest priority services ob-
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tain conditional guarantees, and the lowest-priority services are
scheduled only when surplus bandwidth is available.

After completing the bandwidth allocation, the MFU pro-
ceeds to dynamically adjust the buffer thresholds for each SFU.
This adjustment process adheres to two fundamental principles.
First, the threshold should be corrected based on the deviation

L o~
between the services’ measured latency 7"

and its target
latency deadline D,. Second, after adjustment, the threshold of
a high-priority queue must remain no greater than that of a low-
priority queue to maintain the priority order. If the measured la-

tency of a certain priority class exceeds its requirement, that is

Ak — T}:neasured _ Dk > 0 (48)’

and then in the next scheduling cycle, its buffer threshold is de-
creased:

Thiy" = Thiy = m, Ay (49),

where 7, is the step size for decreasing the threshold of priority
k. To prevent the violation of priority order, a correction is ap-
plied:

Thy" = min (T, THE o

Conversely, when A, < 0 and this condition holds for n, con-
secutive cycles, it indicates that the threshold is overly conser-
vative. In this case, the threshold can be moderately increased:

ThE = min {Thy™, T - B, A, } (51),

max

where Th;"™ is the maximum allowable buffer threshold for pri-
ority k, and B, is the step size for increasing the threshold.

In summary, the MFU’ s energy-saving bandwidth allocation
follows three principles. First, it allocates bandwidth among ac-
tive SFUs in order of service priority, meeting latency require-
ments of different services. Second, within the same priority
class, it prioritizes the scheduling of SFUs with higher Wi-Fi
side latency to improve end-to-end latency performance. Third,
it dynamically adjusts buffer thresholds based on service la-
tency feedback, achieving a balance between QoS assurance
and energy saving.

5 Simulation Results and Analyses

This section evaluates the performance of the proposed
MBES using a simulation environment built on the Java plat-
form. The MBES is compared with two other baseline strategies:
the no energy saving (NES) scheme and the single-threshold
buffer energy saving (SBES) scheme. The simulation scenario is
configured as a home network, with average system latency and
energy consumption as the primary performance metrics. This
evaluation aims to assess the effectiveness of energy saving by
the different strategies under service performance constraints,
thereby validating the efficiency of MBES.

5.1 Parameter Setting

Given the small scale of FTTR deployments in residential
settings, the number of SFUs is limited and each SFU typically
serves only a few STAs. In our simulations, each SFU is there-
fore assumed to serve two STAs, while the total number of SFUs
varies from 2 to 5. Each STA generates a constant aggregate
traffic load of 120 Mbit/s, apportioned equally across four prior-
ity services—VO, VI, BE, and BK—at 30 Mbit/s per service.
Traffic arrivals follow a Poisson process with an average flow
duration of 1 s, and packet sizes are fixed at 1 500 bytes. On
the wireless side, we model IEEE 802.11ax and use the en-
hanced distributed channel access (EDCA) mechanism. De-
tailed PHY/MAC parameter values are listed in Table 1.

For the optical link, key parameters are configured according
to the G.fin protocol standard®. The downlink and uplink ca-
pacities are set to 10 Gbit/s and 2.5 Gbit/s, respectively, and
the physical fiber length between the MFU and SFUs is 10 m.
The bandwidth allocation period is 125 ws. In the MFU sched-
uling strategy, bandwidth assignment considers both real-time
SFU requests and predefined service-level constraints. To re-
flect differentiated service priorities, the maximum proportions
of the total uplink bandwidth that T-CONT 1 - 4 queues can oc-
cupy are set to 0.2, 0.5, 0.3, and 0.1, respectively, as shown in
Table 2. Importantly, their sum is not required to equal 1, allow-
ing the MFU to flexibly perform statistical multiplexing based
on real-time traffic demand. Two baseline schemes are imple-
mented for comparison. In NES, all SFUs remain continuously
active, and the MFU applies the classic GIANT algorithm®”,
simplified by setting the service interval of all services to 1 to
guarantee allocation in every cycle. In SBES, each SFU em-
ploys a single global buffer threshold to trigger its optical trans-
mitter; once active, it follows the same allocation procedure as

in NES. The MFU-side bandwidth scheduling parameters used

Table 1. Simulation scenario, traffic, and EDCA parameter settings

Scenario Settings

Number of SFUs 2/3/4/5 Number of Stations per SFU 2
Traffic Settings
VO data rate 30 Mbit/s VI data rate 30 Mbit/s
BE data rate 30 Mbit/s BK data rate 30 Mbit/s
Packet size 1500 B Traffic duration ls
EDCA Settings
Access category CWmin CWmax AIFSN
VO 3 7 2
VI 7 15 3
BE 15 1023 6
BK 15 1023 9

AIFSN: arbitration inter-frame space number EDCA: enhanced distributed
BE: best effort

BK: background

CWmax: maximum contention window

channel access
SFU: subordinate fiber unit
VI: video

CWmin: minimum contention window VO: voice
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Table 2. MFU bandwidth scheduling parameter settings

Scenario Settings

MFU-SFU distance 10 m Total uplink bandwidth 2.5 Gbhit/s
SFU uplink rate 2.5 Gbhit/s = Total downlink bandwidth 10 Gbit/s
Proposed Scheme (MBES)
DBA Type MBES Allocation period and frame 125 ps
length
T1 total ba'ndwuith 0.2 T2 total bandwidth ratio 0.5
ratio
L bz%ndwuith 0.3 T4 total bandwidth ratio 0.1
ratio
Baseline Scheme (NES/SBES)
DBA Type GIANT Allocation period and frame 125 ps
length
T1 Total Béndmdlh 0.2 T2 total bandwidth ratio 0.5
Ratio
LSl Bzfndw1dth 0.3 T4 total bandwidth ratio 0.1
Ratio
ST 1 ST 1

DBA: dynamic bandwidth allocation SBES: single-threshold buffer
MFU: main fiber unit energy saving
MBES: multi-threshold buffer energy saving ~ SFU: subordinate fiber unit

NES: no energy saving

Table 3. Parameter settings for the power consumption model

Parameter ~ Value  Parameter Value Parameter Value
P ... 1 P, 1.2 Py, 0.8
Pip pace 0.6 P 6 o, 0.2
D S5m o 1dB G, 3 dBi
M 5 GHz W,(5G) 15 dB Tk 0
P,(5G)  23dBm  R" (5G) 2402Mbit/s  RSSI -40 dBm
Py 10 I 0.4 W gt 0.6
T poverhead 125 s T voverhend 125 ps

in the simulations are summarized in Table 2.

For the energy consumption analysis, the power param-
eters of the SFU and MFU functional modules are listed in
Table 3. These values are normalized based on data from ac-

1732 The SFU’ s base power consumption is

tual products
set to 1 unit, while its optical transmitter and receiver con-
sume 1.2 and 0.8 units, respectively. The wake-up overhead
for the optical transceiver is 125 ps'™!. The SFU’ s maximum
power consumption is capped at 6 units, with dynamic power
consumption accounting for up to 20% (1.2 units). The MFU’
s maximum power consumption is set to 10 units, with the
base and maximum dynamic power consumptions accounting
for 40% and 60%, respectively; it is assumed to operate at
full power throughout the simulation. On the Wi-Fi side,
each RF module has a base power consumption of 0.6 units.
The dynamic transmission power of the Wi-Fi module is cal-

culated according to link parameters. According to the Wi-Fi
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6 standard, the simulation models Wi-Fi transmission in the
5 GHz band with a 160 MHz channel bandwidth, using modu-
lation and coding scheme (MCS) index 11. The SFU is assumed
to support 2X2 MIMO with a maximum transmission rate of 2
402 Mbit/s, and the STA parameters are configured to match.
To determine the RF module’ s transmission power, the initial
target RSSI at the STA is set to —40 dBm™!. The actual trans-
mission power under the EIRP constraint and the resulting re-
ceived RSSI are calculated using the channel parameters in
Table 3 and Eqs. (5) - (11), which determine the final dynamic
power consumption of the Wi-Fi module.

Under the MBES strategy, the buffer thresholds and latency
requirements of different priority services directly influence the
on/off timing of SFU transmitters, thereby affecting both energy
efficiency and service latency. Table 4 summarizes the latency
requirements, buffer thresholds, adjustment step sizes, and pa-
rameter settings used for the SBES comparison scheme. For
high-priority services, the initial buffer thresholds are deter-
mined based on traffic arrival rates and latency requirements
and are dynamically adjusted during operation according to the
parameters in Table 4. For comparison, the buffer threshold in
the SBES scheme is set to the sum of all priority-specific thresh-
olds used in the multi-threshold strategy.

5.2 Result Analysis

This subsection analyzes the latency and energy consump-
tion of the proposed MBES scheme. In the result figures, the
legends NES, MBES, and SBES represent the respective
schemes, while VO, VI, BE, and BK denote voice, video, best-
effort, and background services, respectively.

Fig. 5 illustrates how the average system latency of the FTTR
network varies with the number of SFUs. Under the NES
scheme, in which SFUs actively report in every cycle and the
MFU bandwidth is sufficient, latency for all service priorities re-
mains stable, with BK service latency staying below 5 ms. In
contrast, the energy-saving schemes introduce additional la-
tency because SFUs enter a sleep state when their buffer thresh-
olds are not reached, delaying reporting and increasing optical-
side latency. Among these, the MBES scheme demonstrates su-
perior performance over SBES: by assigning lower thresholds to
high-priority services, MBES triggers earlier reporting, enabling

Table 4. Buffer threshold parameter settings

Parameter VO VI BE BK
Latency requirement/ms 2 10 30 50
Initial buffer threshold/kB 3 30 60 100

Step size (decrease/increase)/(kB/ms) 2/1 2/1 2/1 2/1

Consecutive cycle threshold (cycle) 10 5 5 5
Maximum buffer threshold/kB 100 200 500 1000
Single threshold buffer/kB 196
Physical buffer constraint /MB 32

BE: best effort ~ BK: background ~ VI: video VO: voice
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Figure 5. Average system latency under the NES, SBES, and MBES schemes (STA=2): (a) end-to-end latency of high-priority services, (b) end-to-end
latency of low-priority services, (c) optical-side latency of high-priority services, and (d) optical-side latency of low-priority services

the concurrent transmission of lower-priority traffic and effec-
tively reducing overall latency. Conversely, SBES uses a single
unified buffer threshold for all services, causing SFUs to report
less frequently, accumulate larger data bursts, and ultimately
experience higher latency. The results in Figs. 5¢ and 5d show
that under the energy-saving schemes, the optical-side latency
of BK services increases most significantly, and this effect be-
comes more pronounced as the number of SFUs increases. The
impact is especially severe in the SBES scheme, where BK traf-
fic must wait for high-priority transmissions and can remain buff-
ered for extended periods when bandwidth is insufficient. The
MBES scheme alleviates this problem because frequent report-
ing triggered by high-priority services increases the scheduling
opportunities for BK traffic. Additionally, under the SBES
scheme, the optical-side latency of VO services is comparable
to, and in some cases slightly higher than, that of VI services.

This is because, with a unified threshold, VO traffic often enters
the MFU buffer and is reported and transmitted together with VI
traffic, reducing the latency gap between the two. As the number
of SFUs increases, system bandwidth allocation becomes more
constrained, amplifying the reporting delays introduced by
energy-saving schemes. The MBES strategy achieves a balance
between energy savings and latency by applying differentiated
buffer thresholds, whereas the SBES strategy, with its longer re-
porting cycles, not only increases queuing delays for low-priority
services but also weakens the scheduling advantage of high-
priority services. These findings highlight that setting appropri-
ate buffer thresholds and dynamically adjusting them based on
service priorities is essential for maintaining service perfor-
mance while optimizing energy efficiency in FTTR systems.

Fig. 6 compares the total FTTR system energy consumption
and the average SFU energy consumption of the NES, MBES,
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Figure 6. System energy consumption under the NES, SBES, and MBES
schemes (STA=2): (a) FTTR system energy consumption and
(b) average SFU energy consumption

and SBES schemes as the number of SFUs increases from 1 to
5. System energy consumption is calculated according to Eq.
(25) and expressed in power units. As shown in Fig. 6a, the NES
scheme exhibits the highest total energy consumption. The
SBES scheme achieves the lowest consumption, reducing energy
use by approximately 9.50% to 10.43% compared with NES.
The MBES scheme consumes slightly more than SBES but still
provides savings of about 4.58% to 7.28% compared with NES.
Fig. 6b further shows that the average SFU energy consumption
follows a similar trend. Consumption is the highest under the
NES scheme and the lowest under the SBES scheme, achieving
savings of 13.02% to 17.76% compared to NES. Although
slightly higher than SBES, the MBES scheme also provides sub-
stantial energy savings of 6.17% to 13.62% compared with NES.
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Furthermore, with the uplink rate fixed at 2.5 Gbit/s, the energy-
saving effect tends to diminish when the number of SFUs in-
creases to five, rather than improving continuously. This occurs
because adding more SFUs reduces the available bandwidth per
SFU. Once an SFU reaches its buffer threshold and triggers a re-
port, it must activate its optical transmitter more frequently and
use additional transmission cycles to send the buffered data,
thereby lowering the overall energy-saving efficiency.

In the FTTR system, the SFU optical transmitter can operate
at a higher uplink rate of 10 Gbit/s in addition to 2.5 Gbit/s.
Therefore, the simulation also evaluates the performance of
the proposed energy-saving strategy at this higher rate. For the
10 Gbit/s system, the SFU optical transmitter power consump-
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Figure 7. System energy consumption with a 10 Gbit/s uplink rate under
the NES, SBES, and MBES schemes (STA=2): (a) FTTR system energy
consumption and (b) average SFU energy consumption
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tion is assumed to be 2 units, with a maximum of 6.8 units. All
other power parameters remain consistent with those listed in
Table 3. Fig. 7 presents the simulation results at 10 Gbit/s.
With the substantial increase in transmitter power, the energy-
saving effects of both MBES and SBES are more pronounced
than at 2.5 Gbit/s. Furthermore, the advantages of both schemes
increase as the number of SFUs grows. Specifically, for the total
system energy consumption, the maximum savings achieved by
SBES and MBES relative to NES reach 21.41% and 17.75%,
respectively, compared with 10.43% and 7.28% at 2.5 Gbit/s.
For average SFU energy consumption, the maximum savings

are 29.11% (SBES) and 23.30% (MBES), substantially higher
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than the 17.76% and 13.62% observed at 2.5 Gbit/s. These re-
sults demonstrate that the energy-saving potential of buffer-
based schemes increases significantly with higher SFU optical
transmitter power. This finding also highlights the effectiveness
of the proposed strategy for next-generation FTTR systems,
which are expected to adopt PONs with even higher data rates,
such as 50G PON.

To evaluate the impact of the number of STAs on energy-
saving performance and service latency, the number of SFUs is
fixed at 2, while the number of STAs per SFU is increased from
1 to 4. Traffic and scheduling parameters are listed in Tables 1
and 2, respectively. Fig. 8 shows the change in average FTTR
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Figure 8. System latency under the NES, SBES, and MBES schemes (SFU=2): (a) end-to-end latency of high-priority services, (b) end-to-end latency
of low-priority services, (c) optical-side latency of high-priority services, and (d) optical-side latency of low-priority services
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system latency as the number of STAs increases. When two
SFUs are deployed, end-to-end latency for all priority services
rises with the number of STAs under both MBES and NES
schemes. This is primarily due to increased contention on the
Wi-Fi side, leading to higher EDCA-based access latency. Un-
der NES, optical-side latency fluctuates only slightly because
SFUs report every cycle and system bandwidth is sufficient. In
MBES, more STAs increase the traffic arrival rate at the SFU,
allowing buffers to reach thresholds faster, reducing SFU sleep
time and optical-side latency. However, sleep duration is
largely governed by the low thresholds of high-priority services,
so SFUs do not enter long sleep periods even under low traffic
loads. Consequently, optical-side latency fluctuations under
MBES remain minor, and end-to-end latency is dominated by
EDCA contention. As shown in Figs. 8¢ and 8d, although
optical-side latency for BK services increases when the number
of STAs reaches 4, end-to-end latency is still primarily deter-
mined by Wi-Fi access contention. Under SBES, with a small
number of STAs, end-to-end latency is mainly affected by the
queuing delay needed to fill the buffer. As the number of STAs
increases, higher traffic volumes allow thresholds to be reached
faster, reducing this delay. However, beyond a certain number
of STAs, EDCA contention dominates, causing latency to rise
again. For BK services, optical-side latency increases signifi-
cantly when the number of STAs is 4, because BK traffic lacks
guaranteed bandwidth; even after the buffer threshold is met, its
scheduling is often postponed by high-priority traffic, leading to
accumulated latency.

Fig. 9 compares the total FTTR system energy consumption
and the average SFU energy consumption under the NES,
MBES, and SBES schemes as the number of STAs per SFU in-
creases from 1 to 4, with the number of SFUs fixed at 2. The re-
sults show that as the number of STAs grows, higher traffic vol-
umes cause the buffer thresholds in the energy-saving schemes
to be reached more quickly. This prompts SFUs to activate their
optical transmitters more frequently for data reporting and trans-
mission, reducing sleep time and gradually diminishing the
energy-saving effects of all three schemes. Specifically, for total
system energy consumption, savings from MBES decrease from
9.12% to 4.65%, while SBES savings decrease from 10.33% to
7.39%. For average SFU energy consumption, MBES savings
decline from 17.05% to 8.70%, and SBES savings decrease
from 19.32% to 13.83%.

To evaluate the impact of buffer threshold settings on the
energy-saving strategy, we compare the performance of MBES
under dynamic and fixed thresholds. The scenario uses 2 SFUs,
each connected to 2 STAs. Three MBES configurations are
tested: dynamic thresholds (starting from low fixed values),
fixed low thresholds (VO threshold set to 1 500 B, with other
priorities scaled proportionally), and fixed high thresholds (VO
threshold set to 20 KB, with other priorities unchanged). Traffic
parameters, dynamic threshold adjustment parameters, and la-
tency requirements are provided in Tables 1 and 4. As shown
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Figure 9. System energy consumption under the NES, SBES, and MBES
schemes (SFU=2): (a) FTTR system energy consumption and
(b) average SFU energy consumption

in Fig. 10a, the fixed-high-threshold scheme achieves the best
energy savings, reducing average SFU consumption by 14%
and total system consumption by 7.4%. However, the higher
buffer threshold increases the buffer filling time, resulting in a
significant reporting delay. Fig. 10b shows that VO service la-
tency rises to 2.36 ms—an increase of 1.82 ms compared to the
NES scheme—failing to meet the QoS requirement. In contrast,
the fixed-low-threshold scheme ensures latency performance,
with VO latency increasing by only 0.05 ms, but its energy sav-
ings are limited, achieving only 4.8% reduction in average SFU
consumption and 2.5% reduction in total system consumption.
Finally, the dynamic threshold scheme provides a better trade-
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Figure 10. System latency and energy consumption under dynamic and
fixed buffer thresholds: (a) latency comparison and
(b) energy consumption comparison

off between energy and latency. By starting with low thresholds
and gradually increasing them for services that consistently
meet latency requirements, this approach reduces transmitter
activation frequency and improves energy efficiency. Simula-
tion results indicate that dynamic thresholds increase VO la-
tency by only 0.083 ms while reducing average SFU consump-
tion by 9.7% and total system consumption by 5.1%. Thus, the
dynamic threshold scheme, through its adaptive adjustment
mechanism, overcomes the limitations of fixed-threshold ap-
proaches and achieves co-optimization of latency assurance and
energy savings.

6 Conclusions

This paper proposes an MBES scheme to address the increas-
ing energy consumption in FTTR networks. By leveraging the
architectural features of FTTR, the scheme enables efficient co-
ordination between the MFU’ s centralized scheduling and the
SFU’s differentiated buffering mechanism, reducing system en-
ergy consumption while maintaining multi-level QoS. Specifi-
cally, at the SFU side, independent and dynamically adjustable
buffer thresholds are assigned to different priority services, pro-
viding differentiated handling for latency-sensitive traffic. At
the MFU side, the algorithm incorporates cooperative schedul-
ing and dynamic threshold adjustment, taking Wi-Fi access la-
tency into account during bandwidth allocation and using real-
time performance feedback to form a closed-loop, cross-domain
adaptive energy-saving mechanism.

Simulation results validate the effectiveness of the proposed
MBES scheme. Compared with NES and SBES, MBES has
achieved superior performance in meeting the strict latency re-
quirements of high-priority services, such as VO and VI, while
significantly reducing system energy consumption. It also pro-
vides better control over average system latency than SBES and
maintains stable QoS guarantees under high-load, multi-user
scenarios. In terms of energy savings, MBES has demonstrated
considerable potential, particularly in future 10 Gbit/s sce-
narios with higher-power optical modules, achieving savings of
up to 17.75%. Furthermore, for the MBES scheme, comparisons
between dynamic and fixed threshold configurations show that
the dynamic adjustment mechanism delivers a superior balance
between latency and energy consumption, adaptively optimizing
the performance-efficiency trade-off as traffic conditions vary.
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