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Abstract: In unmanned aerial vehicle (UAV) networks, the high mobility of nodes leads to frequent changes in network topology, which 
brings challenges to the neighbor discovery (ND) for UAV networks. Integrated sensing and communication (ISAC), as an emerging technol⁃
ogy in 6G mobile networks, has shown great potential in improving communication performance with the assistance of sensing information. 
ISAC obtains the prior information about node distribution, reducing the ND time. However, the prior information obtained through ISAC may 
be imperfect. Hence, an ND algorithm based on reinforcement learning is proposed. The learning automaton (LA) is applied to interact with 
the environment and continuously adjust the probability of selecting beams to accelerate the convergence speed of ND algorithms. Besides, an 
efficient ND algorithm in the neighbor maintenance phase is designed, which applies the Kalman filter to predict node movement. Simulation 
results show that the LA-based ND algorithm reduces the ND time by up to 32% compared with the Scan-Based Algorithm (SBA), which 
proves the efficiency of the proposed ND algorithms.
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1 Introduction

Recently, integrated sensing and communication 
(ISAC), which improves hardware and spectrum effi⁃
ciency, has attracted wide attention in both academia 
and industry. For unmanned aerial vehicle (UAV) net⁃

works, ISAC can save limited space and power, minimize the 
payload, and increase the endurance of UAVs. Therefore, 
ISAC-driven UAV networking becomes vital to achieve better 
performance of UAV networking, especially for neighbor dis⁃
covery (ND). Obtaining the prior knowledge through ISAC can 
speed up neighbor discovery. The estimated number and direc⁃
tions of neighbors can be obtained through ISAC to avoid in⁃
valid transmission in advance. Based on the prior knowledge, 
the scan-based algorithm (SBA) is used for neighbor dis⁃
cover[1–2]. In Ref. [3], LIU et al. used the sensing information 
obtained by a double-sided phased array radar to assist neigh⁃

bor discovery and proposed a new algorithm that applies two 
beams to transmit and receive independently or simultane⁃
ously. In Ref. [4], based on the accuracy of the prior knowl⁃
edge and the response mechanism, WEI et al. proposed four 
radar-assisted ND algorithms, including Reply and Non-Stop 
(RnS), Non-Reply and Non-Stop (nRnS), Reply and Stop (RS), 
and Non-Reply and Stop (nRS). In Ref. [5], a 79-GHz 
millimeter-wave radar was used to detect the location and mo⁃
bility of neighbors and the identity information of neighbors 
via 5.9-GHz braodcasting was obtained. The UAV node identi⁃
fies its neighbors by combining the information obtained from 
the two frequency bands.

Besides ISAC-based ND algorithms, there are other meth⁃
ods to acquire prior knowledge. In Ref. [6], KHAMLICHI et 
al. applied energy detectors to distinguish whether the receiv⁃
ing node was in a collision state or an idle state. If the receiv⁃
ing node is in the collision state, it will switch to the collision-
resolving listening mode and the transmitting node will switch 
to the collision-resolving re-transmitting mode until the receiv⁃
ing node successfully receives the data packets transmitted by 
at least two transmitting nodes. GAO et al. proposed an anti-
collision ND protocol that avoids beacon collisions through 
carrier sensing[7]. The node can decide whether to send a bea⁃
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con according to the prior knowledge of the channel state ob⁃
tained by carrier sensing, which can effectively avoid colli⁃
sions. SUN et al. proposed an ND protocol based on pre-
handshake[8]. The pre-handshake is carried out by adding 
small sub-slots before the ordinary time slots, which allows 
nodes to learn the activities of their neighbors in advance to re⁃
duce collisions. In Ref. [9], a dual-band system was applied, 
where one frequency band was used to obtain prior knowledge 
about neighbors, and the other frequency band was used for 
neighbor discovery. The paper also discussed how to maximize 
the efficiency of neighbor discovery in the presence of prior 
knowledge. Except for applying prior knowledge to improve 
the performance of algorithms, some researchers consider in⁃
troducing reinforcement learning algorithms to find an optimal 
ND strategy by interacting with the environment[10–11]. Opti⁃
mizing the classical ND algorithms by dynamically adjusting 
the parameters are also considered[12–13]. However, these algo⁃
rithms are all direct ND algorithms. As the number of nodes 
increases, some researchers have focused on ND algorithms 
based on gossip, in which nodes can indirectly discover neigh⁃
bors by exchanging neighbor lists with their neighbors[14].

The above studies still have several limitations: 1) When 
they apply prior knowledge to improve neighbor discovery, 
they ideally assume that the sense information is perfect. How⁃
ever, ISAC may make the radar detection range smaller than 
the communication range and lead to the problem of incom⁃
plete prior knowledge obtained by nodes; 2) only the initializa⁃
tion phase of the neighbor discovery is studied in the above pa⁃
pers. Some temporary events in the neighbor maintenance 
phase can easily destroy the node connection, such as node 
failure, energy exhaustion, and power increase. As neighbor 
discovery is a continuous process, the maintenance phase 
should be studied with the initialization phase together. In this 
paper, reinforcement learning is introduced to solve the prob⁃
lem of incomplete prior knowledge. A Kalman filter is applied 
to predict the movement of nodes in the neighbor maintenance 
phase, which can speed up neighbor discovery in the mainte⁃
nance phase. The main contributions of this paper are summa⁃
rized as follows.

1) We introduce a reinforcement learning algorithm to ad⁃
dress the incompleteness of prior information obtained by 
ISAC, which occurs in the ND problem. The problem is 
mapped as a multi-agent learning model, and an ND strategy 
based on learning automata (LA) is proposed. The algorithm 
estimates whether the neighbor nodes have been completely 
discovered according to the distribution of nodes and the par⁃
tial information obtained by detection. We design a linear re⁃
ward and punishment mechanism for LA. The simulation re⁃
sults show that when the ratio of radar detection range to com⁃
munication range is set to 0.6, the time efficiency of the algo⁃
rithm based on LA can be increased by 32%.

2) Due to the high mobility of UAVs, the neighbor list 
needs to be continuously updated to maintain the constructed 

network topology. Unlike the existing ND algorithms that up⁃
date the entire network, we separate the neighbor maintenance 
phase from the traditional initialization phase. In the neighbor 
maintenance phase, an efficient ND algorithm is designed, 
where the Kalman filter is introduced based on the prior 
knowledge obtained in the initialization phase. The switching 
mechanism between the initialization phase and the mainte⁃
nance phase is also designed. When an error occurs in node 
prediction or the duration of the neighbor maintenance phase 
is greater than a threshold, the maintenance phase will be 
switched to the initialization phase to ensure the accuracy of 
the network topology. The simulation results prove that the 
networking efficiency with this algorithm is much higher than 
that of traditional neighbor discovery.

The rest of this paper is organized as follows. In Section 2, 
the system model and assumptions are described. In Section 
3, considering the gap between the radar detection range and 
communication range, we introduce the reinforcement learn⁃
ing algorithm and design the learning strategy. The upper and 
lower bounds of time slots required to discover all neighbors 
are derived in the algorithm. Moreover, the impact of param⁃
eter settings on the performance is simulated and analyzed in 
two-dimensional and three-dimensional UAV networks. In 
Section 4, the Kalman filter is introduced, which greatly im⁃
proves the efficiency of neighbor discovery through predic⁃
tions. In Section 5, the algorithms proposed in Sections 3 and 
4 are simulated and analyzed. Section 6 concludes this paper.
2 System Model and Assumptions

2.1 System Model
In UAV networks, neighbor discovery needs to be carried 

out periodically due to the mobility of nodes and its possible 
failure. Neighbor discovery can be divided into two proce⁃
dures: the initialization and maintenance phases[15]. Previous 
works performed these two phases with the same 
scheme[6, 16–20]. Considering the mobility of nodes and the 
highly dynamic topology of UAV networks, we use different 
strategies for the two phases and design their switching mecha⁃
nism. Fig. 1 shows the transformation of the two phases.

Initialization phase is a traditional stage for neighbor dis⁃

▲Figure 1. Two-stage conversion of neighbor discovery

Initialization Maintenance

Get estimated neighbor information

Most neighbors leave the neighborhood
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covery. In this stage, we introduce LA for the neighbor discov⁃
ery. Nodes are regarded as agents with learning ability, and 
automatic learning machines are applied to change policies to 
speed up the discovery process. More detailed information is 
introduced in Section 3.

Maintenance phase refers to the stage in which the topology 
needs to be updated due to possible failures, which adapts to 
the highly dynamic topology due to the mobility of UAVs. At 
this stage, nodes need a more efficient scheme to cope with 
the rapid changes in topology with limited energy. In Section 
4, a neighbor maintenance method based on the Kalman filter 
is proposed to accelerate the construction of network topology 
by using the speed and location of the neighbors.
2.2 Neighbor Discovery Assumptions

Undirected graphs G = (V, E ) are here used to describe the 
neighbors of nodes in the network, where V = (V1, V2,⋅ ⋅ ⋅, VN ) 
is the set of nodes distributed uniformly and randomly and E 
is the set of link edges. A link edge (i, j ) ∈ E represents that 
two nodes (i, j ) are one-hop neighbors of each other. Each 
node is equipped with a directional antenna. For a two-
dimensional model, the neighborhood of a node is a circle with 
radius Rs. The antenna width is α and the neighborhood can 
be divided into k = 2π/α non-overlapping beams. For a three-
dimensional model, its neighborhood is a sphere with a radius 
Rs. The vertical and horizontal widths of a beam of the antenna 
are both α, and the neighborhood can be divided into k =
2π2 /α2 non-overlapping beams. Moreover, the following defini⁃
tions and assumptions are made.

1) Identification: All nodes are distinguished by unique 
identification (ID), which can be a media access control 
(MAC) address.

2) Resource: All nodes will transmit messages on the same 
frequency band with the same power.

3) Time slot division: The network adopts the synchronous 
time slot division model[21], which divides time into time slots 
of the same length. The algorithm proposed in this paper is 
based on a two-way handshake mechanism. Therefore, each 
time slot is divided into two mini-slots, as shown in Fig. 2. In 
the second mini-slot, after receiving the Hello packet, the re⁃
ceiving node replies with an acknowledgment packet (ACKP) 
with probability 1.

4) Half-duplex: The nodes work in the half-duplex mode[22]. 
A node will be in a transmitting or receiving state at any time 
slot. In this paper, a node has three modes: transmit (T), re⁃
ceive (R), and idle (I) [23]. Unlike being in the active states (T/
R), nodes in the idle state save power consumption[24].

5) Successful communication: Nodes A and B are neighbors 
to each other only when they are within the one-hop communi⁃
cation range of each other. As shown in Fig. 3(a), successful 
communication between a pair of nodes requires that antennas 
are in a complementary state (one node transmits and the 
other receives) and point to each other at the same time. It is 

supposed that the transmitting direction of node A is θ' and 
the receiving direction of node B is θ''. For the directional 
transmission and directional reception mode, the following 
conditions must be met for successful communication: a) The 
antenna patterns of the two nodes are complementary; b) the 
direction meets θ' = ( θ'' + π)mod2π; c) no collision occurs 
during the interaction.

6) Collision: When a node receives two or more Hello pack⁃
ets, a data packet conflict has occurred. As shown in Fig. 3(b), 

▲Figure 2. Time slot division

▲Figure 3. Successful communication and data packet collision
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a collision will occur when two nodes send signals to one node 
at the same time.

7) ISAC: Each node is equipped with a set of transceivers to 
send and receive ISAC signals. A node transmits the ISAC sig⁃
nal that has detection capabilities and carries the Hello 
packet. The receiver can process the echo signals and the com⁃
munication data packets.

8) Neighbor information: Each node maintains an antenna 
beam number list (ABNL) and a neighbor information list 
(NIL). Maintained by node i, ∀i ∈ N, the ABNL is denoted 
as i, ∀i ∈ N, ξ k

i ∈ { 0, 1 }, where ξ k
i  denotes the existence of 

node i in the k-th beam direction according to the result of 
radar detection. If the radar detects that there are neighbors 
in the k-th beam, ξ k

i  is marked as 1. Otherwise, it is marked 
as 0. Maintained by node j, ∀j ∈ N, the NIL is expressed as 
Ij = { I1, I2,⋯, IN }, which maintains the information of one-
hop neighbors.

With an ISAC signal, the radar detection range is smaller 
than the communication range; η = Rr /Rc is the ratio of radar 
detection range to communication range. As shown in Fig. 4, 
nodes can only detect part of neighborhood information[25].

The ND algorithm uses LA to solve this problem. The ND 
process is modeled as autonomous learning. Nodes are re⁃
garded as agents, and the neighborhood is regarded as the en⁃
vironment to be learned. Based on the prior knowledge ob⁃
tained by each time slot, the node optimizes the behavior of se⁃
lecting the beam in the ND algorithm[25].
3 Neighbor Discovery Algorithm Based on 

Learning Automata

3.1 Learning Automata Node
In a non-stationary environment, the reward distribution is 

related to time. So the learning goal of LA is to adjust behavior 
based on each time slot[26]. This paper is based on a non-
stationary environment and applies a finite state automaton 
(FSA) to model neighbor discovery.

In each time slot, LA selects an action and receives an en⁃
hanced signal βi from the environment. βi describes whether 
the selected action is beneficial or unfavorable. LA observes 
the input signal and updates the action probability distribu⁃
tion vector P i to enable a higher probability of successful 
neighbor discovery in the next time slot. Moreover, in the LA 
model, there are the following definitions.

Antenna mode Mi = { T, R }: In each time slot, LA i indepen⁃
dently selects the transmission mode (T) with probability pt and selects the reception mode (R) with probability pl = 1 - pt.Action space Ai = { a1, a2,⋅ ⋅ ⋅, ak }: Action ak = 1 means 
that LA i transmits or receives in beam k.

Action probability distribution vector P i = { p1
i , p2

i ,⋅ ⋅ ⋅, pk
i }: 

pm
i  is the probability that LA i selects beam m. In each time 

slot, LA i selects a beam according to P i.Reinforcement signal βi ( t ): The reinforcement signal 
βi ( t ) ∈ { 0,1 } is obtained by LA i in time slot t.

Probability update: The action probability distribution vec⁃
tor is updated to P i ( t + 1) according to βi ( t ) in time slot t.
3.2 Probability Update Strategy

According to the range of radar detection and communica⁃
tion, neighbors are divided into two categories, including the 
nodes both in the radar detection range and communication 
range, and the nodes in the communication range and outside 
the radar detection range. Two lists are defined to describe 
these two types of neighbors: the radar neighbor list (RNL) and 
communication neighbor list (CNL). The RNL of node i is a 
matrix R i

N × K with dimension N × K, which records the neigh⁃
bors in the RNL of node i. For example, if node f exists in the 
RNL of node i, the f-th row of matrix R i

N × K, namely vector 
R i

f × K, represents the discovery of node f in the beams of node 
i. When node f is in beam g with g ∈ {1, 2,⋯, K }, R i

f × K is
R f × K = é

ë
êêêê ù

û
úúúú0 0 1

g
… 0

1 × K . (1)
CNL of node i is denoted by Ci

N × K and R i
N × K ∈ Ci

N × K. The 
vector R i1 × K = [ r11 ⋅ ⋅ ⋅ r1K ] is the number of neighbors de⁃
tected by node i in the second mini-slot. The radar can detect 
the number and the position of nodes in the current beam[4].

LA i optimizes the action selection by updating the action 
probability distribution vector P i [27]. The update strategy is 
as follows.

Environmental interaction: At time slot t, LA i selects an ac⁃
tion am, calculates the environmental feedback information, 
gives an enhanced signal βi ( t ), and updates it to P i ( t + 1) ac⁃
cording to Eqs. (3) or (4). When the radar detects the same 
beam multiple times, the inaccurate detection in the previous ▲Figure 4. Communication and radar detection range
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i
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time slot can be corrected by updating matrix R i1 × K.
Reward and punishment signal β k

i : When LA i selects beam 
k and the transmission mode, the ISAC signal is transmitted in 
the first mini-slot. In the second mini-slot, LA i updates 
Ci

N × K and R i
N × K according to radar detection and the communi⁃

cation result. If there are potential neighbors in beam k, assign 
β k

i = 0. For example, if a neighbor is in beam k in RNL and 
the ACK packet is not received in the second mini-slot, there 
is a potential neighbor in beam k and should be rewarded. If 
there are no potential neighbors in beam k, assign β k

i = 1.
In UAV networks, the number of neighbors in each beam is 

mostly 0 and 1[4]. In a beam, when a node appears in the radar 
detection range, the probability of other nodes appearing in 
the communication range outside the radar detection range is 
small. P ipte is the probability that there are still neighbors for 
node i in beam m when all the nodes in the radar detection 
range are discovered, with expression as follows.
P ipte = P ipte( )N R1 + P ipte( )N R2 + ⋅ ⋅ ⋅ =

PB2 + ⋅ ⋅ ⋅ +PBm

PB1 + PB2 + ⋅ ⋅ ⋅ +PBm

+ PB3 + ⋅ ⋅ ⋅PBm

PB2 + ⋅ ⋅ ⋅ +PBm

+ ⋅ ⋅ ⋅, (2)
where P i

pte (N R1 ) represents the probability that the sum of the m-
th column of Ci

N × K - R i
N × K is greater than 1 when r1m = 1, and 

Pipte (N R2 ) represents the probability that the sum of the m-th col⁃
umn of Ci

N × K - Ri
N × K is greater than 1 when r1m = 2.

According to the reinforcement signal, the update of the ac⁃

tion probability distribution vector is divided into the follow⁃
ing two cases.

When β k
i = 0,

P i
k ( t + 1) =

ì
í
î

ïï

ïï

P i
k( )t + ϕ ( )⋅ ( )1 - P i

k( )t , ai( )t = ai

( )1 - ϕ ( )⋅ P i
k( )t ,ai( )t ≠ ai

  
， (3)

where ϕ (⋅) is a function of the number of potential neighbors.

ϕ (⋅) = ì
í
î

γ1ni( )t ,  ni = 1
γ2ni( )t ,  ni > 1， (4)

where γ1 represents the reward coefficient of a single potential 
neighbor, γ2 represents the reward coefficient of multiple po⁃
tential neighbors, and ni ( t ) represents the number of potential 
neighbors.

When β k
i = 1,

P i
k ( t + 1) =

ì
í
î

ïïïï

ïïïï

( )1 - μ P i
k( )t , ai( )t = ai

μ
K - 1 + ( )1 - μ P i

k( )t , ai( )t ≠ ai， (5)
where μ is the penalty coefficient.
3.3 ND Process

The ND algorithm based on LA is depicted as follows, and 
its flow chart is shown in Fig. 5.

▲Figure 5. Flow chart of the ND algorithm
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When neighbor discovery starts, LA i initializes its action 
probability distribution vector P i ( t = 0), P i

k = 1/K, ∀i ∈ N, 
and assigns matrices R i1 × K,  R i

N × K, and C i
N × K to zero.

Repeat the following steps for each time slot.
LA i randomly selects ak with probability υ or selects ak ac⁃

cording to the action probability distribution vector P i with 
probability 1 - υ.

In the second mini-slot, when Mi = T, update R i
N × K accord⁃

ing to radar detection, update Ci
N × K according to the communi⁃

cation result, and update P i according to the reinforcement sig⁃
nal. When Mi = R, update Ci

N × K according to the communica⁃
tion result in the first mini-slot. If the Hello packet is re⁃
ceived, it will reply with an ACK packet, otherwise it will be 
in the idle state.
3.4 Time Convergence Upper and Lower Bound Analysis

In the learning-based ND scheme, the action probability 
distribution vector changes with time. This section gives the 
probability update strategy when η = 1. When the current 
beam k does not receive an echo, let μ = 1 in Eq. (5), other⁃
wise no update is made.
3.4.1 Discovery Probability Analysis

The ND process can be described as a Bernoulli experiment 
in all beams[12].

It takes J frames for a node u to find its neighbor v with 
probability Pv

J. K is the number of beams. In the two-
dimensional model, the node density is σ = N/πR2

s . In the 
three-dimensional model, the node density is σ = 3N/4πR3

s . The average number of beams is m = N/K. The probability 
that any node is transmitting in any time slot is pt.After time slot t, the number of neighbors discovered by 
node u is χ ( t ); (i + 1) th means the direction in which the 
beam is likely to point from χ ( t ) = i to χ ( t ) = i + 1. Suppose 
there are a total of mj neighbors of node u in beam j. X = pt /K 
represents the probability that mj (including v) neighbors in 
beam j each send to node u. Xj = pr /K represents the probabil⁃
ity of node u receiving in beam j.

Lemma 1: The probability of finding a specific neighbor 
when there is a collision is

Pro = XXj(1 - X )mj - 1. (6)
Based on Lemma 1, in the two-way handshake, if node u 

discovers its neighbor v in time slot t, the antenna beams of u 
and v need to point to each other with probability 1/K 2. The 
antenna patterns of (u, v ) are complementary to each other, 
which is (T, R ) or ( R, T ) with probability 2 × pt × (1 - pt ). In 
addition, the other N - 1 neighbors must not interfere with the 
ND process. When other neighbors select the transmitting 
mode, the probability of aligning with the receiving node is 
1/K 2 and the non-interference probability is (1 - 1/K 2 ). When 
other neighbors select the receiving mode, it does not send an 

ACK packet in the second mini-slot[25]. Therefore, the prob⁃
ability of finding any neighbor is

Pu - vsuc = 2 1
K 2 pt( )1 - pt ⋅ ( )( )1 - 1

K 2 pt + ( )1 - 1
K 2 pt ( )1 - pt

N - 1

,
(7)

where K = 1 means the antenna is omni-directional. Pu - vsuc ≈
2pt (1 - pt )2N - 1 and the best transmission probability is popt

t =
1/ (2N )[25]. When the beam width is small, the optimal value 
can be set as popt

t = 0.5 through simulation.
3.4.2 Analysis of Upper and Lower Bounds of Time Slot Mean

When K is a constant, the probability of node u finding any 
neighbor v in a time slot is a function of N and pt, which can 
be expressed as F u - v

p (N, pt ). In ISAC, the central node can 
update the antenna beam list with the information obtained by 
radar detection. Because of that, K also affects the probability 
of success and function F u - v

p (N, pt ) is rewritten as 
F u - v

p (N, pt, K ). Pu - vsud  in Eall
u (N -  1)[28] is changing. The expec⁃

tation number of slots required for node u to find a new neigh⁃
bor E1[28] is also changing. As the neighbor discovery pro⁃
gresses, K gradually becomes smaller and the discovery prob⁃
ability becomes larger.

Eall
i (N - 1) = ∑

i = 1

N - 1 1
( )N - i Pu - vsud , (8)

E1 = 1
( )N - 1 Pu - vsud . (9)

The range of the beams that can be selected for any node i 
is x ∈ [ K - N E0 , K ]. The average number of empty beams is 
N E0 = N ( K, N, 0 ), where N is the number of neighbors and K 
is the number of beams.

The second type of Stirling number S2 (n, m ) represents the 
number of schemes in which n different elements are divided 
into m sets. According to the principle of tolerance and exclu⁃
sion, we can get

S2(n, m) = 1
m! ∑

k = 0

m

( - 1) 2( )m
k (m - k) n

. (10)
The second type of Stirling recurrence formula is

S2( )n, m = m ⋅ S2( )n - 1, m + S2( )n - 1, m - 1 ,
1 ≤ m ≤ n - 1 . (11)

The boundary conditions are
ì
í
î

ïï
ïï

S2( )n, n = 1,  n ≥ 0
S2( )n, 0 = 0,  n ≥ 1. (12)
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We bring S2 (n, n ) = 1 into Eq. (11) to get
∑
k = 0

m

( - 1) 2( )m
k (m - k) n = m!. (13)

When N ≤ K, N E0  is expressed as
N ( )K, N, 0 = ∑

h = 0

K - 1
h × Ch

K( )K - h ! × S2( )N, K - h /K N

N ≥ K , (14)
where Ch

K represents the selection of h ∈ [ K - N, K - 1] from 
K beams as empty beams, the fraction means putting the re⁃
maining N neighbors into K - h beams and ensuring that no 
beam is empty, and K N means the number of schemes in 
which N neighbors are put into K beams.

When N > K, the range of the empty beam is [1, K - 1] and 
N E0  is

N (K, N, 0) = ∑
h = K - N

K - 1
h × ( )K

h
EK - h(N ) /K N, N < K, (15)

where

Em ( j ) =
ì

í

î

ïïïï

ïïïï

mj - ∑
l = 1

m - 1( )m
l

Em - l( j ) ,  j ≥ m

0,  j < m . (16)
According to the algorithm, once the node finds that the 

beam is empty, it does not send Hello messages to the 
beam afterwards. Therefore, K in Eq. (7) is changing. At 
the beginning of neighbor discovery, when the central node 
randomly selects in each slot, the probability of finding an 
empty beam is the largest, which is Pdis, 0 = N E0 /K. When an 
empty beam is found, the probability of finding a new 
empty beam is Pdis, 1 = (N E0 - 1) / ( K - 1). By analogy, the 
probability of finding the last empty beam is Pdis, N E0

=
1/ ( K - N E0 + 1).

We construct function f ( t, Pdis ) = (1 - Pdis )t - 1 Pdis to repre⁃
sent the probability of beam quality change in t time slots, 
where Pdis represents the probability of selecting an empty 
beam in the current time slot. When the beam is fixed at x =
K - N E0 , the velocity reaches its peak. When x = K, the time is 
the longest. As shown in Fig. 6, we can give more precise up⁃
per and lower bounds according to the characteristics of the 
discovery process.

It can be seen intuitively from Eq. (17) that Eall
i (N ) and 

Pu - vsud  are inversely proportional, so the lower bound of Eall
i (N ) 

is the upper bound of Pu - vsud . The average value of the empty 
beam is rounded to Nceil = é ùN E0 . Then in this time slot, time 
T dis

x  for each beam x is set to be the same and the average time 
Eall

i (N ) is obtained. Psud is revised as

Pu - vupper = 1
N E0 + 1 ∑

x = K - N E0

K 1
2x2

æ

è

ç

ç

ç

ç
ççç
ç

ç

ç

ç

ç
ö

ø

÷

÷

÷

÷
÷
÷÷
÷

÷

÷

÷

÷( )1 - 1
x2 × 1

2 +

( )1 - 1
2x2 × 1

2

N - 1

. (17)
The mathematical upper bound of the neighbor discover 

time Eall
i (N ) is the lower bound of Pu - vsud . The number of pos⁃

sible empty beams in the entire ND process of a node is N E0 . 
When K in Pu - vsud  is unchanged, the time is the longest, which 
is the upper bound of the time. In this section, to get an accu⁃
rate upper bound, in any time slot, set time T dis

x  of these (N E0 -
2) beams appearing to be the same. It is equivalent to dividing 
the time of the larger discovery probability to the smaller dis⁃
covery probability, so as to obtain the upper bound of the time 
of neighbor discovery. Psud can be expressed as

Pu - vlower = 1
N E0 - 2 ∑

x = K - N E0 + 1

K 1
2x2

æ

è

ç

ç

ç

ç
ççç
ç

ç

ç

ç

ç
ö

ø

÷

÷

÷

÷
÷
÷÷
÷

÷

÷

÷

÷( )1 - 1
x2 × 1

2 +

( )1 - 1
2x2 × 1

2

N - 1

. (18)

4 Neighbor Maintenance Method Based on 
Kalman Filter

4.1 Flight Model of UAV
The initial speed and direction of a UAV are initialized 

▲Figure 6. Flow chart of neighbor discovery based on Kalman filter

Start

The initial stage of neighbor discovery (algorithms based on learning in Section 4)

Record position and speed

Prediction errorPredict its own position

Predict the location of neighbors Update neighbor topology
Maintenance phase of neighbor discovery

Prediction stage PE > θThrNo

Yes
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with a random pattern[29]. In a two-dimensional scene, the 
physical movement of the UAV is represented as vector Xk =
[ x Vx y Vy ]. In a three-dimensional scene, it can be rep⁃
resented as Xk = [ x Vx y Vy z Vz ]. Fig. 7 shows the 
movement of two UAVs. The two-dimensional scene is a flat 
circle, and the three-dimensional scene is a cross-cut circle. 
Both of them have a radius of Rs.The predefined time interval is T th (PTI) [30], which repre⁃
sents the time when B leaves the one-hop communication 
range of A.

T th = 2Rs

E [ ]V' , (19)
where E [ V'] represents the average value of relative speed.

In Fig. 7, V1 and V2 obey the uniform distribution on 
[ L1, L2 ] and θ1 and θ2 obey the uniform distribution on [ 0, π ]. 
They satisfy V' = V1cos θ1 + V2cos θ2. The expression of the 
probability density function of V1 is

f (V1 ) =
ì

í

î

ïïïï

ïïïï

1
( )L2 - L1

L1 ≤ V1 ≤ L2

0 others . (20)
The function f (D ) is the probability density of D = cos θ1, and its expression is

f (D ) =
ì

í

î

ïïïï

ïïïï

2
π 1 - D2

0 ≤ D ≤ 1
0 others . (21)

V1 and D are distributed independently, so the joint prob⁃
ability density function is the product of the two, denoted as

f (V1, D ) =
ì

í

î

ïïïï

ïïïï

2
π( L2 - L1 ) 1 - D2

0 ≤ D ≤ 1, L1 < V1 < L2

0 others . (22)
Given that E [ V'] = 2E [ V ], V1 and θ1 are taken as ex⁃

amples to find E [ V ], and the process is

E [ ]V = ∫
L1

L2 ∫
0

1
V1 D f ( )V1, D dV1dD =

     ∫
L1

L2 ∫
0

1
V1 D 2

π ( )L2 - L1 1 - D2
dV1dD = ( )L2 + L1π . (23)

We put the result of Eq. (23) into Eq. (19) to get
T th = πRs

( )L2 + L1
 . (24)

4.2 Kalman Filter Model
The Kalman filter estimates the value of variables based on 

observations, noise and errors, which is more accurate than 
the estimation based on observations[29].

We assume that each UAV saves N + 1 quadruples 
ID V P Tk , where V and P represent the speed and po⁃

sition of the UAV respectively, and Tk is the timestamp. The 
state is represented as Xk = [VTk

PTk
].

Xk + 1 = Ak Xk + wk , (25)
Zk = Hk Xk + vk . (26)

In Eq. (25), Xk is the real state at time k, Xk + 1 is the predicted 
state, and Ak is the 4×4 state transition matrix. That is 
Xk →Ak

Xk + 1, where Δt can be set according to actual condi⁃
tions. The process noise wk obeys Gaussian distribution of 
N (0, Q ). In Eq. (26), Zk represents the estimated position vec⁃
tor, Hk is the observation matrix, and observation noise vk obeys the Gaussian distribution of N (0, R ).

Covariance Q and R can be obtained through empirical 
analysis, and the settings in this section are as

Q = 0.01 × E4 × 4, (27)

R = 10 × E2 × 2, (28)

Ak =
é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú1 Δt 0 0
0 1 0 0
0 0 1 Δt
0 0 0 1  , (29)

Hk = é
ë
êêêê ù

û
úúúú1 0 0 0

0 0 1 0  . (30)

▲Figure 7. Relative movement of two nodes
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A
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At the prediction stage[29], the state value X'k^  at the next mo⁃
ment is estimated according to

X'k^ = Ak - 1 Xk - 1
^ . (31)

1) Prediction and estimation
The covariance matrix P'k is predicted and estimated ac⁃

cording to
P'k = AkPk - 1 Ak

T + Qk - 1. (32)
2) Stage update[29]
The optimal Kalman gain is calculated by
Kk = P'k H T

k(HkP'k H T
k + R)-1 . (33)

The estimated state X'k^  is updated by
Xk

^ = X'k^ + Kk (Zk - Hk X'k^ ). (34)
The estimated covariance matrix Pk is updated by
Pk = ( I - KkHk )P'k . (35)
Xk

^  is then used to predict the next moment, so that the pre⁃
diction is more accurate[30].

3) Error forecast
In order to measure the effect of Kalman filtering, position 

error (PE) is
PE = é

ë
ù
û( )y'i - yi

2 + ( )x'i - xi

2  , (36)
where ( xi, yi ) is the true value and ( x'i , y'i ) is the predicted 
value.

The right-angled side Rl conforms to the uniform distribu⁃
tion Rl ∼ U [ 0, Rscos (α/2) ], and the mathematical expecta⁃
tion is

ERb
= Rscos (α/2) /2 , (37)

where the value of the bottom Rb is the error threshold θThr =
2ERb

× tan (α/2).
4.3 Switching Mechanism Between Initialization and 

Maintenance Phases
In the maintenance phase, after the node gets a highly accu⁃

rate topology, a stop mechanism is joined[4]. The difference be⁃
tween the maintenance and stop mechanisms[4] is that the 
beam selection probability changes with the number of undis⁃
covered neighbors.

The size of the Hello packet can be changed according to 
the needs of the protocol. For example, node ID (4 B), node lo⁃

cation (usually two integers, 8 B), speed (1 B) and direction (1 
B) can be added and deleted as needed[30]. In the initialization 
phase, the Hello packet contains ID, speed, and location infor⁃
mation. In the maintenance phase, to reduce the data over⁃
head, neighbor information can be obtained through predic⁃
tion, and the Hello packet only contains the ID.

Next, the outgoing and incoming of UAVs are explored dur⁃
ing the maintenance period of neighbor discovery[31].

UAV i calculates the distance Ri - j from neighbor j. When 
Ri - j > Rs , the UAV determines that the neighbor has left and 
no longer sends Hello packets, which can reduce bandwidth 
consumption[31].

In each time slot, UAV predicts its own position. When 
PE > θThr, it will switch to the initial stage of neighbor discov⁃
ery. When the neighbor maintenance phase continues to be 
greater than the predefined time interval (PTI), even if PE <
θThr, it will also switch to the initial phase. In addition, to pre⁃
vent the emergence of extreme situations, a random scan fac⁃
tor Parbit is added to optimize the algorithm. All directions are 
arbitrarily selected with a small probability, which trades dis⁃
covery time for accuracy. The parameters θThr, PTI and Parbit all have an impact on the protocol performance. If the random 
scan factor Parbit is too small, the neighbors that accidentally 
enter will not be discovered. If Parbit is too large, the discovery 
time of the neighbor maintenance phase is prolonged. These 
parameters need to be set according to the actual scene[30]. 
The distance prediction error threshold θThr and the time inter⁃
val threshold T th will have an impact on the performance of the 
two-phase handover. First of all, if θThr is too large, the pre⁃
dicted topology in the maintenance phase is not accurate 
enough, which prolongs the discovery time of the maintenance 
phase. If θThr is too small, it will enter the initial stage too fre⁃
quently, which will increase data overhead. Secondly, if θThr is 
too large, the UAV may still not enter the initialization phase, 
but the actual topology has changed, which will also increase 
the average discovery time. If T th is too small, it will frequently 
enter the initial phase and increase data overhead.
5 Simulation Results and Analysis

5.1 Neighbor Discovery Algorithm Based on Learning 
Automata

Discovery time Eall
i ( t ) and speed V alli ( t ) are used as mea⁃

surement standards. Some studies use neighbor convergence 
of 70%[11] as indicators to measure the algorithm perfor⁃
mance. However, the algorithm based on purely directional 
Completely Random Algorithms (CRA) has a long tail prob⁃
lem[11]. In this section, to fully see the effect of the algorithm, 
100% convergence of the nodes in the network is used as 
the criterion.

Each parameter influences the performance of the algo⁃
rithm. Function Eall

i ( t ) = f (N, K, η, ϖ, ν ) represents the dis⁃
covery time of the algorithm based on the LA, where N is the 
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network size, K is the number of beams, η is the radar commu⁃
nication ratio, and ϖ = { γ1, γ2, μ } and ν are the reward and 
punishment factors. In order to eliminate the influence of ν, 
we set ν = 0.01. Next, the controlled variable methods are 
used to perform multiple simulations and the average value is 
taken. In order to better analyze the influence of the param⁃
eters, Table 1 shows the parameter values obtained through 
multiple simulation observations.

Fig. 8 illustrates the relationship between the radar commu⁃
nication ratio η and the convergence time Eall

i ( t ). When K = 
36, for the same topology size N, the larger the value of η , the 
smaller the time. The reason is that the larger η is, the more 
accurate the information obtained by the node in each time 
slot is. The action probability distribution obtained by itera⁃
tion A can maximize the success rate of neighbor discovery in 
each slot. For N = 30, compared with classic CRA, when η =
{ η1, η2, η3, η5 }, the efficiency increases by 13.5%, 30.9%, 
57.9%, and 65.2%, respectively.

Fig. 9 shows the effect of the reward and punishment factor 
ϖ on Eall

i ( t ) and the velocity when N and K = 24 are fixed. 
Given γ1, γ2, μ ∈ [ 0, 1 ], the simulation parameters cannot be 
enumerated due to the complex and diverse combinations of 
parameters. When μ/γ1 = 2, let the set ϖ2 =
{ ϖ 62 ϖ 52 ϖ 42 ϖ 32 }, γ1 = 0.1,  μ = 0.2,  γ2 = 0.6 in ϖ 62, etc. 
Comparing the curves longitudinally, it can be seen that the 
optimal values of ϖopt are different in different scenarios. The 
simulation results also show that the algorithm can maintain a 
better performance effect than the classic ND algorithm in ac⁃
tual scenarios.

Fig. 10 shows the influence of the beam change on time 
Eall

i ( t ) when N = 10. For the ISAC signal that shares the wave⁃
form, its power is both the communication power and the radar 
power. Under normal circumstances, the radar signal has two 
path losses, while the communication has only one path loss. 
Without tuning parameters, the detection range of radar is gen⁃
erally about half of that of communication[32]. It is more practi⁃
cal to set η to 0.5 and 0.6. Set ϖopt = ϖ 42. Next, the first three 
sets of data in the histogram are analyzed. When K = 36, the 
data are ( 8 166, 6 099, 5 558 ). When K = 10, the data are 
( 692.4, 591.2, 560.4 ). It can be calculated that compared 
with CRA, the narrower the beam, the more obvious the effi⁃
ciency improvement. When the number of neighbors is fixed, 
the narrow beam means that probability Pipten is small, and the 
probability of learning correct is high.

Convergence (discovery) rate V all
i ( t ) is quantitatively ana⁃

lyzed from a computational perspective here. When the num⁃
ber of beams is K = 36 and the number of neighbors is 
N = 25, a different η is set, and the reward and punishment 
factor is set to ϖopt = ϖ 62. Then the success rate of neighbor 
discovery is observed under different time slot consumption 
(the ratio of successfully discovered neighbors to all neigh⁃
bors). Reciprocal k' of the slope of the curve is used to repre⁃

sent V all
i ( t ). The highlighted part in Fig. 11 is the time period 

when the central node discovers 62.5% of neighbors. The rate 
of the learning-based algorithm is k'Learn =
78.9 (slot/a new neighbor ). The rate of the traditional CRA is 
k'class = 192.3 (slot/a new neighbor ). The discovery rate is in⁃

▼Table 1. Parameter value setting
η

η1 = 0.3
η2 = 0.5
η3 = 0.7
η4 = 0.8
η5 = 0.9

ϖ

ϖ1 = (0.2, 0.3, 0.2)
ϖ2 = (0.1, 0.4, 0.1)

ϖ3 = (0.1, 0.2, 0.05)
ϖ4 = (0.1, 0.2, 0.1)
ϖ5 = (0.1, 0.3, 0.2)

▲Figure 8. The relationship between network size and time slot expec⁃
tations

▲ Figure 9. Relationship between the covergence time slot expectation 
and the number of beams
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creased by about 60%. In addition, the discovery of the last 
neighbor takes time slots respectively. That is to say, the algo⁃
rithm in Section 3 improves the convergence speed, but there 
is still a long tail problem.
5.2 Neighbor Maintenance Methods Based on Kalman 

Filter
1) Analysis of forecast errors: Fig. 12 shows the PE at differ⁃

ent prediction moments. In the simulation, the horizontal ve⁃
locity is 5 m/s, the vertical velocity is 20 m/s, and the predic⁃
tion period is 1 s[33]. From a numerical point of view, the error 

is about 5 m, which shows that the prediction result based on 
the Kalman filter has a higher accuracy rate. The specific rea⁃
son is that the filtering model predicts by the estimated Xk

^  at 
the next moment. If we consider the influence of actual noise, 
the prediction will be more accurate.

2) Analysis of discovery efficiency: In Fig.13, N ∈ [10, 50 ] 
nodes are randomly scattered in an area of 2 km × 2 km. The 
number of beams is 30. Comparing the two curves, the algo⁃
rithm in Section 4 can greatly reduce the network delay.

The following part studies the ND convergence process of 
any node i. In Fig. 14, the topology size is fixed at 19, and K is 
fixed at 30 and 20. The meaning of the ordinate is time inter⁃
val E1

i ( t ) between the discovery of two new neighbors. Ana⁃

▲ Figure 10. Trends of neighbors discovered in different algorithms 
over time

CRA: Completely Random Algorithm

▲Figure 11. Comparison of discovery efficiency in the same node den⁃
sity network

CRA: Completely Random Algorithm

▲Figure 12. Position error after Kalman filtering

▲Figure 13. Comparison of convergence time of different algorithms in 
differentnetwork sizes
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lyze the “⋆” and “△” curves longitudinally from the slope of 
the curve. The filtering-based algorithm represented by the 

“⋆” curve maintains a high ND rate throughout the process. 
The curve can be fitted to a straight line, which means that the 
long tail problem of neighbor discovery is overcome. In K = 
30, when the filtering-based algorithm converges to 100%, the 
CRA algorithm only converges about 37%. Figs. 13 and 14 
show that adding the filtering model not only increases the dis⁃
covery speed but also shortens the time. The reason is that be⁃
fore the ND phase starts, the node has predicted a topology 
through the Kalman filter model as prior knowledge. Based on 
this prior knowledge, nodes can scan the targeted to shorten 
the discovery time.

3) Impact of mobility: In a three-dimensional scene, the 
UAV applies a phased array antenna to scan the entire sphere. 
To simplify the performance research of the proposed algo⁃
rithm, a scene where a single UAV is in the center and other 
UAVs are uniformly and randomly distributed is observed. 
The following part studies probability Pxdis of any UAV being 
discovered after entering the network topology in the neighbor 
maintenance phase.

Fig. 15 is the comparison of the three neighbor discovery 
strategies. For example, when N = 8, compared with CRA, the 
efficiency of filtering-based algorithms is increased by 69.6%, 
and compared with learning-based algorithms by 36.9%. In 
addition, from the perspective of slope, kKF < kLA < kCRA, the 
node sensitivity is overcome to a certain extent. Compared 
with the classic CRA, the algorithm proposed in Section 4 
avoids the invalid scanning of blank areas and reduces the 
time. Compared with the LA scheme based on time slots to ob⁃
tain prior knowledge, the algorithm in Section 3 obtains all 
prior knowledge before the neighbor discovery starts, which 
can improve the timeliness. In addition, because the nodes 

(beams) that have been discovered no longer occupy communi⁃
cation resources, the sensitivity of the nodes is overcome to a 
certain extent. In Fig. 16, the left and right ordinates are 
Pxdis and Eall

i ( t ) respectively. It can be seen that under the 
same UAV density, Pxdis and Eall

i ( t ) increase with the increase 
of Parbit. The reason is that the increase of the random factor 
Parbit (in a mobile scene, an optimization factor that increases 
the probability that a random UAV enters the network topol⁃
ogy is found) increases the scanning probability of other 
beams, which increases the probability of random UAVs dis⁃
covery chances. At the same time, it also increases the prob⁃

▲Figure 14. Comparison of discovery efficiency in the same node den⁃
sity network

CRA: Completely Random Algorithm

▲Figure 15. Comparison of convergence time of different neighbor dis⁃
covery strategies

CRA: Completely Random Algorithm

UAV: unmanned aerial vehicle
▲Figure 16. Probability of discovery and the average time slot for dif⁃
ferent numbers of neighbors
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ability of invalid scanning, which in turn increases the time of 
the entire network topology construction.
6 Conclusions

This paper proposes the sensing and communication inte⁃
grated intelligent ND algorithms for UAV networks. Reinforce⁃
ment learning is introduced to solve the problem that the radar 
detection range is not equal to the communication range in the 
integration. Simulation results show that the algorithm based 
on LA can increase the time efficiency by up to 32% com⁃
pared with the classic scan-based algorithm, when the radar 
communication ratio η = 0.6. This paper also considers the 
high mobility of UAVs and designs an efficient neighbor main⁃
tenance algorithm that predicts the node motion through the 
Kalman filter. In the current work, we only introduce a rela⁃
tively simple LA algorithm to solve the problem of neighbor 
discovery in the UAV network. In the future, more learning al⁃
gorithms can be introduced in combination with specific sce⁃
narios to improve the efficiency of neighbor discovery.
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