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Abstract: Point-based rendering is a common method widely used in point cloud rendering. It realizes rendering by turning the points into 
the base geometry. The critical step in point-based rendering is to set an appropriate rendering radius for the base geometry, usually calcu⁃
lated using the average Euclidean distance of the N nearest neighboring points to the rendered point. This method effectively reduces the 
appearance of empty spaces between points in rendering. However, it also causes the problem that the rendering radius of outlier points far 
away from the central region of the point cloud sequence could be large, which impacts the perceptual quality. To solve the above problem, 
we propose an algorithm for point-based point cloud rendering through outlier detection to optimize the perceptual quality of rendering. 
The algorithm determines whether the detected points are outliers using a combination of local and global geometric features. For the de⁃
tected outliers, the minimum radius is used for rendering. We examine the performance of the proposed method in terms of both objective 
quality and perceptual quality. The experimental results show that the peak signal-to-noise ratio (PSNR) of the point cloud sequences is im⁃
proved under all geometric quantization, and the PSNR improvement ratio is more evident in dense point clouds. Specifically, the PSNR of 
the point cloud sequences is improved by 3.6% on average compared with the original algorithm. The proposed method significantly im⁃
proves the perceptual quality of the rendered point clouds and the results of ablation studies prove the feasibility and effectiveness of the 
proposed method.
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1 Introduction

With the increasing demand for stereoscopic visual 
effects and immersive experiences, 3D point 
clouds are emerging as one of the primary three-
dimensional data in various areas. Point clouds 

are usually generated from sensor data, e. g., triangulation 
and Time-of-Flight (ToF)[1]. A point cloud is a set of points in 
a given coordinate system representing information about a 
scene or an object, often complemented with per-point attri⁃
butes. This set of points may define the shape of real or 
computer-generated objects or even complex scenes[2]. A 
point cloud has both geometric and attribute features, where 
the geometric features reflect the number of points in the 
point cloud in relation to their position, while the attribute 
features can contain additional information such as the color, 
grey value, average vector and reflectivity of the points. 3D 
point clouds[3−5] have found broad applications in manufactur⁃
ing, construction, environmental monitoring, navigation, ani⁃
mation, rendering, etc.[6] However, various distortions may be 

introduced during the acquisition, compression[7], transmis⁃
sion, storage, and rendering processes of point clouds, lead⁃
ing to degraded perceptual quality[6]. Improving the Quality 
of Experience (QoE)[8] of point clouds is very important for re⁃
lated applications.

Point cloud rendering is the process of producing a visual 
representation that can be consumed by users using an avail⁃
able display, e. g., conventional 2D, stereo, auto-stereoscopic, 
head-mounted displays, etc.[9] The rendering process has a sig⁃
nificant impact on the quality perceived by the user[10]. Point 
clouds have many properties that differ from traditional video 
images. First, a point cloud is an unordered collection. Sec⁃
ond, a point cloud is unstructured, and the relative positions 
between individual neighboring points are not the same, which 
means that even finding neighboring points requires traversing 
all the points in the point cloud. Finally, point clouds are non-
uniform. They are usually obtained by sampling a single ob⁃
ject, and the densities of points in different regions of the 
same point cloud may vary significantly[11]. These characteris⁃
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tics of point cloud data pose new requirements and higher 
challenges to the algorithms for point cloud rendering.

Currently, two main categories of rendering methods are 
commonly used for point clouds[11]. One is mesh-based render⁃
ing, which constructs a polygonal mesh through surface recon⁃
struction algorithms, e. g., Poisson surface reconstruction[12]. 
These rendering methods can construct a completely closed 
surface, but the results highly depend on the reconstruction al⁃
gorithm, and human intervention may be required to recon⁃
struct complex surfaces. As the object in 3D may be compli⁃
cated, extensive computation is generally involved[13]. The 
other category is point-based rendering, which achieves ren⁃
dering results by turning points into the base geometry with 
area (e.g., circles, spheres, cubes, etc.). The point-based meth⁃
ods are low in computation and easy to implement, but it is 
necessary to define the size of the base geometry in advance. 
Otherwise, empty spaces will appear between points (size too 
small) or aliasing artefacts (size too large). Generally speak⁃
ing, point-based rendering is easier to perform in comparison 
with a polygonal mesh representation where surface recon⁃
struction and interpolation are usually needed[10].

Point-based rendering is a common method widely used in 
point cloud rendering. In Ref. [10], JAVAHERI et al. used 
the average Euclidean distance of N (N=10) nearest neigh⁃
boring points to determine the rendering radius of points in 
their research work of point clouds, thus solving the problem 
of the requirement of artificially defining the size of the base 
geometry in point rendering and avoiding the empty spaces 
between points.

In point cloud rendering, the rendering radius is generally 
determined by the nearest neighbors. However, this approach 
faces challenges when there are outliers. Since the rendering 
radius is determined by the nearest-neighboring points, the 
rendering radius of the outliers far away from the central re⁃
gion of the point cloud sequence may be set as a very large 
value, which impacts the subjective quality. The above prob⁃
lem is illustrated in Fig. 1. The rendering radius of the outli⁃
ers can seriously affect the subjective quality of the rendered 
point cloud sequence. Therefore, it is important to filter out 
the outliers and set an appropriate rendering radius before 
rendering to improve the perceptual quality of the point 
cloud sequence.

To solve the problem of poor perceptual quality in point-
based rendering due to the large rendering radius of outlier 
points, we propose an algorithm for point cloud rendering 
through outlier detection to optimize the perceptual quality of 
rendering. The algorithm constructs outlier detection condi⁃
tions by combining local and global geometric features. Dur⁃
ing rendering, the rendering radius of outliers is set to the 
minimum. By doing so, the proposed method realizes the per⁃
ceptual optimization of point cloud rendering and improves 
the perceptual quality after point cloud rendering.

The main contributions of this paper are as follows:

1) We propose an outlier detection algorithm with low com⁃
plexity. The proposed method uses global and local geometric 
features to detect outliers in the sequence.

2) We apply the outlier detection algorithm to point cloud 
rendering to optimize the perceptual quality of the point ren⁃
dering. Compared with the original rendering algorithm, our 
method improves both the perceptual quality of the rendered 
point cloud and the objective quality. The ratio of peak signal-
to-noise ratio (PSNR) improvement is about 3.6%.

The rest of this paper is organized as follows. Section 2 in⁃
troduces the rendering algorithm with outlier point detection. 
Section 3 shows the rendering results of this rendering algo⁃
rithm and examines the algorithm’s performance in terms of 
both objective and perceived quality. The paper is summa⁃
rized in Section 4.
2 Rendering Based on Outlier Detection

2.1 Overview
Suppose the coordinates of the i-th point in the point cloud 

sequence are ( xi, yi, zi ), i = 1,2,⋯, M. The coordinates of the 
nearest N neighboring points (including the point itself) 
are ( xn

i , y n
i , zn

i ) , n = 1,2,⋯, N, where i stands for the point to 
be detected in the point cloud sequence and n stands for the n-
th neighboring point of the point to be detected.

▲Figure 1. Illustration of outliers in rendering (rendering primitive is 
a circle)

(a） Point cloud Phil

（b） Point cloud Head
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The average Euclidean distance of the N nearest neighbor⁃
ing points is taken as the rendering radius of the point. Thus 
the rendering radius ri of the i-th point is:

ri = 1
N × ∑

n = 1

N

 ( xn
i , y n

i , zn
i ) - ( xi , yi , zi ) 2

. (1)
As can be seen from the above equation, outlier points far 

away from the central region of the point cloud sequence will 
have too sizeable Euclidean distance from their nearest neigh⁃
bors, and thus, the rendering radius ri will be too large, which 
in turn results in an impaired subjective perception of the 
quality of the rendered point cloud sequence.

In order to solve the problem of too large a rendering ra⁃
dius of outlier points in the above method, we need to add a 
process of detecting and determining outlier points before 
rendering each point in the point cloud sequence. We deter⁃
mine whether each point is an outlier, filter the outlier points 
and change their rendering radii. For the outlier points, the 
minimum rendering radius is used. For the non-outlier 
points, the radius of the nearest neighbor rendering ri is used 
as shown in Eq. (1).

Outlier detection is a commonly used detection method in 
data analysis and processing, often used to identify abnormal 
samples or points in outlier states that significantly deviate 
from the central region of the sequence. Many outlier mining 
methods can be categorized into five groups: distribution-
based, depth-based, clustering-based, distance-based, and 
density-based[14–15]. Commonly used detection methods are 
distance detection-based K-nearest neighbor algorithms, iso⁃
lated forest methods, clustering-based DBSCAN algorithms[16], 
LOF algorithms[17], supervised or unsupervised algorithms 
based on machine learning[18], and distribution-based and 
density-based outlier detection[19]. However, the above meth⁃
ods have the disadvantages of high time complexity, poor de⁃
tection results in high-dimensional sparseness, and insignifi⁃
cant mathematical geometric features.

Since determining the rendering radius in terms of the near⁃
est neighboring points is through geometric features, detecting 
outlier states at each point based on geometric features is rea⁃
sonable. To ensure the accuracy of detection, global and local 
geometric features construct a comprehensive judgment condi⁃
tion to quickly check and judge whether the current point is in 
an outlier state.

The implementation complexity of the detection method 
needs to be as low as possible for rendering. So we use dis⁃
crete point detection techniques based on statistical distribu⁃
tions, combining local and global geometric features to judge 
outliers. This is a method that has solid probabilistic statisti⁃
cal theory support. After modeling, it does not require model-
based data, and only the minimum amount of information de⁃
scribing the model needs to be stored, which can effectively re⁃
duce the data storage.

2.2 Construction of Outlier Judgment Conditions
The basic principle of the algorithm for point cloud render⁃

ing through outlier detection in this paper is to determine 
whether the detected point is in an outlier state by judging 
whether the point satisfies the distribution type of the dataset 
and, thus, whether the point is in an outlier state. Assuming 
that the data satisfy the condition of obeying normal distribu⁃
tion, p0 belongs to the dataset p, and the mean and standard 
deviation of this dataset are p̄ and σ, respectively. The judg⁃
ment criteria of outlier detection are shown in Eq. (2)[20]. When 
Eq. (2) is not satisfied, the point p0 is determined to be in an 
outlier state.

|
|
|||| p0 - p̄

σ
|
|
|||| ≤ 3 . (2)

From Eq. (1), we can see that the rendering method based 
on the nearest neighbor distance determines the size of the 
rendering radius of each point in the point cloud sequence by 
the geometric density feature in the local area. Therefore, the 
geometric features of outlier points are also chosen as density 
features in this method, i.e., the rendering radius is calculated 
based on the nearest-neighbor distance.

Let the rendering radius of the nearest N (N = 10) neigh⁃
bors of the detection point be rn

i , the mean value of the local 
geometric density feature be E ( r ), and the standard deviation 
be σr. E ( r ) and σr are calculated in Eqs. (3) and (4).

E ( r ) = 1
N ∑

n = 1

N

rn
i , (3)

σr = ∑
n = 1

N

 rn
i - E ( r ) 2

N . (4)
Combining the outlier judgment criteria, we substitute the 

rendering radius data into Eq. (2), and the outlier judgment 
criteria for the local geometric feature construction are shown 
as follows[12]:

|

|
|
||
| ri - E ( r )

σr
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≤ 3

. (5)
When the detection point does not satisfy the local determi⁃

nation condition of the above equation, it is determined that 
the detection point is in the outlier state.

Since the number of detected points in the point set covered 
by the local geometric features is small, only local features are 
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not enough to detect outliers. In addition, the local geometric 
features easily fall into the local small sample situation. When 
the points included in the local geometric features are all outli⁃
ers, the local judgment condition criteria will fall into local 
condition satisfaction, resulting in outlier detection failure. 
Therefore, it is limited to judging whether the detected points 
are in an outlier state only by local geometric conditions, and 
it is necessary to expand the geometric features and the capac⁃
ity of the point set in the judgment conditions. Therefore, the 
global geometric features are added as a judgment condition 
for outlier detection.

Let the global geometric feature be R, which is calculated 
in Eq. (6), where M is the number of bits in the global geomet⁃
ric point set.

R = 1
M ∑

i = 1

M

ri. (6)
In order to reduce the complexity of the algorithm imple⁃

mentation, the actual rendering process can use the cumula⁃
tive means as a global geometric feature, which is calculated 
in Eq. (7).

R = 1
m ∑

i = 1

m

ri, (7)
where m is the ranking bit of the current detection point in the 
rendering process.

Therefore, based on Eq. (2), the criteria for determining out⁃
lier points for global geometric feature construction are:

ri

R = ri1
m ∑

i = 1

m

ri

≤ 3
. (8)

When a detection point does not satisfy any of the determi⁃
nation conditions of the global condition and the local condi⁃
tion, the detection point is judged to be an outlier.
2.3 Rendering Through Outlier Detection

Before rendering the points in the point cloud sequence, the 
outlier status is detected for each point. First, we input the 
points in the point cloud sequence. Since the point cloud is dis⁃
ordered, we need to arrange the disordered points in the point 
cloud sequence in an orderly manner to facilitate fast and effi⁃
cient retrieval. Therefore, the k-dimensional (KD)-tree[21] is con⁃
structed with the detection points as the core, and the points are 
divided according to the tree structure to facilitate the subse⁃
quent nearest neighbor search. In constructing the KD-tree, we 
follow the method in Ref. [20] to transform the distribution of 
point sets in the point cloud sequence into a normal distribu⁃
tion. Thus, the prerequisite assumption of normal distribution of 
data in Eq. (2) is satisfied. The global geometric feature R is cal⁃
culated according to Eq. (7). The points in the point cloud se⁃

quence are traversed  according to the order in the KD-tree, and 
the rendering radius ri is calculated according to Eq. (1) after 
searching the N nearest neighboring points of the current detec⁃
tion point. The local feature values E ( r ) and σr are calculated 
according to Eqs. (3) and (4). The global and local conditions are 
judged according to Eqs. (5) and (8) in turn, and if either of the 
two judging conditions is not satisfied, the detected point is 
judged to be in the outlier state. The rendering radius ri of the 
point in the outlier state is set to the minimum rmin. When the de⁃
tected point satisfies both local and global detection conditions, 
the rendering radius ri is not changed. Finally, the detected point 
rendering radius ri is passed to the renderer for the rendering of 
each point by the renderer. The specific flow of the rendering al⁃
gorithm through outlier point detection is shown in Fig. 2.

Input point i in the point cloud (i=1, 2, …, M)

▲Figure 2. Flow chart of proposed rendering through the outlier detection

KD: k-dimensional

Calculate the global density feature R

Begin

Build KD-tree i =0

i=i+1

Search the N nearest neighbor points of point i

Calculate rendering radius ri

Calculate local features and standard deviations E(r), σr

|

|

|
||
||

|

|
||
| ri - E ( r )

σr
≤ 3

ri

R ≤ 3

i≤M

The renderer receives the ren⁃dering radius ri

ri=rmin

Yes

Yes

Yes

No

No

End No
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3 Experimental Results

3.1 Point Cloud Sequence Selection
We use ten static point clouds to examine the performance 

of the proposed method in terms of objective and perceptual 
quality. Fig. 3 shows a thumbnail of the point cloud se⁃
quences. Table 1 shows the detailed information of each point 
cloud sequence.
3.2 Subjective and Objective Results

The effect of the rendering through outlier detection is first 
evaluated by conducting a subjective comparison before and 
after outlier optimization. Take Head’s character point cloud 
sequence and Phil’s object point cloud sequence as ex⁃
amples. Figs. 4 and 5 show the subjective comparison effects 
of the above two point cloud sequences using the original 
point-rendering[10] and the proposed method. It can be found 
that the rendering radius of outlier points far from the main se⁃

quence area is significantly reduced after outlier detection 
and rendering, and the perceptual quality of the point cloud 
sequence is improved.

We also compress the original point cloud sequence and 
calculate the PSNR using the original point rendering[10] and 
the proposed method. The improvement of PSNR using the 
proposed method is utilized to react to the effectiveness of ren⁃
dering based on outlier detection.

In terms of point cloud compression, since outlier point de⁃
tection does not target the attribute features of the point cloud 
sequence, the original color attributes are not compressed, and 
the original point cloud sequence attributes are kept lossless. 
Regarding geometric compression, we choose three geometric 
quantization parameters with large discretization, namely {1/10, 
1/2, 15/18}, to verify the effectiveness of the proposed algorithm 
under different degrees of geometric compression in geometry 
point cloud compression (G-PCC).

To compute PSNR, we project each point cloud sequence to 
the three planes of the point cloud enclosing the box to form 
three views of the point cloud view. We render the original un⁃
compressed sequence of the point cloud sequence through Pc⁃
cAppRendererV6.0 with the rendering radius set to 1.0 to ob⁃
tain the reference view of the point cloud sequence. The quan⁃
tized distortion images of each point cloud sequence before 
and after optimization are obtained in turn, and the mean 
squared error (MSE) and PSNR are calculated from the refer⁃
ence image and distortion image as shown in the following 
equations.

(a) Andrew (b) David (c) Phil (d) Ricardo

(e) Sarah (f) Head (g) House without roof (h) Egyptian mask

(i) Facade (j) Frog
▲Figure 3. Point cloud sequence thumbnail

▼Table 1. Point cloud sequence details

Tested Point Clouds
Andrew
David
Phil

Ricardo
Sarah
Head

House without roof
Egyptian mask

Facade
Frog

Class (1: people
2: object)

1
1
1
1
1
2
2
2
2
2

Points
1 276 312
1 492 780
1 089 091
2 592 758
3 493 085

13 903 516
4 848 745
272 684

4 061 755
3 614 251

Geometry
Precision/bit

10
10
10
10
10
12
12
12
11
12

Peak Val⁃
ue/bit
1 023
1 023
1 023
1 023
1 023
4 095
4 095
4 095
2 047
4 095

(a) Original (b) Before (c) After

▲Figure 4. Point cloud Head before and after optimization comparison 
diagram

(a) Original (b) Before (c) After
▲Figure 5. Point cloud Phil before and after optimization comparison 
diagram
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MSE = 1
mn ∑

i = 0

m - 1∑
j = 0

n - 1
 I (i, j ) - K (i, j ) 2

, (8)

PSNR = 10 log( )MAX2
MSE

10 , (9)
where the image pixels are m*n, I (i, j ) represents the reference 
point cloud sequence view pixel points, K (i, j ) represents the 
quantized distortion point cloud sequence view pixel points, and 
MAX denotes the possible maximum pixel value of the image.

The improvement ratios of PSNR of the proposed method 
are shown in Table 2.

As can be seen from Table 2, the PSNR of each point 
cloud sequence has been improved using the proposed 
method regardless of the size of the geometric quantization 
parameters. As the geometric quantization parameter in⁃
creases, more points are retained in the point cloud se⁃
quence. Therefore, for the same point cloud sequence, the ad⁃
vantage of the proposed method will be more significant with 
the increase in the density of the point cloud sequence. The 
reasons for the above phenomenon are that sparse point 
clouds are more likely to produce outliers, and the original 
point rendering will have worse subjective perception quality 
so that the PSNR improvement ratio will be more pro⁃
nounced. After rendering through outlier detection, the 
PSNR of each point cloud sequence is improved. Specifi⁃
cally, the average PSNR improvement ratio is 3.6%.
3.3 Time Complexity

Specifically, we record the rendering time in the experiment 
in Section 3.2. Then we calculate the ratio of increased render⁃
ing time spent for the original rendering and the proposed ren⁃
dering, as shown in Eq. (10).

Tr = T1 - T0
T0

× 100%, (10)

where Tr is the ratio of increased rendering time, T1 is the 
rendering time using the proposed method, and T0 is the 
original rendering time. The calculation results are shown 
in Table 3.

Observing the results, we can conclude that the rendering 
time is increased by 5.8% on average due to the added outlier 
detection.
3.4 Ablation Studies

To evaluate the effectiveness of using the local and global 
geometric features in outlier detection, we conduct studies us⁃
ing three-point cloud sequences: Andrew, David and Phil. For 
quantization, we still use the same geometric quantization pa⁃
rameters as set in Section 3.2: {1/10,1/2,15/18}.

The local and global geometric features are respectively 
used and then compared with the original rendering without 
optimization. For performance evaluation, the individual point 
cloud sequences are also projected onto the three planes of 
the point cloud enclosing the box to get the view from the cor⁃
responding perspective. The PSNR of the point cloud se⁃
quences under each rendering method is calculated from the 
undistorted point cloud sequence image and distorted point 
cloud sequence image. Finally, we calculate the average 
PSNR improvement compared with the original rendering 
method, as shown in Table 4.

It is seen that both local and global geometric features con⁃
tribute to improving the quality of the point cloud sequence. 
However, both individual features are less effective than using 
both. In addition, the local geometric feature contributes more 
compared with the global geometric feature.
▼Table 3. Ratio of increased rendering time

Tested Point Clouds
Andrew
David
Phil

Ricardo
Sarah

Facade
Head

House without roof
Egyptian mask

Frog
Average

Ratio of Increased Rendering Time (Tr)/%
6
5
6
5
5
6
8
6
5
6
5.8

▼Table 4. Average improvement ratio of PSNR in ablation studies

Tested Point Clouds
Andrew
David
Phil

PSNR Average Improvement Ratio/%
Global only

+0.6
+0.9
+1.0

Local only
+1.2
+2.1
+2.4

Global + local
+3.1
+5.1
+5.2

Tested Point 
Clouds
Andrew
David
Phil

Ricardo
Sarah

Facade
Head

House without roof
Egyptian mask

Frog

Average Improve⁃
ment Ratio of 

PSNR/% 
+3.1
+5.1
+5.2
+3.6
+4.4
+1.5
+4.6
+6.0
+0.8
+2.0

Geometric Quantization Parameters/% 
1/10
+1.9
+2.6
+2.7
+3.2
+2.1
+1.4
+3.7
+3.0
+0.7
+2.1

1/2
+3.2
+5.0
+5.2
+3.6
+4.9
+1.4
+5.0
+7.2
+0.8
+2.1

15/18
+4.1
+7.6
+7.7
+4.1
+6.2
+1.7
+5.3
+7.9
+0.9
+1.9

▼Table 2. PSNR improvement ratio before and after optimization with 
geometric quantization parameters

PSNR: peak signal-to-noise ratio PSNR: peak signal-to-noise ratio
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4 Conclusions
In this paper, we focus on optimizing the perceptual quality 

of point cloud rendering through outlier detection. We evalu⁃
ate the performance of the proposed method in terms of per⁃
ceptual quality and the PSNR improvement ratio. In addition, 
we evaluate time complexity analysis and perform ablation 
studies. Future work may include applying other methods to 
outlier detection in rendering to improve the perceptual qual⁃
ity after point cloud rendering.
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