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Abstract: Satellite communications has been regarded as an indispensable technology for future mobile networks to provide extremely high data rates, ultra-reliability, and ubiquitous coverage. However, the high dynamics caused by the fast movement of low-earth-orbit (LEO) satellites bring huge challenges in designing and optimizing satellite communication systems. Especially, admission control, which decides which users with diversified service requirements are allowed to access the network with limited resources, is of paramount importance to improve network resource utilization and meet the service quality requirements of users. In this paper, we propose a dynamic channel reservation strategy based on the Actor-Critic algorithm (AC-DCRS) to perform intelligent admission control in satellite networks. By carefully designing the long-term reward function and dynamically adjusting the reserved channel threshold, AC-DCRS reaches a long-run optimal access policy for both new calls and handover calls with different service priorities. Numerical results show that the proposed AC-DCRS outperforms traditional channel reservation strategies in terms of overall access failure probability, the average call success rate, and channel utilization under various dynamic traffic conditions.
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1 Introduction

With the increasing number of users and service types in terrestrial wireless communication networks, it is impractical to provide wireless communication services anytime and anywhere alone[1]. The satellite communication network has the prominent advantages of long-distance communications, ubiquitous coverage, large capacity and high reliability, and can be a complement to terrestrial networks. It is not restricted by complex geographic conditions and harsh environments and can provide broadband multimedia services to user terminals (UT) in any area, even where terrestrial network resources are insufficient[2].

Due to the advantages of shorter propagation delay and lower operational expenditure, low-earth-orbit (LEO) satellite communication systems have been commonly used to provide user terminals with full coverage and real-time wireless communication services[3]. Usually, LEO communication systems can exploit multi-beam technology to irradiate lots of blocks of cellular networks in their coverage area, which are called beam cells. When a UT establishes a communication connection with an LEO satellite, one challenge faced is the frequent handover from one beam cell to another, due to the fast movement of LEO satellites. If there are insufficient channel resources in the targeted beam cell, the connection would be interrupted. Frequent handover failure and new call blocking would severely degrade the network performance and/or quality of service (QoS) of users. Moreover, with the rapid development of multimedia applications, diversified service requirements pose a great challenge to the network[4–6]. On the other hand, the satellite channel resources are limited, which usually cannot satisfy the requirements of all services. Considering the diversified service requirements with multi-priority services, admission control is particularly critical, as it decides which services are allowed to be admitted.

A typical solution for admission control of multi-priority ser-
services in satellite systems is to allocate channel resources of beam cells by a priority-based channel reservation strategy, which has been intensively investigated in satellite communication systems\(^4\)\(^-\)\(^\text{10}\). The basic idea is to reserve a certain number of channels for handover calls and new calls with different service priorities, to guarantee the priority of handover calls and delay-sensitive services to ensure the continuity of calls for moving UTs.

Existing channel reservation strategies are mainly classified into two categories, fixed channel reservation (FCR) and dynamic channel reservation (DCR). A guaranteed handover FCR strategy was proposed in Ref. [7], which reserves a portion of channel resources dedicated to handover calls. Some improvements have been made later, such as the channel status-based reservation strategy (CSRS)\(^9\) and time-based channel reservation algorithm (TCRA)\(^9\), which set the number of reserved channels based on the information including the status of the cell and/or the remaining time. However, fixed reserved channels cannot adapt to the dynamic environment and multi-service requests, causing a high blocking rate for new calls. In Refs. [10 \text{ to } 15], the authors proposed adaptive DCR strategies based on different prior information to dynamically change the number of channels reserved. The authors of Ref. [10] proposed to adjust the number of reserved channels, according to the current number of ongoing calls (voice or video traffic) and the localization of users. In Ref. [11], a grey model was used to decide whether the calls need to handover and then dynamically adjust the channel reservation number based on the counter. The authors of Ref. [12] leveraged the number of mobile stations in neighbor locations and the average handover call arrival rate to reserve channels. Ref. [13] considered the varying characteristics of the wireless channel to allocate resources, aiming at maximizing spectral efficiency. The authors of Ref. [15] proposed an adaptive probability-based reservation strategy (APRS) based on mobile users’ location information and the handover probability, to improve the utilization of reserved channels in reservation time. Due to the imbalance between the new call blocking rate and handover call failure rate, the system performance is not satisfactory. Some researchers have used heuristic algorithms to adjust the thresholds, and the authors of Ref. [4] proposed a probability-based channel reservation strategy for improving the quality of service. The authors of Ref. [5] proposed a threshold-based DCR scheme to set optimal thresholds for different-priority services by the genetic algorithm.

However, all aforementioned schemes cannot respond quickly to dynamic changes and uneven distribution of service requirements, since they only consider finding the optimum in the current state, while a long-term optimization is needed to improve the system performance. With this regard, some researchers resort to exploiting machine learning algorithms for designing intelligent channel reservation schemes to achieve long-term performance improvement for complex satellite networks. The authors of Ref. [15] proposed a dynamic channel allocation algorithm based on deep reinforcement learning (DRL), which uses convolutional neural networks to extract useful features to make accurate admission decisions. It can effectively reduce the blocking rate and improve system throughput. But this work focused on processing the connection relationship of the UT in the beam and considered only a single service type. The authors of Ref. [6] proposed a multi-service DCR strategy based on the deep Q network to improve the overall service quality of the system, by examining the impact of current channel reservation results on the future environment. They mainly considered how to reserve channels for new calls, while ignoring the impact of handover calls. Unfortunately, all the aforementioned works lack consideration of multi-priority services and frequent handovers in highly dynamic LEO satellite networks. Therefore, it is imperative to develop an intelligent admission control scheme to maximize long-term system performance by performing appropriate channel resource allocation for LEO satellite networks.

In this paper, we propose an intelligent DCR strategy based on the Actor-Critic algorithm (AC-DCRS), which dynamically adjusts the reserved channel thresholds for multi-service calls. While traditional solutions only obtain the optimal solution of the current state in a memoryless system, our proposed AC-DCRS based on reinforcement learning can consistently approach the long-term optimal solution by considering the Markov property of the channel reservation problem. Specifically, the Actor-Critic algorithm is leveraged to deal with continuous state space and high-dimensional action space. Through interactions with the network environment, AC-DCRS can well balance the admission of handover calls and new calls of multiple priorities by setting corresponding thresholds under the current traffic state.

The rest of the paper is structured as follows. Section 2 presents the system model and problem formulation. Section 3 elaborates on the proposed AC-based DCR strategy. We evaluate the performance of the proposed strategy in Section 4 and finally conclude the paper in Section 5.

2 System Model and Problem Formulation

We consider a typical LEO communication network shown in Fig. 1. The coverage area of a single moving LEO satellite consists of multiple adjacent beam cells. A UT in the beam cell establishes a connection to the LEO satellite directly or through the base station in the beam cell. Handover call requests will arrive during the movement of the UT and satellites. At the same time, new call requests may also arrive requiring channel resources from the connected beam cell.

2.1 LEO Mobility Model

Without loss of generality, we consider a one-dimensional square continuous beam cell model, which can be readily extended to high-dimensional models. Since the moving speed of
the UT is much slower than that of the LEO satellites, it can be regarded as relatively static. Hypothetically, a LEO satellite moving horizontally to the left at a speed $v_{sat}$ relative to UT is equivalent to UT moving to the right at the same speed relative to beam cells. We further adopt a cyclic mechanism to simplify the periodicity of satellite movement and the simplified satellite movement model is shown in Fig. 2. When the UT leaves the rightmost cell $N$ as it moves, it will enter the leftmost cell 1. Handover call arrivals, new call arrivals, and call termination may constantly occur during the movement.

2.2 Channel Reservation Model for Multi-Priority Service

We assume that there are $s$ types of services, and the number of new calls of the $i$-th service follows a Poisson distribution with an average arrival rate $\lambda_i$. Then the total arrival rate of the $i$-th service is given as the sum of the arrival rates of new calls and handover calls as follows:

$$\lambda^i = \lambda_i + \lambda^h_i,$$

where $\lambda^h_i$ is the arrival rate of the $i$-th service for handover calls. Obviously, the handover calls of the $i$-th service come from the previous beam cell and its arrival rate $\lambda^h_i$ can be derived as follows:[5]:

$$\lambda^h_i = \lambda_i (1 - P_{a1}) P_{a1}$$

$$+ \lambda_i (1 - P_{a2}) P_{a2},$$

where $P_{a1}$, $P_{a2}$, $P_{a3}$ and $P_{a4}$ are the handover success probability of the source cell, that of the target cell, the new call blocking rate of the $i$-th service, and the handover call failure rate of the $i$-th service, respectively.

Besides, we denote the proportion of new calls of $i$-th service as $p_i$, and then the arrival rate of the $i$-th service can be expressed as:

$$\lambda^i = \lambda_i \times p_i,$$

where $\lambda_i$ is the average arrival rate of total new calls and $p_i$ satisfies $p_1 + p_2 + p_3 + \cdots + p_s = 1$. We further assume that the duration of all calls obeys an exponential distribution of a parameter $u$, so the average duration of the call is $1/u$.

We adopt a threshold-based channel reservation strategy to realize the admission control of satellite beam cells. We consider that the available bandwidth in a cell is equally allocated to all the channels, and each channel can be assigned to a call. Then, each admitted call will be assigned a channel with enough power to guarantee the quality of service. In this work, we focus on developing an intelligent admission control mechanism for LEO satellite communications. Thus, for simplifying the analysis, we just assume that there is enough power in a cell to guarantee the service quality of each admitted call. For a new call or a handover call, if the number of occupied channels in the current beam cell is less than the corresponding threshold, the call will be admitted successfully and assigned a channel with power and bandwidth resources, and the number of occupied channels is updated. Otherwise, the call will be blocked. After each decision period, the threshold will be updated according to our adjustment algorithm. We set a threshold $k'_i$ for handover calls of the $i$-th service, while a threshold $k_i$ is set for new calls of the $i$-th service. As handover calls are prior to new calls[16], we have $k_i \leq k'_i$. We also consider that the $s$ types of services have certain priorities, in the way that the type with larger index numbers will be reserved for more channels than those with smaller index numbers. Therefore, the relationship between thresholds of all services satisfies $0 \leq k_1 \leq k'_1 \leq \cdots \leq k_s \leq k'_s \leq C$, where $C$ is the total number of beam cell channels. To maximize utilization of the channels, $k'_s = C$ is assumed in our model. Fig. 3 illustrates the proposed multi-priority service threshold-based channel reservation strategy.

The set of all thresholds is denoted by $K = \{k_1, k'_1, k_2, k'_2, \cdots, k_s, k'_s\}$. Intuitively, dynamically adjusting the thresholds $K$ to control call admission can effectively improve the overall system performance. On the one hand, if the low-priority service threshold is set too low, low-priority service calls will be hard to get admission, even if there are no high-
priority service calls. Some channel resources may be wasted, resulting in low system channel utilization. On the other hand, if the low-priority service threshold is set too high, excessive low-priority service calls may be admitted to occupy too many channels. This will decrease the admission success rate of high-priority services in the future. Therefore, in this paper, we focus on designing a channel reservation strategy to dynamically adjust the thresholds of multi-priority calls, to realize intelligent admission control.

2.3 Problem Formulation

The overall access failure probability at time $t$, denoted by $O(t)$, as a system performance metric, is defined as:

$$O(t) = \alpha_0 P_{s'}(t) + \alpha_1 P_{s''}(t) = \alpha_0 \sum_{i=1}^{s} \beta_i P_{s'}(t) + \alpha_1 \sum_{i=1}^{s} \beta_i P_{s''}(t),\quad (4)$$

where $\alpha_0$ and $\alpha_1$ are the balance factors of new calls and handover calls respectively, which are used to measure the different impacts of new call blockage and handover call failure. And $\beta_i$ is the balance factor of the $i$-th priority service, which is used to judge the significance of multi-priority services. Meanwhile, we modify $P_{s'}(t)$ and $P_{s''}(t)$ as long-term metrics of the $i$-th service as follows:

$$P_{s'}(t) = N_{s'} / N_{s_i},\quad (5)$$

$$P_{s''}(t) = N_{s''} / N_{s_i},\quad (6)$$

where $N_{s'}$, $N_{s_i}$, $N_{s''}$ and $N_{s_i}$ represent the number of new calls blocked for the $i$-th service, the total number of new calls for the $i$-th service, the number of handover calls failed for the $i$-th service, and the total number of handover call for the $i$-th service, respectively.

To improve the overall system performance, we minimize $O(t)$, i.e., minimize $P_{s'}(t)$ and $P_{s''}(t)$ in the long term. As mentioned above, the setting of $K$ directly affects the failure rate of new calls and handover calls. When the state space of each beam cell is modeled as a continuous-time M/M/C/Markov chain, the closed-form relationship of the new call blocking rate, handover call failure rate, and $K$ can also be proved[3]. Therefore, we formulate our optimization problem as follows:

$$\max \quad -O(t),$$

s.t. $0 < k_1 < k_1' < \cdots < k_i < k_i' \leq C \quad (7.1)$

$$k_i, k_i' \in \mathbb{Z}, \quad i = 1, 2, \cdots, s \quad (7.2)$$

where each threshold is limited to an integer for the convenience of adjustment in the dynamic channel reservation strategy. As the number of system channels $C$ and that of services $s$ can be large in real environments, using the brute force method to calculate the optimal thresholds in the current state will cause an exponential increase in time and space complexity. In addition, due to the rapid changes in the environment, optimal thresholds should be derived in real time. Thus, using static optimization to solve Problem (7) is infeasible and thus we resort to a learning-based solution.

3 Intelligent Admission Control Based on Dynamic Channel Reservation Strategy

In this section, we control service call admission by adjusting the reserved channel thresholds and model the problem of dynamically adjusting reserved channel thresholds as a Markov decision process (MDP). First, we slot the time as decision periods with the slot length $T_\Delta$. In each time slot, multiple calls arrive according to the Poisson distribution. The system will adjust the reservation thresholds at the end of each decision period. The maximum number of calls in a decision period is set to $N$, and even if the decision period is not over, the decision will be made immediately.

3.1 MDP Model

An MDP model consists of a five-tuple $< S, A, P, R, \pi >$, where $S$, $A$, $P$, $R$, and $\pi$ represent state space, action space, transition probability between states, reward function, and policy for selecting actions based on the state, respectively, which are defined as follows:

1) State($S$): we assume that the channel resources of the beam cell remain unchanged. The state is defined as:

$$s(t) \in \{ c ; \lambda ; K \} \quad t = nT_\Delta, \ n = 0, 1, 2, \cdots, (8)$$

where $c$ is the normalized number of channels that have been occupied in the considered beam cell and satisfies $c \in C; \lambda = \{ \lambda_1, \lambda_1', \cdots, \lambda_s, \lambda_s' \}$ is the set of the call arrival rates of new calls and handover calls that satisfies Eq. (2); $K = \{ k_1, k_1', \cdots, k_s, k_s' \}$ is the set of the normalized reserved channel thresholds of new calls and handover calls that satisfies Eq. (7.1).

2) Action($A$): we define the action as current normalized reserved channel thresholds, which can be expressed as:

$$a(t) = K^T = \{ k_1, k_1', \cdots, k_s, k_s' \}^T. \quad (9)$$

In each decision period, action will be taken based on the current state, which will control the admission by setting reserved channel thresholds.

3) Transition Probability($P$): generally, the state transition function of the Markov decision process is a certain function $P$ $: S \times A \times S \rightarrow [0, 1]$, which represents the probability of the transition to the state $s'$ given state $s$ after taking action $a$. Since state transition depends on not only the last action but also the traffic changes caused by the movement of satellites and UTs and call termination in the channel, it cannot be explicitly expressed in our problem.

4) Reward($R$): for a single service call within a decision pe-
The objective function can be rewritten as:

$$r = \begin{cases} 0 & \text{access successfully} \\ -\alpha_a \beta_s, \text{ or } -\alpha_s \beta_j & \text{access failed} \\ -L & \text{(7.1) not meet} \end{cases}$$

(10)

As is defined in Eq. (10), when a new call or a handover call is blocked, a negative value $-\alpha_a \beta_s / -\alpha_s \beta_j$ will be given as a punishment. $L$ is a very large constant as a penalty for not satisfying the constraint (7.1). Thus, the reward function of a decision period can be defined as:

$$r_{\Delta} = \sum_{a \in A} r | N_{a \Delta}^i = -\alpha_a \sum_{i=1}^{N_{a \Delta}^i} \beta_{s \Delta}^i - \alpha_s \sum_{i=1}^{N_{a \Delta}^i} \beta_{j \Delta}^i$$

(11)

Substituting Eqs. (4) – (6) can be further expressed as:

$$r_{\Delta} = \left\{ \alpha_s \sum_{i=1}^{N_{a \Delta}^i} \beta_{s \Delta}^i P_{s \Delta}^i + \alpha_s \sum_{i=1}^{N_{a \Delta}^i} \beta_{j \Delta}^i P_{s \Delta}^i \right\} = -O_{\Delta}(t)$$

(12)

Then our optimization problem of maximizing $-O(t)$ can be approximately solved by maximizing the accumulated reward $\sum_{t=0}^{T} r_{\Delta}$ in the long run.

5) Policy ($\pi$): we use a random policy $\pi(als) \rightarrow [0, 1]$ to represent the probability of selecting the action $a$ given the current state $s$.

In our MDP model, we use the state-value function to evaluate the value of state $s$, which can be expressed as:

$$V_\pi(s) = E^\pi \left[ \sum_{k=0}^{\infty} \gamma^k r^{s \Delta} (s \rightarrow s', a \rightarrow a', k) \right]$$

(13)

where $\gamma$ is the discount factor representing the discount contribution of the future states to the current state. Besides, the action-value function is used to evaluate the selected action $a$ in the current state $s$, and can be expressed as:

$$Q_\pi(s, a) = E^\pi \left[ \sum_{k=0}^{\infty} \gamma^k r^{s \Delta} (s \rightarrow s', a \rightarrow a', k) \right]$$

(14)

Assuming that the MDP starts from the state $s' \in S$, it experiences a trajectory as:

$$\kappa \sim \{ s', a', s'^{+1}, a'^{+1}, \ldots, s'^{+T}, a'^{+T} \}$$

(15)

Since the policy is stochastic, the trajectory $\kappa$ is uncertain. Denote the probability of trajectory $\kappa$ as $\pi_\kappa(\kappa)$, and the cumulative reward of trajectory $\kappa$ is $R(\kappa) = \sum_{k=0}^{\infty} \gamma^k r^{s \Delta}$. As a result, the objective function can be rewritten as:

$$\max \quad -O(t) = U(\pi_\kappa) = E_{\kappa \sim \pi_\kappa} [R(\kappa)] = \int_{\kappa \sim \pi_\kappa} R(\kappa) d\kappa$$

(16)

### 3.2 Actor-Critic-Based Dynamic Channel Reservation Strategy

This MDP problem can be solved by using the reinforcement learning (RL) algorithm. Specifically, we use the Actor-Critic framework\(^{[7]}\) to model high-dimensional discrete action space, which is a combination of the Actor and the Critic. The Critic uses a neural network to approximate the state-value function and to judge the actions by temporal difference (TD) errors. The Actor uses another neural network to approximate the optimal policy and then selects the action while interacting with the environment.

1) Actor: The Actor will constantly improve the policy by TD errors. In our MDP problem, the policy $\pi_\xi$ is modeled as a conditional probability distribution parameterized by $\xi$. Thus the process of modifying the policy is equivalent to the process of updating the parameter $\xi$. Through the backpropagation algorithm, $\xi$ is updated as follows:

$$\xi_{\text{new}} = \xi_{\text{old}} + \alpha_{\text{actor}} \nabla_{\xi} U(\pi_\xi),$$

(17)

where $\alpha_{\text{actor}}$ is the learning rate of the Actor, and the gradient $\nabla_{\xi} U(\pi_\xi)$ is as follows:

$$\nabla_{\xi} U(\pi_\xi) = \nabla_{\xi} \log \pi_\xi(als) \times A^\pi(s, a),$$

(18)

where $A^\pi(s, a)$ is the advantage function.

In this problem, we use Gaussian probability distribution to formulate the policy, which can be expressed as:

$$\pi_\xi(als) = \frac{1}{\sqrt{2\pi} \sigma} \exp\left(-\frac{(a - \mu(s))^2}{2\sigma^2}\right),$$

(19)

where $\mu(s)$ is the expectation and $\sigma$ is the standard deviation of the selected action. Meanwhile, $\mu(s)$ is the action with the highest probability at the state $s$ and $\sigma$ represents the extent of exploration over all actions. Exploration and exploitation can be well balanced by exploiting the Gaussian distribution. Thus the policy can be modified through the process of updating $\mu(s)$.

To update $\mu(s)$, we extract a feature vector $\phi(s)$ from the current state as the input of the Actor neural network, which is expressed as:

$$\phi(s) = (c : \lambda : K)^T.$$  

(20)

The neural network will then output the normalized average of reserved channel thresholds, which is denoted by $\mu(s) = \{u_1, u_1', \cdots, u_\gamma, u_\gamma'\}$. Thus the policy can be further derived as a 2s-dimensional Gaussian probability distribution:

$$\pi_\xi(als) = \frac{1}{(\sqrt{2\pi} / 2)^s |\cos|^s (a - u(s))},$$

(21)
where $\text{Cov}$ is the covariance matrix with diagonal $\sigma^2$. Based on the policy, an action vector will be generated and the system will transit to a new state after a decision period $T_\Delta$.

2) Critic: The Critic is used to approximate the state-value function $V_\theta(s)$. Traditional RL uses $Q$-value tables to record state values, which will face the problem of dimensional explosion under the scenario of large state space. To cope with this problem, a neural network parameterized by $\theta$ is utilized to approximate the state-value function $V_\theta(s)$. In the critic process, $V_\theta(s)$ will be updated by updating parameters $\theta$.

To evaluate the gap between the actual value and the approximated value of the state-value function in the state $s$, the definition of TD-error is given as follows:

$$\delta_t = V_\theta(s^{t+1}) - V_\theta(s^t), \quad (22)$$

where $V_\theta(s^{t+1}) = r^{t+1} + \gamma V_\theta(s^{t+1})$ according to the bootstrapping method in the RL framework. To guide the updating of parameters and improve the performance, the objective of the critic process is designed to minimize the TD-error $\delta_t$ and can be re-expressed as:

$$\min \frac{1}{2} (\delta_t)^2. \quad (23)$$

$\theta$ is updated by the gradient descent method as follows:

$$\theta_{\text{new}} = \theta_{\text{old}} - \alpha_{\text{critic}} \nabla_\theta V_\theta(s^t). \quad (24)$$

where $\alpha_{\text{critic}}$ is the learning rate of the Critic.

3) Actor-Critic: The Actor updates the policy based on the state-value estimated by the Critic, while the Critic updates the state-value function according to the actions selected by the Actor and the state transitions generated by interactions with the environment. Besides, the performance of the Actor can be improved by replacing $\delta_t$ with an advantage function. Then the parameter update process in Actor can be rewritten as:

$$\nabla_\pi U(\pi_\xi) = \nabla_\xi \log \pi_\xi(a'|s') \delta_t, \quad (25)$$

$$\xi_{\text{new}} = \xi_{\text{old}} + \alpha_{\text{actor}} \nabla_\xi \log \pi_\xi(a'|s') \delta_t. \quad (26)$$

In summary, the proposed AC-DCRS is summarized as follows:

**Algorithm 1. AC-DCRS**

**Input:** $N, M, T, T_\Delta, \alpha, \alpha_{\text{actor}}, \alpha_{\text{critic}}, \lambda, \gamma$.

**Output:** Optimal dynamic adjustment policy $\pi_\xi$.

**Initialize:** $t = 0, n = 1, \xi = \xi_{\text{old}}, \theta = \theta_{\text{old}}, a = a_{\text{old}}, s = s_{\text{old}}, \Phi(s_0)$.

**Repeat:**

1. Action selection:
   - Input $\Phi(s')$ into the Actor network to get $\mu(s')$ and select action $a$, i.e., adjust the threshold once.

2. According to the threshold adjusted by action, control incoming calls, while ($t \leq nT_\Delta$):

   1) if a service call arrives, judge its service type and priority.

   2) determine whether the call access is successful by the corresponding threshold:

      a) if $c$ is less than the corresponding threshold, the call is admitted successfully and can be allocated a channel resource $c \leftarrow c + 1$;

      b) else the call is blocked.

   3) record the result of this call

   4) $t \leftarrow t + 1$.

3. State transition and reward feedback:

   1) obtain the access result in this $T_\Delta$.

   2) transition into the new state $s' = s^t + 1$.

   3) update state feature vector $\Phi(s')$.

   4) calculate the state-value function $V_\theta(s^{t+1}), V_\theta(s')$.

4. Update policy:

   1) Critic network calculates and outputs TD-error $\delta_t = r^{t+1} + \gamma V_\theta(s^{t+1}) - V_\theta(s^t)$.

   2) update Critic network parameters $\theta \leftarrow \theta - \alpha_{\text{critic}} \nabla_\theta V_\theta(s^t)$.

   3) update Actor network parameters $\xi \leftarrow \xi + \alpha_{\text{actor}} \nabla_\xi \log \pi_\xi(a'|s') \delta_t$.

   4. $n \leftarrow n + 1, s' \leftarrow s^{t+1}$.

**Until:** $t \geq T$.

### 3.3 Complexity Analysis

In this subsection, we analyze the computing and space complexity of AC-DCRS and compare it with three baseline algorithms, i.e., FCR, handover priority fixed channel reservation strategy (HPFCR) and DCR.

In FCR and HPFCR, the thresholds are fixed. In HPFCR, the handover calls are given higher priority, and the thresholds for new calls are set to the same value. After the initial setting, the thresholds of DCR will dynamically change according to the proportion of the number of calls of various services after the decision period $T_\Delta$ has passed. Its normalized threshold can be expressed as:

$$K_{\text{DCR}} = c' + \frac{1 - c'}{n} \left[ n_1, n_1', \ldots, n_1 + \cdots + n_i' \right]. \quad (27)$$

where $c'$ represents the normalized number of shared channels, which can be used by all calls, $n$ represents the total number of calls arrived, $n_i$ and $n_i'$ represent the number of new calls and handover calls of the $i$-th service respectively. As both FCR and HPFCR use a fixed threshold, the computing complexity is $O(1)$ and the space complexity is $O(s)$. On the other hand, DCR will dynamically change the threshold according to Eq. (27), and thus the computing complexity and space complexity are both equal to $O(s)$.

In our AC-DCRS, the neural networks are introduced to fit the policy function and the threshold is obtained according to the output feature vector. Specifically, we use a fully-
connected neural network including two dense hidden layers. Suppose the number of neurons of the two layers is \( N_L \) and \( N_{L'} \). The dimension of the input feature vector is \( 4s + 1 \) and the dimension of the output feature vector is \( 2s \). Therefore, the computing complexity is \( O(s^2 \times N_L \times N_{L'}) \). We need to store the weights and bias of the middle layer and the values of thresholds, which results in a space complexity of \( O(N_L + N_{L'} + s) \). By using additional space and computing resources, our AC-DCRS can intelligently adjust the threshold and achieve a better performance.

4 Performance Evaluation

4.1 Simulation Setting

We use a typical satellite system mobility model and basic assumptions, the parameters for the satellite communication network and the AC algorithm are shown in Tables 1 and 2 respectively.

4.2 Numerical Results

First, we examine the relationship between overall access failure probability \( O(t) \), which is approximately equal to the negative long-term accumulated reward, with the varying total call arrival rate \( \lambda \). As shown in Fig. 4, since our optimization objective is to minimize \( O(t) \), the greater \( O(t) \), the worse overall system performance. We can see that the proposed AC-DCRS algorithm can learn better admission control strategies and achieve better overall system performance, compared with FCR, HPFRCR, and DCR in most traffic scenarios. However, there is no obvious advantage in the scenarios of very low and high traffic loads. This is because AC-DCRS needs some trial-and-error interactions with the environment. Reducing the thresholds of low-priority services causes some call failures in low-traffic scenarios, and multiple next-highest priority services get admission to quickly filling up the channel, which affects the overall access failure probability in high-traffic load scenarios.

Next, we explore the relationship between the channel utilization and the average call success rate with the varying total call arrival rate \( \lambda \). From Figs. 5 and 6, we can find that the channel utilization increases with the traffic load, and the average call success rate decreases with the traffic load. We can

<table>
<thead>
<tr>
<th>Table 1. Simulation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Number of services ( s )</td>
</tr>
<tr>
<td>Number of beam cell channels</td>
</tr>
<tr>
<td>Average call duration parameter ( u )</td>
</tr>
<tr>
<td>Call arrival rate ratio ( p_{t}/p_{2}/p_{1} )</td>
</tr>
<tr>
<td>Decision period ( T_{a} )</td>
</tr>
<tr>
<td>Maximum number of calls ( N )</td>
</tr>
<tr>
<td>Balance factor ( \alpha_{b}, \alpha_{1} )</td>
</tr>
<tr>
<td>Balance factor ( \beta_{1}, \beta_{2}, \beta_{3} )</td>
</tr>
<tr>
<td>FCR normalized fixed threshold setting</td>
</tr>
<tr>
<td>HPFRCR normalized fixed threshold setting</td>
</tr>
<tr>
<td>DCR normalized initial threshold setting</td>
</tr>
<tr>
<td>Number of periods played</td>
</tr>
<tr>
<td>Total call arrival rate ( \lambda )</td>
</tr>
</tbody>
</table>

DCR: dynamic channel reservation
FCR: fixed channel reservation
HPFRCR: handover priority fixed channel reservation

<table>
<thead>
<tr>
<th>Table 2. AC algorithm parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Discount factor ( \gamma )</td>
</tr>
<tr>
<td>Learning rate of policy ( \alpha_{\text{acte}} )</td>
</tr>
<tr>
<td>Learning rate of value function ( \alpha_{\text{crit}} )</td>
</tr>
<tr>
<td>Action selection variance ( \sigma )</td>
</tr>
</tbody>
</table>

AC: Actor-Critic
also find that AC-DCRS outperforms FCR, HPFCR, and DCR in these two aspects. This is because AC-DCRS can well balance the call admission of all services from the level of the entire system. Ensuring the admission of high-priority service calls makes as many calls of multiple services as possible get admission.

We assume that the total call arrival rate changes dynamically at a certain time frequency. The initial total call arrival rate is 8 calls/s, and the range of change is \([\lambda_1 - 2, \lambda_1 + 2]\), where \(\lambda_1\) is the current total call arrival rate. As shown in Fig. 7, the AC-DCRS can achieve better system performance in different dynamic scenarios, compared with comparison algorithms. This is because our AC-DCRS can learn the optimal admission control strategy under the current traffic and can adjust the threshold in real time.

Finally, we show the convergence of the value function in the AC-DCRS algorithm. We separately consider the convergence in the small state space \((C = 20)\) and big state space \((C = 100)\) cases. We observe the dynamic change of the state-value function at a certain state as the Critic evolves. As shown in Fig. 8, we can find that after certain training steps, the value function converges. The convergence speed varies with the sizes of state space, for the reason that it requires more iterations to traverse a larger state space to reach optimal strategy. In addition, the obtained strategy through training can be applied to similar scenarios in different satellite beam cells. The training data of different satellite beam cells in similar scenarios can be shared for migration training, which will accelerate the convergence to the optimal strategy.

5 Conclusions

In this paper, we have proposed a dynamic channel reservation strategy AC-DCRS based on the Actor-Critic algorithm to realize intelligent admission control in a satellite network. AC-DCRS can learn an optimal admission policy for both new calls and handover calls with different service priorities, which will improve the performance of both the user side and the network. Numerical results show that our proposed AC-DCRS algorithm achieves better long-term overall system performance, average call success rate, and channel utilization under different traffic conditions and dynamic scenarios compared with traditional channel reservation strategies.
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