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Abstract: Unsourced random access (URA) is a new perspective of massive access which aims at supporting numerous machine-type users. 
With the appearance of carrier frequency offset (CFO), joint activity detection and channel estimation, which is vital for multiple-input and 
multiple-output URA, is a challenging task. To handle the phase corruption of channel measurements under CFO, a novel compressed sensing 
algorithm is proposed, leveraging the parametric bilinear generalized approximate message passing framework with a Markov chain support 
model that captures the block sparsity structure of the considered angular domain channel. An uncoupled transmission scheme is proposed to 
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that the proposed transmission design for URA under CFO outperforms other potential methods.
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1 Introduction

Massive machine-type communication (mMTC) [1], 
also known as massive access[2], is one of the three 
typical application scenarios in the 5G mobile com⁃
munication system. MMTC aims at establishing re⁃

liable communications for a massive number of cheap devices 
with sporadic data stream patterns and short packet length, 
which is quite different from conventional human-type commu⁃
nications (HTC). Hence, the design of efficient massive con⁃
nectivity schemes requires investigating novel theories and 
paradigms.

To reduce signaling overhead and latency, existing mMTC 
schemes generally follow a grant-free random access (RA) pro⁃
tocol[3] where users directly transmit data to the base station 
(BS) without any approval. One type of grant-free RA 
scheme[4–6] allocates unique pilots as identities to users; they 
are sent first as preambles for activity detection (AD) and 
channel estimation (CE). Data transmission happens in the 
next stage leveraging efficient RA techniques like sparse code 
multiple access (SCMA) [7] with individual user codebooks. A 
novel paradigm of unsourced random access (URA) was first 

addressed in Ref. [8]. Different from pilot-based RA schemes, 
URA users are forced to use the same codebook for data trans⁃
mission. Since the transmitted codewords contain no user iden⁃
tities, the BS only acquires a list of transmitted messages with⁃
out linking them to specific active users. A finite block-length 
(FBL) achievability bound was derived in Ref. [8], and it is 
found that there exists an important gap between conventional 
RA schemes like ALOHA and the benchmark.

It is evident that an intuitive URA scheme is closely related 
to a compressed sensing (CS) recovery problem, involving AD 
to the set of codewords each linked to a potential message se⁃
quence. However, directly applying CS techniques is impracti⁃
cal because the codebook size grows exponentially to the mes⁃
sage length. To approach the FBL bound with manageable 
complexity, the coded compressed sensing (CCS) framework[9] 
is investigated which couples an outer tree code and an inner 
CS code. More specifically, each datum is partitioned into sev⁃
eral sub-blocks; they are coupled by appending parity check 
bits generated from linear block coding, thereby forming frag⁃
ments to be sent over multiple slots using a common code⁃
book. The BS detects codeword activity via a CS recovery 
method, and then reconstructs the original messages by a tree-
based forward error correction strategy.

Utilizing a large number of antennas at the BS, the massive This work was supported by the ZTE Industry⁃University⁃Institute Cooper⁃
ation Funds under Grant No. HC⁃CN⁃20201116001.
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multiple-input and multiple-output (MIMO) technology pro⁃
vides high spatial resolution within the same time/frequency 
resource to increase spectral efficiency. Different from addi⁃
tive white Gaussian noise (AWGN) channels, it requires chan⁃
nel estimation for detection under MIMO fading channels, 
forming URA a joint AD and CE (JADCE) problem that is con⁃
sidered as a multiple measurement vector (MMV) problem and 
solved by CS algorithms like approximate message passing 
(AMP) [4]. Leveraging channel structural sparsity in the virtual 
angular domain, Ref. [5] presented a performance gain by per⁃
forming AD at the spatial domain and CE at the angular do⁃
main. Promoting the CCS-based URA to the massive MIMO 
scenario, the work of Ref. [10] introduced a covariance-based 
paradigm and proposed a maximum likelihood decoder esti⁃
mating large-scale fading coefficients (LSFCs) for AD. Ref. 
[11] further promoted the case of independent and identically 
distributed (i.i.d.) channels considered in Ref. [10] to the case 
of correlated channels. Leveraging the rich spatial information 
reserved in multiple antennas, Refs. [12 – 14] captured the 
strong similarity/correlation between slot-wise user channels 
and proposed uncoupled URA transmission schemes. In Refs. 
[13] and [14], the authors considered the angular domain 
MIMO channel and proposed an expectation-maximization-
aided generalized approximate message passing algorithm 
with a Markov random field support structure (EM-MRF-
GAMP) for JADCE. The similar statistics of slot-wise channels 
of each user couple the split message fragments, which elimi⁃
nates the need for redundancies to improve the coding rate. 
Accordingly, message stitching takes on the form of a cluster⁃
ing decoder, recognizing slot-distributed channels of each ac⁃
tive user based on similarity. Eliminating the need for redun⁃
dancies in CCS, the uncoupled URA schemes[12–14] achieve 
higher coding rates and spectral efficiency.

Unfortunately, all the above works consider an ideal sce⁃
nario where users are perfectly synchronized with the BS. 
However, caused by the mismatch between the carrier frequen⁃
cies of the local oscillators at users and the BS, carrier fre⁃
quency offset (CFO) inevitably exists. CFO corrupts the phase 
of channel measurements and imposes significant contamina⁃
tion on the JADCE results. Few works in the context of mas⁃
sive access address the issue of CFO estimation. In Ref. [15], 
the authors adopted a Lasso-based method for CFO estima⁃
tion, but only focused on the AD results. The authors of Ref. 
[16] introduced a CS method for JADCE under CFO in the 
framework of orthogonal frequency division multiple access 
(OFDMA). The key idea is to expand the measurement matrix 
with a finite number of discrete frequency offsets sampled in 
the possible region. The JADCE problem as a generalized 
MMV problem with structured sparsity is then solved by the 
proposed structured-GAMP algorithm. However, the CFO esti⁃
mation in Ref. [16] is discrete, and the measurement matrix 
size will increase accordingly in URA applications, resulting 
in greater computational complexity. To our knowledge, no ex⁃

isting work has discussed URA under CFO.
In this paper, confronted with the issue of CFO, we formu⁃

late URA as a JADCE problem with a bilinear signal detection 
structure. We consider the MIMO channel in the angular do⁃
main to promote the sparsity of the CS problem. A novel CS al⁃
gorithm termed Markov-chain-aided parametric bilinear gener⁃
alized approximate message passing (MC-PBiGAMP) is pro⁃
posed for JADCE, which captures the clustered sparsity struc⁃
ture of the angular domain channel. An uncoupled transmis⁃
sion design for URA is then employed to reduce system com⁃
plexity. With messages divided for slotted emitting, data list 
reconstruction is conducted in the form of a clustering decoder 
leveraging unique channel statistics. Simulation results show 
that the proposed method outperforms state-of-the-art ap⁃
proaches in terms of JADCE and reaches reliable URA system 
performance.

The rest of the paper is organized as follows. The URA sys⁃
tem model is given in the next section. In Section 3, the MC-
PBiGAMP algorithm is proposed for JADCE under CFO. 
Then, the uncoupled URA transmission design of low com⁃
plexity is discussed in Section 4. Numerical results are pre⁃
sented in Section 5, followed by concluding remarks drawn in 
Section 6. Throughout this paper, the j-th column and i-th row 
of matrix X are denoted by x j and x i,:, respectively, and the 
(i, j )-th entry of X is represented by xi,j ; (∙)T, (∙) *, and (∙)H 
stand for the conjugate, transpose, and conjugate transpose, re⁃
spectively. Denote  x  the Euclid norm of vector x, and  ∙ 2 and  ∙ F represent the the l2-norm and the Frobenius norm, re⁃
spectively. For an integer X > 0, the shorthand notation [X] 
stands for the set {1,2,⋯, X }. Finally, CN ( x ; x̂, μx ) signifies 
the complex Gaussian distribution of a random variable x with 
mean x̂ and variance μx.
2 System Model

In this paper, we consider an uplink transmission scenario 
where Ka active users communicate to a single BS equipped 
with a uniform linear array (ULA) of M half-wavelength 
spaced antennas. The channel h͂k ∈ CM between the k-th user 
and the BS is described on a geometric basis as[5]

h͂k = ρk ∑l = 1
L gk,l e (θk,l), (1)

where ρk is the LSFC which follows the standard Log-distance 
path loss model as log10 ρk = -128.1 - 37.6log10(Dk ) with dis⁃
tance Dk measured in km, gk,l~CN (0, 1) is the complex path 
gain of the l-th path, θk,l ∈ [-π/2, π/2 ] is the angle of arrival 
(AOA), and e (θk, l ) is given by
e (θk, l) = 1

M
[1, e- jπsinθk,l,⋯, e- jπ ( M - 1)sinθk,l ] T

. (2)
The spatial domain channel can be transformed to the angu⁃
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lar domain by
hk = U H

M h͂k , (3)
where U H

M is the M-dimensional discrete Fourier transform 
(DFT) matrix. The angular domain channel is sparse with few 
elements of dominant magnitude. This is attributed to the high 
spatial resolution of massive MIMO, leveraging large-scale an⁃
tennas against finite propagation paths. Also, due to the spec⁃
tral leakage of DFT, the angular domain channel reveals a 
clustered sparsity structure with nonzero elements spaced ad⁃
jacent to dominant elements[17].

In the URA scenario, active users pick up codewords/col⁃
umns from a common codebook/coding matrix to transmit the 
B-bit payload. We choose to generate the common codebook 
by the sparse regression code[18]. Each entry of the codebook 
A = [ a1,⋯, a2B ] ∈ CN × 2B is generated from an i. i.d. Gaussian 
distribution CN (1, 1/N ) such that E{ a 2

2} = 1. We assume 
that oscillators at users are synchronized to the same fre⁃
quency through calibration[19–20], i. e., CFOs are the same for 
all users. Considering a block fading channel where channel 
coefficients remain unchanged in N symbol transmissions, the 
received signal at the BS under CFO is represented as
Y͂ = ∑k

diag (τ ( ω ) )a ik
h͂T

k + W͂ = diag (τ ( ω ) )ABH͂ + W͂ , (4)
where ω ≜ 2πΔfT with Δf the frequency offset between users 
and the BS in Hz and T the sampling period, τ ( ω ) =
[1, ejω,⋯, ej (N - 1) ω ]T is the corresponding phase rotation vector 
due to CFO, B ∈ { 0,1 }2B × Ka is a selection matrix, H͂ =
[ h͂1,⋯, h͂Ka ]T ∈ CKa × M, and W͂ is the AWGN matrix with ele⁃
ments generated from i.i.d. CN (0, σ2

w ). The (ik, k)-th entry of 
B is nonzero only if the k-th user transmits the information se⁃
quence mk with decimal (mk ) = ik, where decimal (mk ) is the 
the radix ten equivalent of mk. The received signal in the angu⁃
lar domain can be calculated as
Y = diag (τ ( ω ) )ABH͂U *

M + W͂U *
M = diag (τ ( ω ) )ABH + W,

(5)
where H = [ h1,⋯, hKa ]T, and W ≜ W͂U *

M is the equivalent 
noise matrix.
3 Proposed Algorithm for JADCE under CFO

3.1 Problem Formulation and Probability Model
Data detection in URA is to determine which column of A is 

transmitted. For better illustration, we rewrite Eq. (5) as
Y = diag (U *

N|c) AX + W = Z + W, (6)
where UN is the N-dimensional DFT matrix, c = U T

Nτ ( ω ) is 

sparse due to the Vandermonde structure of τ ( ω ), X ≜ BH, 
and Z ≜ diag (U *

Nc) AX. Since Ka ≪ 2B, X is row sparse. Fur⁃
thermore, the sparse rate of X is promoted due to the sparsity 
of angular domain channels. Our purpose is to recover sparse 
c and X from the noisy observation Y with known UN and A, 
recognized as a CS recovery problem. Note that the URA re⁃
ceiver does not attempt to link the message to its source de⁃
vice, therefore, we do no need to reconstruct B.

To solve the structured-matrix estimation problem, we start 
with reformulating the random variable dependency corre⁃
sponding to Eq. (6), taking on the form

zn,m = ∑i = 1
N ∑j = 1

2B

ci z(i, j )
n,m xj,m , (7)

where z( )i, j
n,m ≜ un,ian,j is an element of a third-order tensor 

{ z ( )i,j
n = [ z( )i, j

n,1 ,⋯,z( )i, j
n,M ]T }∀i,j . For the sparse vector c , we assign 

a Bernoulli-Gaussian prior to each independent component 
ci , i.e.,

p (ci ) = λc δ (cn ) + (1 - λc )CN (0, σ2
c ) , (8)

where λc is the sparsity fraction of c and δ (∙) represents the 
Dirac-delta function. Similarly, a Bernoulli-Gaussian prior is 
used to model the conditional probability

p ( xj, m|sj, m ) = δ ( xj, m ) δ ( sj, m + 1) +
CN ( xj, m ; 0, σ2

x ) δ ( sj, m - 1) , (9)
where sj, m ∈ {-1, 1 } is the binary state of xj, m with sj, m = ±1 
signifying that xj, m is nonzero/zero. To capture the clustered 
sparsity of the angular domain channel support s j, : =
[ sj, 1,⋯, sj, M ], we employ the Markov chain (MC) model[21] as 
follows

p ( s j, :) = p ( sj,1 )∏m = 2
M p ( sj, m|| |sj, m - 1 ) , (10)

where the transition probability p ( sj, m|sj, m - 1 ) is given by

p ( sj, m| sj, m - 1 ) =
ì
í
î

ïïïï

ïïïï

( )1 - p01
1 - sj,m psj,m01 , sj, m - 1 = 0

( )1 - p10
sj,m p1 - sj,m01 , sj, m - 1 = 1 , (11)

and p ( sj,1 ) is initialized as a steady-state distribution with 
p ( sj,1 = 0) = p10 ( p01 + p10 ) and p ( sj,1 = 1) = p10 ( p01 + p10 ). 
The MC model depicts the average cluster size and the aver⁃
age gap between two clusters by parameters p10 and p01, re⁃
spectively. A smaller value of p10 indicates a larger cluster 
length and a smaller value of p01 leads to a larger average gap 
between two clusters. And in general, the sparsity of x is mea⁃
sured as λx ≜ p10 ( p01 + p10 ).
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Following the Bayesian theory, we derive the posterior prob⁃
ability density of c and X given Y as

p(c, X |
|Y ) ∝ ∏n, m p ( )yn, m| zn, m ∏i

p ( )ci ∏j
p ( )x j,:| s j,: p ( )s j,: . (12)

The variable dependencies are shown in a factor graph in 
Fig. 1. Performing the minimum mean square error (MMSE) or 
maximum a posteriori (MAP) estimation of Eq. (12) is imprac⁃
tical since it comes down to marginalizing a joint distribution 
with high dimensions. Therefore, we use an approximate mes⁃
sage passing approach that is detailed in Section 3.2.
3.2 Approximate Message Passing Algorithm for Signal 

Reconstruction
PBiGAMP[22] employs loopy belief propagation (BP) over 

the factor graph to make approximate inferences of the mar⁃
ginal. According to the sum-product rule and the central limit 
theorem (CLT), messages passed between the edges of the fac⁃
tor graph possess Gaussian approximations under the large 
system limit assumption (i.e., 2B → ∞). Message-passing com⁃
ponent updates are given in Algorithm 1.
Algorithm 1. MC-PBiGAMP for JADCE under CFO
Input: Y, A, UN, Tmax, Tmc, τ
Initialize: ∀n,m: ŝn,m(0) = 0, ∀i, j, m: choose x̂ j, m(1),  μx

j, m(1), 
ĉi(1),  μc

i (1)
for t = 1,⋯,Tmax do
  ∀n,m,i: ẑ( )i,*

n,m ( t) = ∑j = 1
2B

z( )i, j
n,m x̂j,m ( t )

  ∀n,m, j: ẑ( )*, j
n,m ( t) = ∑i = 1

N ĉi( t) z( )i, j
n,m

  ∀n,m: ẑ( )*,*
n,m ( t) = ∑i = 1

N ĉi( t) ẑ( )i,*
n,m ( )t = ∑j = 1

2B

ẑ( )*, j
n,m ( t) x̂ j,m( )t

  μ̄p
n,m( t) = ∑i = 1

N μc
i ( t) || ẑ( )i,*

n,m |( )t
2 + ∑j = 1

2B

μx
j,m( t) | ẑ( )*, j

n,m |( t) |2

  μp
n,m( t) = μ̄p

n,m( t) + ∑i = 1
N μc

i ( )t ∑j = 1
2B

μx
j, m( )t | z( )i, j

n, m |2

  p̂n,m( t) = ẑ( )*,*
n,m ( t) - ŝn,m( t - 1) μ̄p

n,m( t)
  μz

n,m( t) = Var{zn,m|Y ; p̂n,m( t) , μp
n,m( t) , σw}

  ẑn,m( t) = E{zn,m|Y ; p̂n,m( t) , μp
n,m( t) , σw}

  μs
n, m( t) = (1 - μz

n, m( t) /μp
n, m( t) ) /μp

n, m( t)
  ŝn, m( t) = ( ẑn, m( t) - p̂n, m( t) ) /μp

n, m( t)
  ∀j,m: μr

j,m( t) = (∑n = 1
N μs

n,m( t) | ẑ( )*, j
n, m ( t) |2 )-1

-        
   μr

j,m( t) x̂ j,m( t)∑n = 1
N μs

n,m( )t ∑i = 1
N μc

i ( )t | z( )i, j
n,m |2

  ∀i: μq
i ( t) = (∑n = 1

N μs
n,m( t) | ẑ( )i,*

n,m |( t) |2 )-1 -
  μq

i ( t) ĉi( t)∑n = 1
N ∑m = 1

M μs
n,m( )t ∑j = 1

2B

μc
i ( )t | z( )i, j

n,m |2

  ∀j,m: μx
j,m( t + 1) = Var{xj,m|Y ; r̂ j,m( t) , μr

j,m( t) , ρj,m( t) , σx}
  x̂ j,m( t + 1) = E{xj, m|Y ; r̂ j, m( t) , μr

j, m( t) , ρj,m( t) , σx}
  ∀i: μc

i ( t + 1) = Var{ci|Y ; q̂i( t) , μq
i ( t) , λc, σc}

  ĉi( t + 1) = E{ci|Y ; q̂i( t) , μq
i ( t) , λc,σc}

if  Ẑ( )*,* ( )t - Ẑ( )*,* ( )t - 1 2
F

≤ τ Ẑ( )*,* ( )t
2
F
, stop

end for
Output: ĉ = ĉ ( t), X̂ = X̂ ( t)

The reader can refer to Ref. [22] for detailed derivations. 
Briefly, the calculation of messages from all variable nodes 
{ ci }∀i and { xj,m }∀j.m to factor node p ( yn,m|zn,m ) takes on the form 
of a complex Gaussian distribution CN ( zn,m ; p̂n,m, μp

n,m ). With 
p ( yn,m|zn,m ) = exp(- yn,m - zn,m

2 /σ2
w )/πσ2 under AWGN, the 

marginal posterior p ( zn,m|Y ) is inferred as
p ( zn,m|Y ; p̂n,m, μp

n,m, σw ) = CN ( zn,m ; ẑn,m, μz
n,m ) , (13)

with
ẑn,m = μp

n,m yn,m + σ2
w p̂n,m

μp
n,m + σ2

w  , (14)

μz
n,m = μp

n,m σ2
w

μp
n,m + σ2

w , (15)
where ŝn,m and μs

n,m are the scaled residual and the residual 
variance, respectively. Again, the message from factor node 
p ( yn,m|zn,m ) to variable node ci is approximately Gaussian 
(CN (ci ; q̂i, μq

i )). We reach the estimation of the posterior 
mean and variance of p (ci|Y ) as

ĉi = E{ci|Y ; q̂i, μq
i ,λc, σc} = λc

q̂i σ
2
c

μq
i + σ2

c  , (16)

μc
i = Var{ci|Y ; q̂i, μq

i , λc, σc} = λc
μq

i σ2
c

μq
i + σ2

c

+ λc( )1 - λc || ĉi

2.
(17)▲Figure 1. Factor graph for Bayesian inference

（a） （b）
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As for messages passed within the MC model, the input, i.e., 
the message from variable node xj,m to factor node p ( xj,m|sj,m ) is 
a complex Gaussian distribution with mean r̂ j,m and variance 
μr

j,m. Then, we have the message from factor node p ( xj,m|sj,m ) to 
variable node sj,m computed as

υj,m = ρj,m δ ( sj, m - 1) + (1 - ρj,m ) δ ( sj, m + 1) , (18)
where

ρj, m =
æ

è

ç

ç

ç
çç
ç
ç

ç

ç

ç1 + CN ( )0 ; r̂ j,m, μr
j,m

∫ xj,m
CN ( )xj,m ; 0, σ2

x CN ( )xj,m ; r̂ j,m, μr
j,m

ö

ø

÷

÷

÷
÷÷
÷
÷

÷

÷

÷
-1

. (19)
The forward message passing over MC s j, : is conducted in a 

recursive way as follows[21]

φ j,1 = λx = p01
p01 + p10  , (20)

φ j,m = p01( )1 - ρj,m - 1 ( )1 - φ j,m - 1 + p11 ρj,m - 1 φ j,m - 1

( )1 - ρj,m - 1 ( )1 - φ j,m - 1 + ρj,m - 1 φ j,m - 1 . (21)
The backward message passing is performed in a simi⁃

lar way[21]:
φ j,M = 1

2, (22)

φ j,m =
p10( )1 - ρj,m + 1 ( )1 - φ j,m + 1 + ( )1 - p10 ρj,m + 1 φ j,m + 1

( )p00 + p10 ( )1 - ρj,m + 1 ( )1 - φ j,m + 1 + ( )p11 + p01 ρj,m + 1 φ j,m + 1 . (23)

Subsequently, the message from variable node sj,m to factor 
node p ( xj,m|sj,m ) is represented as

υj,m = ρj,m δ ( sj,m - 1) + (1 - ρj,m ) δ ( sj,m + 1) , (24)
where

ρj,m = φ j,m φ j,m

( )1 - φ j,m ( )1 - φ j,m + φ j,m φ j,m . (25)
After that, the output of the MC support estimation module, 

i.e., the message from factor node p ( xj,m|sj,m ) to variable node 
xj,m is expressed as a Bernoulli-Gaussian distribution 
ρj,mCN ( xj,m ; 0, σ2

x ) + (1 - ρj,m )δ ( xj,m ). Finally, we calculate 
the posterior mean and variance of p ( xj,m|Y ) as[13]

x̂ j,m = E{xj,m|Y ; r̂ j,m, μr
j,m, ρj,m, σx} = ρj,m

r̂j,m σ2
x

μr
j,m + σ2

x , (26) 

μx
j,m = ρj,m

μr
j,m σ2

x

μr
j,m + σ2

x

+ ρj,m(1 - ρj,m ) | x̂ j,m |2. (27)
The above message components are updated iteratively un⁃

til a certain stopping criterion is satisfied. The worst-case com⁃
plexity order of the proposed algorithm per iteration is 
O (2B N 2 M ). With X̂ (the estimation of X ), the active code⁃
words are determined as

X = { j: x̂ j

2 > ϕ,  j ∈ [2B ]}, (28)
where ϕ > 0 is the threshold.
4 Uncoupled URA Transmission Scheme 

for Complexity Reduction
Since the size of common codebook A grows exponentially 

in B, it is computationally infeasible for any CS algorithm to 
perform AD among the codebook accommodating even small-
sized messages (e.g., B = 100 bit). Many URA works take the 
divide-and-conquer strategy and utilize a concatenated coding 
scheme termed CCS. Specifically, each long message bit se⁃
quence is split into several fragments of amenable length for 
slotted transmission. These fragments are coupled by append⁃
ing parity check bits generated by pseudo-random linear com⁃
binations of message bits from previous fragments. The de⁃
coder first determines transmitted fragments of each slot and 
then combines slot-wise fragments into the entire message 
based on a tree decoding process. With the help of the high 
spatial resolution provided by massive MIMO, it is suggested 
in Refs. [13] and [14] that the massive MIMO channels in the 
angular domain already offer adequate information to combine 
fragments scattered among different transmission slots. The 
sparsity and magnitude of each entry of angular domain chan⁃
nel vectors indicate angular propagation patterns unique to 
each active user. Assuming these channel statistics to be al⁃
most unchanged within the URA uplink transmission period, 
the message stitching process can be conducted in the form of 
clustering recovered channels into groups of each active user.

Following the uncoupled URA scheme in Refs. [13] and 
[14], we divide each B-bit message into S fragments of length 
J = B/S, which are encoded for transmission in the coherent 
block of length N = NS S. The designed low-complexity URA 
receiver under CFO in this paper reconstructs the emitted 
message list by taking the following two steps: 1) after each 
transmission slot, performing JADCE to the received signal 
via the proposed MC-PBiGAMP algorithm with downsized 
common coding matrix A͂ ∈ CNS × 2J; 2) reconstructing the en⁃
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tire message sequence by combining slot-wise codewords ac⁃
cording to the similarity of their corresponding channels. In 
the rest of the section, we discuss the slot-balanced K-means 
algorithm designed for message stitching.
4.1 Slot-Balanced K-Means for Clustering-Based Mes⁃

sage Stitching
We consider an ideal case where no users transmit identical 

data in the same transmission slot. Therefore, Ka codewords 
are exactly judged to be active in every slot. The purpose of 
the decoder is to classify active codewords into Ka groups 
based on the similarity of their corresponding channel vectors. 
During the clustering process, two obvious constraints must be 
satisfied: 1) Channels from the same slot cannot be assigned to 
the same group; 2) each group must be composed of S chan⁃
nels at the end of the clustering.

Slot-balanced K-means algorithm[14] is tailored for the appli⁃
cation scenario, performing assignment steps on a per-slot ba⁃
sis and obtaining groups with identical numbers of compo⁃
nents. To meet Constraint 2 in K-means, the assignment step 
is performed slot by slot, i. e., all Ka active channels recog⁃
nized in the same slot are simultaneously allocated to Ka groups. Then, the assignment problem with Constraint 1 is 
equivalent to the minimum bipartite matching problem, which 
can be well solved by the Hungarian algorithm[23]. We define 
g s

k ∈ CM the k-th active channel vector at the s-th slot, 
ck' ∈ CM the k'-th group center, and C = [ c1',⋯, cKa ]. The in⁃
put D ∈ CKa × Ka of the Hungarian algorithm is calculated as 
each element dk,k' =  gk - ck' 2. The output of the algorithm 
is a binary matrix Γ ∈ {0, 1}Ka × Ka with the (k, k')-th element 
γk,k' = 1 suggesting that the k-th channel belongs to the k'-th 
group. There is exactly one nonzero element within each row 
and each column of Γ. Then, with the assignment result, each 
group center is updated as the mean of its constituent channel 
vectors. The algorithm iteration stops when the maximum num⁃
ber of iterations is reached or there are no further changes in 
center locations. The algorithm complexity is dominated by 
the Hungarian algorithm ( )O ( K 3a )  and yields the order of 
O (SK 3a ).
4.2 Codeword Collision Resolution

Codeword collision happens when more than one user 
chooses to send the same codeword at the same time. The cor⁃
responding channel to the reused codeword is the sum of all 
competitive user channels. The key idea to resolve codeword 
collision is to identify contaminated channels: they usually 
have a longer sum distance from all group center points. With 
a carefully designed data split profile, the probability that 
more than two users choose to send the same codeword tends 
to be zero. Therefore, if Ks < Ka channels are determined ac⁃
tive, we recognize Ka - Ks channels having the largest aggre⁃
gated distance to all center points as contaminated channels, 

and the corresponding distance row vectors are duplicately 
added to the original distance matrix to complete a square ma⁃
trix as algorithm input. However, after data partitioning, the 
center points of groups involving contaminated channels can⁃
not be updated directly. Luckily, the original center points 
containing representative user channel statistics can be used 
to eliminate interfering channels. Specifically, a unique angu⁃
lar domain channel support pattern is extracted from the corre⁃
sponding center by selecting entries { cm, m ∈ M } that con⁃
centrate most (e. g., 95%) of the energy, i. e., the elements in 
M are chosen as ∑M| cm |2 > 0.95 c 2

2. Then, only elements 
within the set { gk,m, m ∈ M } are taken for center location up⁃
date. The complete algorithmic iteration steps are summarized 
in Algorithm 2.
Algorithm 2. Slot-balanced K-means for message stitching
Input: {g s

k: k ∈ [|X s | ] , s ∈ [ S ]}, Tc
Initialize: C (0, S ) = [ c1 (0, S ),⋯, cKa (0, S ) ]
for t = 1,⋯, Tc do
  Set C ( t, 0 ) = C ( t - 1, S )
  for s = 1,⋯, S do
  Compute D with elements dk,k' =  g s

k - ck'

  if Ks < Ka then
         Add Ka - Ks rows with the largest sum of elements 
  end if
  Execute Hungarian algorithm with input D and output Γ
  if Ks < Ka then

         ∀k': ck'( t, s) = 1
s
é
ë( s - 1) ck'( t, s - 1) + ∑k = 1

Ka γk,k'g
s
k
ù
û

   else

∀k': ck'( t, s) = 1
s
é
ë( s - 1) ck'( t, s - 1) +

∑k = 1
Ka γk,k'diag ( v1,⋯, vM ) g s

k
ù
û, where vm ∈ {0. 1} is nonzero 

when m ∈ M( t, s - 1)
     end if
  end for
  if C ( t, S ) = C ( t - 1, S ), stop
end for
Output: Partitioning of the data set
5 Simulation Results

In simulations, we consider a URA system with Ka = 50 ac⁃
tive users randomly and uniformly located in a cell with the ra⁃
dius of 1 km. User channels are generated based on Eq. (1), 
where L=4. Each active user sends a 100 bit message which is 
divided into S = 10 fragments of length J = 10. Accordingly, 
the common codebook A͂ for data transmission is an i. i. d. 
Gaussian matrix of size 100 × 210. The CFO parameter ω is 
chosen uniformly from the range (-0.0133, 0.0133)[16].

We first examine the proposed MC-PBiGAMP for JADCE 
under CFO. As the stopping criteria for the iterative algorithm, 
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we set Tmax =  100, Tmc =  20, and the precision tolerance τ =
10-4. Since we focus on whether active codewords are properly 
determined, the misdetection rate is used as the AD perfor⁃
mance metric, i.e.,

Pm = ||A ∖ X
||A  , (29)

where A is the set of indexes of active codewords. The algo⁃
rithm in the aspect of CE is assessed by the normalized mean 
square error (NMSE) of the recovered active channels, i. e., 
NMSE =  X̄ - Xa

2
F

 X̄
2
F
, where X̄ is the original channel 

matrix arranged according to the indexes in Eq. (28), and Xa is 
the estimated active channel matrix. The NMSE performance 
of MC-PBiGAMP in each iteration is exhibited in Fig. 2. We 
observe that the proposed algorithm converges around 65–74 
iteration rounds under different signal-to-noise ratios (SNRs).

For comparison, we appeal to the method in Ref. [16]. To 
deal with the influence of CFO, the discrete CFO parameters 
[ ω1,⋯ ωR ] with R = 9 are uniformly sampled from the pos⁃
sible range. JADCE is then performed using the MMV-GAMP 
algorithm[14] with the measurement matrix constructed by ex⁃
panding the original one with these sampled frequency offsets. 
We also investigate the PBiGAMP algorithm[22] with no sup⁃
port structure for JADCE. The JADCE performance of the 
aforementioned methods versus the SNR 
or the number of measurements Ns is de⁃
picted in Fig. 3. The proposed MC-
PBiGAMP algorithm outperforms the 
original PBiGAMP algorithm as we take 
into account the correlation between ad⁃
jacent angular domain channel elements 
by the MC support model. Although MC-
PBiGAMP with respect to the AD perfor⁃
mance is about the same as MMV-
GAMP in Ref. [16], the advantage lies in 
that it only needs to handle a CFO esti⁃
mation problem of scale 2J × Ns × M 
compared with the latter of scale D ×
2J × Ns × M. It is indicated in Fig. 3(c) 
that the misdetection rates of both algo⁃
rithms decrease significantly when Ns >
Ka. This coincides with the scaling law 
of AMP that requires measurements to 
reliably identify a subset of Ka active 
codewords among a set of size 2J scales 
as Ns = O (Kalog 2J

Ka ), i. e., Ns is almost 
linearly with Ka.The error rate of URA transmission is 
defined as the average per user probabil⁃
ity of error (PUPE)[8], i.e.,

PUPE = E
ì
í
î

ïï

ïï

||L ∖ { }m ( )k , k ∈ Ka
||L

ü
ý
þ

ïïïï

ïï , (30)
where m (k ) is the message of the k-th active user in the set 
Ka, and L is the recovered message list. Fig. 4 presents the er⁃
ror rates of uncoupled compressed sensing (UCS) schemes le⁃

NMSE: normalized mean square error     SNR: signal-to-noise ratio
▲Figure 2. NMSEs versus the iteration number under different SNRs 
with M=32, Ns=100, and Ka=50

▲Figure 3. Joint AD and CE (JADCE) performance of various algorithms with M=32, Ka=50 

MC-PBiGAMP: Markov-chain-aided parametric bilinear generalized approximate message passing MMV-GAMP: multiple measurement vector-generalized approximate message passing NMSE: normalized mean square error SNR: signal-to-noise ratio

(a) Misdetection rate versus SNR with Ns = 100 (b) NMSEs versus SNR with Ns=100

(c) Misdetection rate versus Ns with SNR=5 dB (d) NMSEs versus Ns with SNR=5 dB
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veraging different algorithms for JADCE under CFO. As re⁃
vealed in Fig. 4, the proposed UCS scheme with PBiGAMP 
reaches the best system performance with spectral efficiency 
Ψ = BKa /SNs = 5 bit/s per channel use. Fig. 4 also indicates 
that PUPE improves significantly when the number of receiv⁃
ing antennas is increased. It is due to the higher resolution of⁃
fered by massive antennas, which not only makes the CS para⁃
digm sparser but also provides more dimensional information 
for measuring channel similarity. We also draw in Fig. 4 the 
error rate of URA under no CFO using the method of Ref. [13] 
as the baseline. It is shown that the proposed approach under 
CFO pays 0.4 dB (for M = 32) to 1.2 dB (for M = 64) in terms 
of SNR to achieve the target PUPE = 0.05 compared with the 
benchmark.
6 Conclusions

This paper investigates MIMO URA countering the influ⁃
ence of CFO. We formulate URA under CFO as a CS recovery 
problem with a bilinear graphic structure. The MC-PBiGAMP 
algorithm is first employed for JADCE with an MC support 
structure to model the clustered sparsity of the considered an⁃
gular domain channel. Then, an uncoupled transmission proto⁃
col is adopted to reduce the computational burden, where mes⁃
sages are split into several fragments for slotted transmission 
and stitched together upon clustering user channels. We show 
by simulations that the proposed scheme is capable of con⁃
ducting reliable URA transmission under CFO.
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