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Abstract: Traditional named entity recognition methods need professional domain knowl⁃
edge and a large amount of human participation to extract features, as well as the Chinese
named entity recognition method based on a neural network model, which brings the prob⁃
lem that vector representation is too singular in the process of character vector representa⁃
tion. To solve the above problem, we propose a Chinese named entity recognition method
based on the BERT-BiLSTM-ATT-CRF model. Firstly, we use the bidirectional encoder
representations from transformers (BERT) pre-training language model to obtain the se⁃
mantic vector of the word according to the context information of the word; Secondly, the
word vectors trained by BERT are input into the bidirectional long-term and short-term
memory network embedded with attention mechanism (BiLSTM-ATT) to capture the most
important semantic information in the sentence; Finally, the conditional random field
(CRF) is used to learn the dependence between adjacent tags to obtain the global optimal
sentence level tag sequence. The experimental results show that the proposed model
achieves state-of-the-art performance on both Microsoft Research Asia (MSRA) corpus
and people’s daily corpus, with F1 values of 94.77% and 95.97% respectively.
Keywords: named entity recognition (NER); feature extraction; BERT model; BiLSTM; at⁃
tention mechanism; CRF
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1 Introduction

Named entity recognition (NER) is one of the key tech⁃nologies in natural language text data processing. Its
main function is to identify specific types of entities
from unstructured text data, such as person names,

place names, organization names and domain-specific words.
At present, NER is widely used in information extraction,
knowledge graph construction, machine translation and intelli⁃
gent question answering. The best performance of traditional
methods is based on statistical models, such as hidden Mar⁃
kov models (HMM), support vector machines (SVM) and con⁃
ditional random fields (CRF). However, these methods need
professional domain knowledge and a large number of human
participations to extract features, which increases the difficul⁃
ty of named entity recognition in a specific domain. In recent

years, the state-of-the-art English NER models are mainly con⁃
structed by combining deep learning and CRF. For example,
the method of combining long short-term memory (LSTM) with
CRF performs well in NER tasks[1–5].
Compared with English NER, the difficulties of Chinese

NER mainly include the following aspects: 1) Chinese words
have stronger polysemy, and the same words may have different
meanings in different contexts; 2) English text contains space,
initial letter upper and other identifiers to determine the entity
boundary, while Chinese text does not have similar entity
boundary identifiers, which increases the difficulty of entity
boundary identification; 3) Chinese NER tasks usually need to
be combined with Chinese word segmentation and shallow pars⁃
ing, and the accuracy of these methods directly affects the effec⁃
tiveness and stability of the entity recognition model. In view of
the above problems, many researchers have applied the deep
learning method to the research of Chinese NER, because the
feature extraction of text data through deep learning not only
avoids the tedious manual feature extraction, but also increases
the generalization ability of the model. HAMMERTON et al. [6]
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constructed the basic framework of LSTM-CRF entity recogni⁃
tion model. On this basis, CHIU et al. [7] added a convolutional
neural network (CNN) data preprocessing layer to the front end
of the LSTM model, and obtained the F1 value of 88.83% on
comll-2003 corpus; LI et al.[8] constructed the CNN-bidirection⁃
al long-term and short-term memory network (BiLSTM) -CRF
named entity recognition model, and achieved significant re⁃
sults on the Biocreative II GM and JNLPBA2004 corpora;
LUO et al.[9] embedded the attention mechanism (ATT) on the
basis of the BiLSTM-CRF model, and obtained the F1 value of
91.14% on the Biocreative IV corpus; WU et al. [10] jointly
trained the word segmentation and the CNN-BiLSTM-CRF
model to enhance the recognition ability of the model for enti⁃
ty boundary, thereby improving the performance of the model’
s entity recognition; QIN et al.[11] constructed a CNN-BiLSTM-
CRF named entity recognition model combined with feature
templates, and used artificial feature templates to extract local
features of text, which achieved good results on large-scale
network security data; ZHANG et al. [12] proposed an LSTM
model based on a lattice structure, which makes full use of
word and word sequence information to improve the perfor⁃
mance of the entity recognition model; WANG et al. [13] used
segmental neural network structure to extract text features and
obtained the F1 value of 92.05% on the Microsoft Research
Asia (MSRA) corpus; LIU et al. [14] embedded the attention
mechanism on the basis of the dense connection (DC) -BiL⁃
STM-CRF model, and obtained the F1 value of 92.05% on the
MSRA corpus; LIU et al. [15] constructed a word-character
(WC) -BiLSTM-CRF model, which added word information to
the beginning or end of the whole character to enhance seman⁃
tic information, and obtained the F1 value of 93.74% on the
MSRA corpus.
However, there are differences between Chinese characters

and words. The above methods focus on the feature extraction
of characters and words, but ignore the polysemy problem in
Chinese. In order to solve this problem, DEVLIN et al.[16] con⁃
structed encoder representations from transformers (BERT)
pre-training language model to obtain the semantic vector of
words, which enhanced the generalization ability of the word
vector model, enriched the syntax and grammatical informa⁃
tion in the sentence, and effectively solved the problem of pol⁃
ysemy representation of a word. For example, in the sentence

“道可道，非常道 (The Dao/way that can be told is not the
usual Dao/way),” the two“Dao”characters have different
meanings, but in Word2vec[17] and Glove[18], the vector repre⁃
sentations of the two“Dao”characters are the same, which is
inconsistent with the objective facts. The BERT model can ob⁃
tain the semantic vector of words according to context informa⁃
tion, represent the polysemy of words, and enhance the seman⁃
tic representation of sentences. In order to automatically ex⁃
tract the depth features of Chinese text and solve the problem
of characterizing the polysemy representation, this paper con⁃
structs a Chinese NER model based on the BERT-BiLSTM-

ATT-CRF network structure. The model uses the BERT model
to train the word vector based on the context information of a
word, and then inputs the trained word vector sequence into
the BiLSTM-ATT model for further training, to capture the
most important semantic information in the sentence, and fi⁃
nally the entity recognition result is marked by the CRF layer.
The experimental results show that the proposed model
achieves state-of-the-art performance on both the MSRA cor⁃
pus and people’s daily corpus, with the F1 values of 94.77%
and 95.97% respectively.
The innovations of this paper are mainly as follows:
1) This paper applies the BERT pre-training language mod⁃

el to Chinese NER, which can obtain the semantic information
of Chinese words in different contexts according to the context
information of words, which effectively solves the problem of
oversimplification of word vector representation. The BERT
model is obtained by replacing the feature extractor in the EL⁃
MO model with a transformer. The experimental results show
that the performance of the entity recognition model is im⁃
proved effectively by introducing the BERT model.
2) The attention mechanism is embedded into the BiLSTM

model and construct a BiLSTM-ATT module, which can selec⁃
tively give different weights to different words in the text, and
then the context-based semantic association information is
used to effectively make up for the lack of deep neural net⁃
work in obtaining local features, so as to highlight the impor⁃
tance of specific words to the whole text.
3) In the BERT-BiLSTM-ATT-CRF model proposed in this

paper, the BERT model is only used to obtain the vector repre⁃
sentation of the words in the text. The parameters of the model
remain unchanged in the whole training process. The word
vectors trained by the BERT are classified and recognized
through the BiLSTM-ATT-CRF model, which can maintain
the polysemy of words and reduce the training practice param⁃
eters.

2 Proposed BERT-BiLSTM-ATT-CRF Model
In recent years, converting traditional named entity recogni⁃

tion problems into sequence labeling tasks is the basic idea of
the deep learning model for Chinese NER. The overall struc⁃
ture of the proposed BERT-BiLSTM-ATT-CRF model is
shown in Fig. 1. The whole model is divided into three layers:
the BERT layer, BiLSTM-ATT layer and CRF layer. Firstly,
the annotated corpus is represented by the word vector based
on context information through the BERT layer, and then the
word vector is input into the BiLSTM-ATT layer for further
training to obtain the important semantic features in the sen⁃
tence. Finally, the output result of the BiLSTM-ATT layer is
decoded by CRF to obtain the tag sequence of the optimal sen⁃
tence level, and then extracting and classifying each entity in
the sequence is conducted and classified to complete the task
of Chinese entity recognition.
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Algorithm 1 is the algorithm flow of the BERT-BiLSTM-
ATT-CRF model.
Algorithm 1. The algorithm flow of BERT-BiLSTM-ATT-CRF model
Input: A sentence sequence S, a radical information matrix A.
Output: The entity list Y.
1: Preprocessing the dataset. The output embedding of each
word in the sequence consists of three parts: token embedding
(Et), segment embedding (Es) and position embedding (Ep);
2: The generated sequence vector X = Et⊕Es⊕Ep is input in⁃
to bidirectional transformer encoder for feature extraction, and
the sequence vector with rich semantic preferential energy is
obtained;
3: The word vectors generated by BERT training are input into
the BiLSTM-ATT module to obtain the sequence depth fea⁃
tures. H = BiLSTM (X ), H' = Attention (H );
4: The probability and loss score of tag sequence y were calcu⁃
lated by CRF model;
5: if not converge then

Repeat lines 2–4;
6: end if
7: return the label sequence Y by using the Viterbi algorithm.
2.1 BERT Module
In the field of natural language processing (NLP), word em⁃

bedding is used to map a word into a low dimensional space,
which can effectively solve the problem of text feature sparse⁃
ness, so that similar words in the semantic space have a closer
distance. Traditional word vector generation methods, such as
one hot, word2vec and Elmo[19], and other pre-trained lan⁃
guage models are mostly independent of the context informa⁃

tion of words, so it is difficult to accurately represent the poly⁃
semy of words. However, the BERT model proposed by JA⁃
COB et al. can be used to represent words according to their
context information in an unsupervised way, which can effec⁃
tively solve the problem of polysemy representation.
The structure of the BERT model is shown in Fig. 2. The

multi-layer bidirectional transformer[20] is used as the encoder
in BERT model, and each unit is composed of feed-forward
neural network (Feed Forward) and multi-head attention mech⁃
anism, so that the representation of each word can integrate
the information of its left and right sides.
As shown in Fig. 2, the key part of the BERT model is the

self-attention mechanism module in the transformer encoder.
The function of the attention mechanism is to calculate every
word in an input sentence to obtain the degree of correlation

▲Figure 1. Overall architecture of BERT-BiLSTM-ATT-CRF model

BERT: bidirectional encoder representations from transformers BiLSTM: bidirectional long-term and short-term memory network CRF: conditional random field

▲ Figure 2. Structure of bidirectional encoder representations from
transformers (BERT) model
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between words in the sentence and then adjust the weight coef⁃
ficient matrix to obtain the representation of words. The calcu⁃
lation is as follows:
Attention (Q,K,V ) = Softmax ( QKT

dk
)V,

(1)
where (Q,K,V ) is the input word vector matrix, dk is the di⁃mension of the input vector, and QKT is the relationship be⁃
tween input word vectors.
The calculation of the transformer adopts the multi-head at⁃

tention mechanism[20] to project though multiple linear trans⁃
formation pairs for enhancing the model ability of focusing on
different positions. The calculation is shown in Eqs. (2)
and (3):
MultiHead(Q,K,V ) = Concat (head1,head2,...,headk )W 0, (2)

head i = Attention (QW Q
i ,KW K

i , VW V
i ), (3)

where W 0 is the additional weight matrix of the model to ob⁃
tain different spatial position information. At the same time, in
order to deal with the degradation problem in deep learning,
the residual network and normalization layer are added into
the transformer coding unit. The calculation is as follows:
LN ( xi ) = α × xi - ui

σ2L + ε
+ β
, (4)

FFN (Z ) = max (0,ZW1 + b1 )w2 + b2, (5)
where α and β are learning parameters, and μ and σ are the
mean and variance of the input layer. The representation of
fully connected feedforward network (FFN) is shown in Eq.
(5), where the output of the multi-head attention mechanism is
denoted as Z and b is the bias vector.
2.2 BiLSTM-ATT Module
LSTM[21–22] is a variant of recurrent neural network (RNN).

It can effectively solve the gradient explosion or gradient dis⁃
appearance during RNN training. Since the LSTM model can⁃
not process context information at the same time, GRAVES et
al. [23] proposed the BiLSTM model, whose basic idea is to ob⁃
tain the context information of input sequence through two hid⁃
den layers of LSTM. The specific operation is to connect the
output vectors of the two hidden layers of LSTM to generate
the context vector. The structure of LSTM unit is shown in Fig.
3, which consists of input gate, forgetting gate and output gate.
The vector representation of the output of the hidden layer

of LSTM model is defined as follows:
ft = σ (W fxx t + W fhht - 1 + b f ), (6)

it = σ (W ix xt + W ihht - 1 + b i ), (7)

ĉ t = tanh (wcxx t + wchht - 1 + bc ), (8)

ct = ft∗ct - 1 + it∗ĉt, (9)

ot = σ (Wox xt + Wohht - 1 + bo ), (10)

ht = ot∗ tanh (ct ), (11)
where W and b respectively represent the weight matrix and
bias auto vector connecting the two hidden layers; σ is sig⁃
moid activation function; x t represents the input vector at thetime t; ft, it and ot represent the input gate, forgetting gate andoutput gate at the time t respectively; ∗ represents the point
multiplication operation, and ht represents the output of LSTMunit at the time t.
The core idea of attention mechanism is to focus on impor⁃

tant information at a specific time, while ignoring other non-
important information[24–25]. The integration of attention mech⁃
anism and BiLSTM model (Fig. 4) can effectively highlight the

▲Figure 3. Long short-term memory (LSTM) unit structure

▲ Figure 4. Embedding attention mechanism into bidirectional long-
term and short-term memory network (BiLSTM) model
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role of keywords. The purpose of embedding attention mecha⁃
nism in the BiLSTM neural network is to selectively give dif⁃
ferent weights to different words in the text, and then using
context based semantic association information can effectively
make up for the deficiency of deep neural network in obtain⁃
ing local features.
In this paper, the calculation of the attention mechanism

constructed can be summarized as follows:
1) Suppose h i represents the feature vector output from thehidden layer of the BiLSTM model containing the context in⁃

formation of word wi; then hi is transformed into ui through thefull connection layer, where ui is defined as follows:
ui = tanh (Whi + b ), (12)

where W and b represent the weight matrix and bias auto vec⁃
tor of attention mechanism respectively.
2) The similarity between ui and the context vector u t is cal⁃culated, and the normalized weight αi,t is obtained by the Soft⁃max function, where αi,t is defined as follows:
αi,t = exp (uTi u t )∑i

exp (uTi u t ), (13)
where αi,t represents the importance of the corresponding wordin the whole sentence; ut represents the contribution of the cor⁃responding word to the sentence, which is mainly obtained
through random initialization and training.
3) The hi obtained by each word is multiplied by the corre⁃sponding attention weight αi,t to obtain the global vector C ofthe sentence, where C is defined as follows:
C =∑

j = 1

T

ai,th j. (14)
The sentence-level global vector C and the BiLSTM layer

output ht of the target word are combined into a vector [C ; ht ],which is fed to a tanh function as the output of attention layer.
The output zt of the attention layer is defined as follows:
zt = tanh (W [C ; h t ]). (15)

2.3 CRF Module
In the task of entity recognition, the BiLSTM model only ob⁃

tains the word vector containing context information, but can⁃
not deal with the interdependence between adjacent tags.
Therefore, we use the CRF model[26–27] to obtain an optimal
prediction sequence through the relationship of adjacent tags,
which is used to make up for the shortcomings of the BiLSTM
model. The main operations of the CRF layer are as follows:
1) The parameter of the CRF layer is a (k + 2) × (k + 2)

matrix A. The Aij represents the transfer score from the i-th tagto the j-th tag, and then the previously labeled tags can be
used when labeling a position. The reason for adding 2 is to

add a start state for the beginning of a sentence and a termina⁃
tion state for the end of the sentence. If you remember a tag se⁃
quence y = ( y1,y2,...,yn ) whose length is equal to the length ofthe sentence, the model scores the tag of sentence x, which is
equal to y. The specific calculation is shown in Eq. (16).
Score( x,y ) =∑

i = 1

n

P i,yi +∑
i = 1

n + 1
Ayi - 1,yi. (16)

Among them, P is the score matrix output by the BiLSTM-
ATT module, and the size of P is n × k, where n is the number
of words and k is the number of tags; Pij is the score of the i-thtag corresponding to the j-th word; A ij is the transfer score ma⁃trix, A is the score of tag i transferred to tag j, and the size of A
is k + 2.
2) Obviously, the score of the whole sequence is equal to

the sum of the scores of each position. The score of each posi⁃
tion is divided into two parts: one part is determined by the
score matrix P output by the LSTM model and the other is de⁃
termined by the transfer matrix A of the CRF model. There⁃
fore, the normalized probability can be obtained by the Soft⁃
max function as
P ( y|x ) = exp (Score( x,y ) )

∑
y' ∈ Yx

exp (Score( x,y')) , (17)
where x is the true label value, y' is the predicted label value,
and Yx is the set of all possible labels. During the training pro⁃cess, the maximum likelihood probability of the correct label
sequence is as follows:
log ( p ( y|x ) ) = S ( x,y ) - ∑

y' ∈ Yx
n

S ( x,y'). (18)
3) Finally, the Viterbi algorithm[28] is used to obtain the se⁃

quence with the highest total score of prediction on all se⁃
quences, which is taken as the annotation result of the final
entity recognition. The sequence with the highest score is as
follows:
Y * = arg max ( x,y'),( y' ∈ Yx ). (19)

3 Experiments
Our experiments on different datasets show that the pro⁃

posed BERT-BiLSTM-ATT-CRF entity recognition model is
effective in different fields. In addition, we compare the exist⁃
ing NER models with state-of-the-art performance, and further
verify that our entity recognition model is effective and stable.
3.1 Datasets
In this paper, we mainly use the Chinese annotated the Peo⁃

ple’s Daily corpus[29] and MSRA corpus[30] as the experimental
data sets. These two data sets are Chinese evaluation data sets
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in the domestic public news field. They mainly include three
types of entities: person names, place names and organiza⁃
tions. In order to ensure the fairness of the comparison, we use
the same data segmentation method as CHEN et al. used[31],
and divide the data into three parts: the training set, verifica⁃
tion set and test set. The specific scales of the corpora are
shown in Table 1.
3.2 Data Annotation and Evaluation Metrics
The commonly used labeling modes of NER include BIO (B-

begin, I-inside, O-outside), BIOE (B-begin, I-inside, O-out⁃
side, E-end), BIOES (B-begin, I-inside, O-outside, E-end, S-
single), etc. In this experiment, we choose to use the BIO la⁃
beling mode, and there are seven prediction labels, which are

“O”,“B-PER”,“I-PER”,“B-ORG”,“I-ORG”,“B-LOC”and
“I-LOC”. In order to evaluate the performance of the proposed
model, the precision (P), recall (R) and F-measure (F) are
used as the evaluation criteria. The definitions of P, R and F
are shown as follows:
P = TP

TP + FP . R =
TP

TP + FN ,

Fβ = ( )β2 + 1 PR
β2P + R ( β2 ∈ [ 0, + ∞ ]) . (20)

Among them, TP is the number of positive samples correct⁃
ly predicted; TN is the number of negative samples predicted
correctly; FP is the number of negative samples predicted in⁃
correctly; FN is the number of positive samples predicted in⁃
correctly. P is the precision rate and R is the recall rate.
3.3 Hyper-Parameter Settings
We select the optimal hyper-parameter values of the model

through model training and consideration of previous work in
the literature. There are two kinds of pre-training language
models: BERT-Base and BERT-Large. Some parameters of
these two models are different. In this experiment, we choose
to use the pre-training language model of BERT-Base. The
model has a total of 12 layers and 768 dimensions of the hid⁃
den layer; it adopts a 12-head mode, including 110 million pa⁃
rameters. During the training, the maximum sequence length
is set to 128, the size of batch size is 64, the number of hidden
layers of BiLSTM is 200, and the Adam optimizer[32] is used to
select the appropriate learning rate to 0.001 5. In order to pre⁃
vent over-fitting of the model, the dropout technology[33] is in⁃
troduced into the model and its value is set to 0.5. The specif⁃
ic parameter settings are shown in Table 2.
3.4 Experimental Results and Analysis

3.4.1 Compared with Traditional Neural Network
In order to make a more objective evaluation on the perfor⁃

mance of the proposed BERT-BiLSTM-ATT-CRF model, we
use the People’s Daily corpus and MSRA corpus to evaluate
the performance of different models, and use the values of P,
R and F1 to evaluate the performance of model entity recogni⁃
tion. The specific experimental results are shown in Tables 3
and 4.
As shown in Tables 3 and 4, we compare the proposed

BERT-BiLSTM-ATT-CRF model with the traditional classical
neural network model. Firstly, the experimental results of
LSTM-CRF and BiLSTM-CRF show that the F1 value of the
latter is higher than that of the former on the People’s Daily
corpora and MSRA corpora. The main reason is that LSTM on⁃
ly considers the above information, while BiLSTM can obtain
context sequence information by using bidirectional structure
and extract more effective features. Secondly, the experimen⁃
tal results of BiLSTM and BiLSTM-CRF show that the F1 val⁃
ue of BiLSTM-CRF model increases by 5.04% and 7.99% re⁃
spectively on the two corpora after adding the CRF module.
The main reason is that the CRF module can make full use of
the interdependence between adjacent tags while considering
▼Table 3. Test results on People’s Daily corpus

Model
LSTM-CRF
BiLSTM

BiLSTM-CRF
BERT-BiLSTM-CRF

BERT-BiLSTM-ATT-CRF

P/%
84.20
81.08
87.21
96.04
96.28

R/%
80.20
79.21
83.21
95.30
95.67

F1/%
82.00
80.05
85.09
95.67
95.97

ATT: attention mechanism
BERT: bidirectional encoder representations from transformers
BiLSTM: bidirectional long-term and short-term memory network
CRF: conditional random field
LSTM: long short-term memory

▼Table 1. Statistics of datasets
Dataset

People’s Daily
MSRA

Type
Sentence
Sentence

Train
17.6k
46.4k

Dev
0.9k
Null

Test
1.7k
4.4k

MSRA: Microsoft Research Asia corpus
▼ Table 2. Optimal hyper-parameter values of BERT-BiLSTM-ATT-
CRF model

Layer

BERT

BiLSTM

Parameter
Transformer layer number
Hidden layer dimension

Head number
Optimizer
Batch size
Dropout rate
Learning rate

Hidden layer number

Value
12
768
12
Adam
32
0.5

0.001 5
200

ATT: attention mechanism
BERT: bidirectional encoder representations from transformers
BiLSTM: bidirectional long-term and short-term memory network
CRF: conditional random field
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the context information, so as to obtain the global optimal tag
sequence.
At the same time, the results in Tables 3 and 4 show that

the performance of the entity recognition model is improved
when the attention mechanism is added to the BERT-BiLSTM-
CRF model. The main reason is that the attention mechanism
is embedded in the BiLSTM neural network, so that the model
can selectively give different weights to different words in the
text, and then use the context based semantic association in⁃
formation to effectively make up for the lack of deep neural
network in obtaining local features.
In order to improve the performance of the Chinese entity

recognition model, some researchers have introduced the
BERT model to preprocess the word vector on the basis of the
BiLSTM-CRF model. The experimental results show that the
F1 values of the BERT-BiLSTM-CRF model on the two corpo⁃
ra are 94.74% and 94.21% respectively, which is much higher
than that of the BiLSTM-CRF model on the same corpus. The
main reason is the addition of the BERT model, which can ob⁃
tain the semantic vector of the word according to the context
information of the word to represent the polysemy of the word,
so that the generated word vectors can better represent the se⁃
mantic information in different contexts, thus enhancing the
generalization ability of the model and improving the perfor⁃
mance of the model entity recognition. In this paper, the atten⁃
tion mechanism is introduced on the basis of the BERT-BiL⁃
STM-CRF model, which effectively highlights the role of key⁃
words in sentences, thereby improving the entity recognition
ability of the model. The comparison of the experimental re⁃
sults of BERT-BiLSTM-CRF and BERT-BiLSTM-ATT-CRF
shows that after adding attention, the F1 value of the model
obtained by BERT-BiLSTM-ATT-CRF is higher than that of
the former in both corpora, which proves the effectiveness of
the model proposed in this paper.
3.4.2 Comparison with Previous Works
In order to further verify the effectiveness and stability of

the proposed BERT-BiLSTM-ATT-CRF model, we compare it
with the existing advanced models. The results are shown in
Table 5.
As shown in Table 5, the MSRA corpus is used as the data

set to evaluate the performance of the entity recognition mod⁃
el. CHEN et al. [31–34] constructed a statistical model using
manual features and character embedding features. The Radi⁃
cal-BiLSTM-CRF[35] model uses bidirectional LSTM to extract
the feature vector of the root sequence and then joins it with
the character vector to form the model input, which improves
the performance of model entity recognition. The Lattice-
LSTM-CRF model[12] improves the traditional LSTM unit to
grid LSTM, and then makes full use of the information be⁃
tween words and the word order, effectively avoiding the error
of word segmentation and obtaining better results of entity rec⁃
ognition. The CNN-BiLSTM-CRF model[10] extracts glyph em⁃
bedding with morphological features from each Chinese char⁃
acter by CNN, and connects it with the word embedding of se⁃
mantic feature information to form the input of the model,
which obtains good results. The WC-LSTM-CRF[15] model uses
word information to strengthen semantic information and re⁃
duce the influence of word segmentation errors. The F1 value
reaches 93.74%.
The above-mentioned entity recognition models greatly im⁃

prove the value of F1, but the improved models always focus
on the extraction of character and word features and ignore the
problem of polysemy in Chinese. LI et al. [36] and XIE et al. [37]
used the BERT pre-training language model to represent the
vector, which enhanced the generalization ability of the word
vector model and enriched the syntactic and grammatical in⁃
formation in the sentence. This model effectively solved the
representation problem of polysemy of a word. In order to fur⁃
ther improve the performance of entity recognition model, we
construct the BERT-BiLSTM-ATT-CRF model based on the

▼Table 4. Test results on MSRA corpus
Model
LSTM-CRF
BiLSTM

BiLSTM-CRF
BERT-BiLSTM-CRF

BERT-BiLSTM-ATT-CRF

P/%
83.45
78.72
86.79
94.38
94.52

R/%
80.20
79.21
83.21
94.92
95.02

F1/%
82.00
80.05
85.09
94.65
94.77

ATT: attention mechanism
BERT: bidirectional encoder representations from transformers
BiLSTM: bidirectional long-term and short-term memory network
CRF: conditional random field
LSTM: long short-term memory

▼Table 5 Different models compared on MSRA corpus
Model

CHEN et al. (2006)[31]
ZHANG et al. (2006)[32]
ZHOU et al. (2013)[33]
LU et al. (2016)[34]

Radical-BiLSTM-CRF (2016)[35]
IDCNN-CRF (2017)[36]

Lattice-LSTM-CRF (2018)[12]
CNN-BiLSTM-CRF(2019)[10]
WC-LSTM-pertain (2019)[15]
BERT-IDCNN-CRF (2020)[36]
BERT-BiLSTM-CRF (2020)[37]

HanLP (BERT)[38]
BERT-BiLSTM-ATT-CRF

P/%
91.22
92.20
91.86
NULL
91.28
89.39
93.57
91.63
Null
94.86
94.38
94.79
94.52

R/%
81.71
90.18
88.75
NULL
90.62
84.64
92.79
90.56
Null
93.97
94.92
95.65
95.02

F1/%
86.20
91.18
90.28
87.94
90.95
86.95
93.18
91.09
93.74
94.41
94.65
95.22
94.77

BERT: bidirectional encoder representations from transformers
BiLSTM: bidirectional long-term and short-term memory network
CNN: convolutional neural network
CRF: conditional random field
HanLP: Han Language Processing
IDCNN: Iterated Dilated Convolutional Neural Network
LSTM: long short-term memory
WC: word-character
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research in Ref. [33]. The model can effectively capture the
most important semantic information in the sentence while en⁃
suring the polysemy representation of a word. Although the
model proposed in this paper is not different from the model of
BERT-BiLSTM-CRF and BERT-IDCNN-CRF, the F1 value of
the model on the MSRA corpus reaches 94.77%. The experi⁃
mental results show that the proposed model achieves state-of-
the-art performance on both the MSRA corpus and People’s
Daily corpus.

4 Conclusions
Traditional named entity recognition methods require pro⁃

fessional domain knowledge and a large amount of human par⁃
ticipation to extract features. Meanwhile, there are some prob⁃
lems in Chinese entity recognition tasks, such as polysemy
and Chinese sentences without entity boundary identifiers.
Firstly, we use the BERT pre-training language model to ob⁃
tain the semantic features containing the contextual informa⁃
tion of the word, which effectively solves the problem of poly⁃
semy representation of a word; Secondly, the classic neural
network model BiLSTM is embedded with the attention mecha⁃
nism, which can extract the most important semantics in the
sentence features; Finally, we use the CRF model to obtain an
optimal prediction sequence through the relationship of adja⁃
cent tags, which is used to make up for the shortcomings of the
BiLSTM model. In order to verify the effectiveness of the pro⁃
posed BERT-BiLSTM-Att-CRF model, the People’s Daily cor⁃
pus and MSRA corpus are used as the data sets for model per⁃
formance evaluation. Compared with other models, the BERT-
BiLSTM-ATT-CRF model shows the best results on both the
corpora.
The biggest advantage of the BERT-BiLSTM-ATT-CRF

model is that it can conduct pre-training according to the se⁃
mantic information of the word context and obtain the word
level features, syntactic structure features and semantic infor⁃
mation features of context, which makes the model have better
performance than the other models. At the same time, the at⁃
tention mechanism is embedded into the BiLSTM model to en⁃
hance the extraction of key information features in sentences.
Combined with CRF, it can take advantage of the interdepen⁃
dence between adjacent tags to further improve the ability of
Chinese entity recognition. Our next work plan is to study the
construction method of domain specific NER, and test the per⁃
formance and generalization ability of the proposed model in
multi-domain NER tasks.
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