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and Demand Response Technologies. His research interests in⁃clude edge computing, sustainable computing, task schedul⁃ing, decision making, Internet of Things, energy informatics,and medical informatics. He is the recipient of Australian Re⁃search Council Discovery Early Career Researcher Award in

2020, the IEEE TCSC Award for Excellence in Scalable Com⁃puting for Early Career Researchers in 2018, and the IEEEOutstanding Leadership Award in 2018. He serves as the infor⁃mation director for ACM Computing Surveys and the editorsand PC members of tens of journals and conferences.

Recent years have witnessed the proliferation of Inter⁃net of Things (IoT), in which billions of devices areconnected to the Internet, generating an overwhelmingamount of data. It is challenging and infeasible totransfer and process trillions and zillions of bytes using thecurrent cloud-device architecture, due to bandwidth con⁃straints of networks and potentially uncontrollable latency ofcloud services. Edge computing, an emerging computing para⁃digm, has received a tremendous amount of interest to boostIoT. By pushing data storage, computing and controls closer tothe network edge, edge computing has been widely recognizedas a promising solution to meeting the current-day require⁃ments of low latency, high scalability, and energy efficiency,as well as to mitigating the network traffic burdens.However, with the emergence of diverse IoT applications(e. g., the smart city, industrial automation, and connectedcars), it becomes challenging for edge computing to deal withthese heterogeneous IoT environments and gather the datafeasibly for training in a centralized manner. Furthermore,data privacy has become fast-growing concerns when data arebeing accessed and obtained from IoT devices.The aforementioned issues necessitate Federated Learning(FL), which enables edge devices to collaboratively train alocally-standard model using mobile data generated in realtime. Federated learning is well suited for IoT and edge com⁃puting applications and can leverage the computation powerof edge servers and the data collected on widely dispersededge devices. Instead of collecting data to some centralizedservers, FL allows machine learning models to be deployedand trained on the user end to alleviate some potential pri⁃vacy leakage. Building such FL systems into edge architec⁃ture poses many technical challenges that need to be ad⁃dressed. The goal of this special issue is to stimulate discus⁃sions around open problems of FL for IoT and edge comput⁃ing. It focuses on sharing of the most recent and ground-breaking work on the study and application of FL in IoT andnetwork edge.This special issue receives both theoretical and application-based contributions in FL for IoT and edge computing. The fol⁃lowing five papers are accepted after rigorous reviews by sev⁃eral external reviewers and guest editors.The paper“A Collaborative Medical Diagnosis SystemWithout Sharing Patient Data”by NAN, et al. proposes andbuilds a secured and explainable machine learning frameworkto address the issue of current machine learning not beingable to fully exploit its potentials because the data usually sitin data silos and privacy and security regulations restrict theiraccess and use. Their approach can share valuable informa⁃

tion among different medical institutions to improve the learn⁃ing results without sharing the patients’data. It also revealshow the machine makes a decision through eigenvalues to of⁃fer a more insightful answer to medical professionals.HAN et al. give an overview of numerous state-of-the-artmethods in the literature related to FL on non-IID data in thepaper“A Survey of Federated Learning on Non-IID Data”.This paper also proposes a motivation-based taxonomy, whichclassifies these methods into two categories, including hetero⁃geneity reducing strategies and adaptability enhancing strate⁃gies. Moreover, the core ideas and main challenges of thesemethods are analyzed and several promising research direc⁃tions are outlined.The third paper“Federated Learning Based on ExtremelySparse Series Clinic Monitoring Data”by LU et al. designs amedical data resampling and balancing scheme for federatedlearning to eliminate model biases caused by sample imbal⁃ance and provide accurate disease risk prediction on multi-center medical data. Experimental results on a real-worldclinical database demonstrate the improvement of accuracyand tolerance for missing data.The fourth paper“MSRA-Fed: A Communication-EfficientFederated Learning Method Based on Model Split and Repre⁃sentation Aggregate”by LIU et al. verifies that the outputs of thelast hidden layer can record the features of training data. Accord⁃ingly, they propose a communication-efficient strategy based onmodel split and representation aggregate. Specifically, the au⁃thors make the client upload the outputs of the last hidden layerinstead of all model parameters when participating in the aggre⁃gation, and the server distributes gradients according to theglobal information to revise local models. Experimental resultsindicate that their new method can upload less than one-tenth ofmodel parameters, while preserve the usability of the model.The last paper“Neursafe-FL: A Reliable, Efficient, Easy-to-Use Federated Learning Framework”by TANG et al. intro⁃duces a reliable, efficient and easy-to-use federated learningframework named Neursafe-FL. Based on the unified applica⁃tion program interface (API), the framework is not only com⁃patible with mainstream machine learning frameworks such asTensorflow and Pytorch, but also supports further extensions,which can preserve the programming style of the originalframework to lower the threshold of FL. At the same time, thedesign of componentization, modularization, and standardizedinterface makes the framework highly extensible. Their sourcecode is also publicly available.We would like to thank the authors and reviewers for theirhard work and contributions. This special issue would not bepossible without their help and collaboration.
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