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Abstract: Due to the function of gestures to convey information, gesture recognition plays
a more and more important part in human-computer interaction. Traditional methods to
recognize gestures are mostly device-based, which means users need to contact the devic⁃
es. To overcome the inconvenience of the device-based methods, studies on device-free
gesture recognition have been conducted. However, computer vision methods bring priva⁃
cy issues and light interference problems. Therefore, we turn to wireless technology. In
this paper, we propose a device-free in-air gesture recognition method based on radio fre⁃
quency identification (RFID) tag array. By capturing the signals reflected by gestures, we
can extract the gesture features. For dynamic gestures, both temporal and spatial features
need to be considered. For static gestures, spatial feature is the key, for which a neural
network is adopted to recognize the gestures. Experiments show that the accuracy of dy⁃
namic gesture recognition on the test set is 92.17%, while the accuracy of static ones is
91.67%.
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1 Introduction

Recent years have seen the rapid growth of human-
computer interaction and its applications range from
somatosensory games to smart screens. In these ap⁃
plications, gestures are an important way to convey

information. How to perceive gestures through the device, so
as to realize accurate recognition and natural human-comput⁃

er interaction, is a research hotspot.
Methods of gesture recognition include device-based ones

and device-free ones. The device-based methods need users
to wear or touch the device, so as to perceive human ac⁃
tion[1–2]. However, wearing a device is not natural for users
and the battery is a big headache. On the contrary, the de⁃
vice-free ones do not need users to touch the devices. They
use computer vision or wireless technologies instead[3–4].
Though accurate, computer vision brings privacy concerns
and is sensitive to light interference. Therefore, we turn to ra⁃
dio frequency identification (RFID), which is a kind of wire⁃
less technology. Based on RFID, users only need to perform
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gestures in the air naturally and do no need to care about the
privacy issues.
Here comes the question: how to recognize gestures based

on RFID? With regard to hand gestures, through a passive
RFID tag, we can get the signal reflected by the hand. How⁃
ever, one tag is far from enough to accurately recognize ges⁃
tures. Therefore, we use tag array to sense gestures. When
performing a gesture, the hand has different influences on
different parts of the tag array, which provides more diverse
information for recognition. Features extracted from the sig⁃
nal along time can be regarded as an image sequence, which
contains both spatial features and temporal features. For dy⁃
namic gestures, we should take both the spatial and temporal
features into consideration. Here, a combined convolutional
neural network and Long Short-Term Memory (CNN-LSTM)
system is proposed to process spatial features from the tag ar⁃
ray by the CNN and process temporal features in the image
sequence by the LSTM. For static gestures, we can get the fi⁃
nal feature image from the image sequence as the snapshot of
the gesture, and use CNN to recognize it.
There exist some challenges, however. First, it is impor⁃

tant to improve the robustness of recognition. When differ⁃
ent users perform gestures at different speeds, the system
need to be robust enough to recognize them. Second, for dy⁃
namic gestures, both spatial and temporal features need to
be considered, which should be dealt with carefully. Third,
for static gestures, we need to extract their features from dy⁃
namic signals. How to decide the final features for recogni⁃
tion is the key.
In this paper, our contributions are shown as follows:
1) We propose a device-free in-air gesture recognition

method based on RFID tag array, which can recognize dy⁃
namic gestures and static gestures.
2) For dynamic gestures, we take both spatial and tempo⁃

ral features into account and discuss several structures for
recognition. CNN and LSTM are combined to get better per⁃
formance and adjustment is made to improve the robustness.
3) We implement a gesture recognition system based on

our method. Experiments show that the accuracy of dynamic
gesture recognition on the test set is 92.17%, and the accura⁃
cy of static ones is 91.67%.

2 Related Work
When it comes to human-computer interaction, there is no

denying that action recognition is an important part. Through
action, users convey order or information and interact with
computer. From the perspective of the body part to be recog⁃
nized, action recognition can be divided into three kinds[5]:
gesture recognition, head and facial action recognition, and
overall body action recognition. In this paper, we focus on
gesture recognition, including dynamic gesture recognition
and static gesture recognition. According to whether the user

needs to wear or touch the device, action recognition can also
be divided into device-based and device-free.
2.1 Device-Based Methods
Device-based methods need users to wear or touch and in⁃

put the device. These methods include mechanical, tactile,
ultrasonic, inertial and magnetic methods[6]. Wearable devic⁃
es usually contain sensors such as accelerometers and gyro⁃
scopes, and based on these, they capture and recognize ac⁃
tion[2, 7]. The signal returned by a sensor changes along with
its moving, making it possible for us to extract action-related
features. Sometimes, RFID tags can be attached to gloves or
bracelets, acting as sensors[8–9]. Electromyography (EMG)
and force myography (FMG) are also used to recognize ac⁃
tion. JIANG et al. [1] propose a novel co-located approach
(EMG and FMG) for capturing both sensing modalities, si⁃
multaneously, at the same location, so as to better recognize
the gesture.
2.2 Device-Free Methods
Device-based methods can accurately perceive the ges⁃

ture, but they are not natural for users. Besides, the battery
problem is a big headache, making it more inconvenient.
Therefore, researchers turn to device-free methods. Comput⁃
er vision is a typical device-free method[3, 4, 10]. Structure, col⁃
or and even depth information can be provided through ordi⁃
nary cameras or depth cameras. However, as people pay
more and more attention to privacy issues, they tend to refuse
computer vision. With regard to wireless technologies, priva⁃
cy is no longer a problem. These kinds of methods use wire⁃
less signals, usually electromagnetic or acoustic, to capture
the action and recognize it. For examples, the Low-Latency
Acoustic Phase (LLAP) [11] scheme uses ultrasonic signals to
recognize character gestures. WiGest[12] uses WiFi signals.
MHomeGes[13] recognizes arm gesture based on mmWave sig⁃
nals. As for RFID, RFIPad[14] makes use of the phase chang⁃
es and received signal strength to recognize stroke move⁃
ments and detect direction through, so as to recognize basic
character gestures. Using hierarchical recognition, image
processing and polynomial fitting, TagSheet[15] enables the
recognition of sleeping postures.

3 Preliminaries
Originating from radar technology, RFID use radio fre⁃

quency signals to sense and identify targets. A typical RFID
system usually consists of readers, antennas and tags[16].
RFID tags include active tags, semi-active tags and passive
tags. Active tags are battery-assisted, while passive ones
need a reader to power them. Once powered by the signal
from the reader, an RFID tag will transmit back the signal
with its own information.
When a hand is put in front of a tag S, the signal returned

by the tag includes the signal directly transmitted to the
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tag Stag and the signal reflected by the hand Shand :
S = Stag + Shand . (1)
Readings returned by a tag S include phase θ (rad) and Re⁃

ceived Signal Strength Indication (RSSI) R (dBm). Therefore,
with the hand in front of the tag, we can calculate the sig⁃
nal S[17]:
S = 10 R

10 - 3 eJθ = 10 R
10 - 3 cos θ + j 10 R

10 - 3 sin θ. (2)
Without the hand in front of the tag, Stag can be calculatedin the same way. Therefore, by subtracting Stag, the signal re⁃flected by the hand Shand is obtained according to Eq. (1).Based on this, the actual power Pactl of Shand and its theoreti⁃cal power Ptheor can be calculated:
Pactl = | Shand |2， (3)

Ptheor = Cd4， (4)
where C is a constant and d is the distance from the hand to
the tag.
According to the algorithm in Ref. [17], an actual power

map and certain a theoretical power map can be got from a
tag array. Based on these two maps, a possibility map can be
created. A series of possibility maps along time form the fea⁃
ture image sequence we want.

4 Gesture Recognition System
Our device-free in-air gesture recognition system in⁃

cludes a feature extraction module and a gesture recognition
module.
4.1 Feature Extraction
The feature image sequence can be extracted based on the

preliminaries mentioned above. The extraction process in⁃
cludes preprocessing, gesture region segmentation and se⁃
quence generation.
1) Data preprocessing. A sliding window is used to prepro⁃

cess the data. In this phase, several consecutive readings are
combined into one, while the vacant readings of some tags
are interpolation. The moving average filter is used to smooth
the signal.
2) Gesture region segmentation. When there is a hand in

front of the tag array, the signal we get will be far different
from the one without a hand. Therefore, by calculating the
distance to the signal without a hand, we can segment the
gesture region whose distance is larger than the threshold.
3) Feature image sequence generation. Based on the for⁃

mer steps, an actual power map and certain a theoretical pow⁃

er map can be obtained. The feature image sequence will then
be calculated by the algorithm in Ref. [17]. For a 5×7 RFID
tag array, we can get a 15×21 cm2 feature image and each pix⁃
el of the image measures the possibility that the hand is in
front of the pixel grid. Fig. 1 shows such a feature image. The
brighter a pixel grid on the map, the more likely it is that the
hand will be in front of the corresponding pixel grid.
4.2 Dynamic Gesture Recognition
After a feature image sequence of a dynamic gesture is ex⁃

tracted, the problem of dynamic gesture recognition is trans⁃
formed into a feature image sequence recognition problem.
CNN has advantages in extracting spatial features from an
image, while LSTM can handle the temporal feature in se⁃
quence well. In order to focus both spatial and temporal fea⁃
tures in a feature image sequence, we can combine them as
CNN-LSTM.
4.2.1 Network Structure
For efficiency, feature images in the long image sequence

will be divided evenly into five groups. Images in the same
group will be superimposed into one frame of the feature im⁃
age. In this way, the original long image sequence is convert⁃
ed into a shorter sequence, which contains five frames of the
feature image. The size of each image is 15×21 cm2. More⁃
over, totally six kinds of gestures are needed to be recog⁃
nized, so the label of each sample is coded as a six-dimen⁃
sional one-hot code. The type corresponding to the highest
value of the output vector is the predicted gesture type. Here,
we adopt cross entropy as the loss function. To recognize the
dynamic gesture from the feature sequence, we start with the
CNN structure, then move to the LSTM structure, and finally
discuss CNN-LSTM, the combined one.
1) CNN structure. To make it possible for CNN to learn

from the data, images in the sequence are vertically stitched
according to their temporal relationship. Then, the 75×21 cm2
image is fed into the network as a sample input. The CNN
structure is: the input layer, convolutional layer-1, pooling lay⁃

▲Figure 1. Feature image
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er-1, convolutional layer-2, pooling layer-2, fully connected
layer, and output layer. Activation function of the convolu⁃
tional layer and fully connected layer is Rectified Linear
Unit (ReLU), and one of the output layer is softmax. The ker⁃
nel sizes of convolutional layer-1 and layer-2 are 3×3×
n_conv1, 3×3×n_conv2, respectively. Besides, the fully con⁃
nected layer maps the extracted features into an n_fc-dimen⁃
sional vector. Here, (n_conv1, n_conv2, n_fc ) forms the hyper⁃
parameters of the CNN structure.
2) LSTM structure. LSTM takes sequence data as input,

with each element in sequence being a vector. Therefore, we
flatten each image in the feature image sequence into a vec⁃
tor and feed them into LSTM along time. With all feature vec⁃
tors fed, LSTM advances five steps in time dimension. Here,
we take the output of last time dimension and map it into the
output vector. As for hyperparameters, the number of hidden
units n_hd is our target, which determines the ability of
LSTM to extract temporal information along time sequence.
3) CNN-LSTM combined structure. For a dynamic gesture

and its feature image sequence, CNN focuses on the spatial
characteristic in image, which carry information of gesture im⁃
pacts on different parts of the tag array, while LSTM focuses
on the temporal characteristic in sequence, which carry infor⁃
mation of the changes of the dynamic gesture along time. We
combine them as CNN-LSTM and both spatial and temporal
features are focused. Table 1 and Fig. 2 show the CNN-LSTM
structure. The CNN part takes each image in feature image se⁃
quence as input and outputs a summary vector for the LSTM
part. The LSTM part takes the summary vector sequence as in⁃
put and extracts its temporal feature. In the last time step, the
prediction vector is obtained through mapping. Here,
(n_conv1, n_conv2, n_fc, n_hd ) forms the hyperparameters.
4.2.2 Overfitting and Adjustment
In the process of learning, we should be vigilant against

overfitting. In training, the loss on a training set declines, but
the loss on the validation set tends to be flat or even starts to
rise. It means that the model is still learning from the train⁃
ing set, but the features it learns tend to include irrelevant
features, which is harmful to the generalization ability of the
model.
To deal with the overfitting, we add a dropout layer be⁃

tween the CNN part and LSTM part. In training, it randomly
drops neurons at this layer. All neurons will be used for pre⁃
diction. Fig. 3 shows the loss curve with and without the
dropout layer. As we can see, the validation loss begins to
arise after about 130 epochs without dropout, indicating that
overfitting occurs. On the contrary, this phenomenon is well-
suppressed with dropout. With ten-fold cross validation, we
set the dropout rate as 20%.
For other methods, one may think of regularization, such

as L2 regularization, which adds a penalty term to loss func⁃
tion. L2 regularization tends to suppress excessive weight pa⁃

rameters. But for CNN, it doesn’t make much sense. For
LSTM, limitation to weight parameters will lead to rapid dis⁃
appearance of the learned temporal information along
time[18]. Therefore, we don’t use regularization to suppress
overfitting of CNN-LSTM.
Apart from the dropout layer, we adopt early stopping strat⁃

egy in training to avoid serious overfitting. The red line in
Fig. 3 is an example of early stopping line. If the loss reduc⁃
tion of the training set is less than a certain threshold or even
the loss begins to rise, the training is considered to have
made no progress in this epoch. If the model keeps making

CNN part

LSTM part

Layer

Input layer

Convolution layer-1

Pooling layer-1

Convolution layer-2

Pooling layer-2

Fully connected
layer

LSTM layer

Fully connected
layer

Description
Input: feature image sequence

Length of sequence: 5
Image size: 15×21

Extract n_conv1 features from the image
Kernel size: 3×3×n_conv1

Step size: 1
Activation function: ReLU

Downsample the extracted features
Pooling type: max pooling
Template size: 2×2
Step size: 2

Extract n_conv2 features from the image
Kernel size: 3×3×n_conv2

Step size: 1
Activation function: ReLU

Downsample the extracted features
Pooling type: max pooling
Template size: 2×2
Step size: 2

Fully connect the features to n_fc-dimensional
summary vector

Extract features from summary vector sequence
Time steps: 5

Number of hidden units: n_hd
Fully connect the features to six-dimensional pre⁃

diction vector

▼Table 1. CNN-LSTM structure

CNN: convolutional neural network LSTM: Long Short-Term MemoryReLU: Rectified Linear Unit

▲Figure 2. CNN-LSTM structure

CNN: convolutional neural network LSTM: Long Short-Term Memory
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no progress for certain epochs, we can stop the training in
time. This prevents the model from continuing to learn even
though it tends to overfit.
4.3 Static Gesture Recognition
For static gestures, when we put our hands in front of the

tag array, the signal we received is still different from the sig⁃
nal without hands, which is defined as noise floor. Through
the feature extraction module, we can still extract its feature.
However, it is still difficult to distinguish between dynamic
gestures and static gestures. We use the distance to noise
floor to solve this problem. For a single tag, we calculate the
difference between its current signal and the floor noise. And
then, a module operation and a square operation are per⁃
formed on this difference to get the distance to noise floor for
a single tag. The sum of distances of all tags forms the dis⁃
tance of the tag array. As shown in Fig. 4, when a user is per⁃
forming a dynamic gesture, the distance to noise floor chang⁃
es a lot due to the movement of the hand. On the contrary, for
a static gesture, the change is relatively small. Therefore, we
can determine whether the signal is from a static gesture
through the variance of the signal. If the variance is smaller
than a threshold, the corresponding signal is regarded as be⁃
ing from a static gesture.
4.3.1 Feature Decision
With the feature image sequence extracted, how can we de⁃

cide the final feature and deal with it? If we use the CNN-
LSTM structure above, it makes no sense for the LSTM part
to extract temporal features because a static gesture keeps
unchanged when acquiring the signal, and there is almost no
temporal change relation between the two adjacent feature
images. Therefore, for a static gesture, the key is still the spa⁃
tial characteristic—how the gesture affects different parts of

the RFID tag array? Given this, there are two strategies for
getting the final feature.
One is compression. The whole feature image sequence is

compressed into one feature image. In other words, the final
feature is the superimposition of the images in sequence. In
this way, additive noise may be suppressed. It can be regard⁃
ed as a smoothing method, which smooths the possible noise,
but smooth the feature to a certain extent in the meantime.
The other is extracting or directly picking one feature im⁃

age as the final feature. This can be regarded as a snapshot
of the static gesture or an instant feature of it. Without
smoothing, instant feature will remain. But at the same time,
possible noise may also remain.
4.3.2 Network Structure
With the final feature image decided, the static gesture

recognition problem is transformed into a feature image rec⁃
ognition problem. Here, we can adopt the CNN structure
mention in Section 4.2.1 (the input layer, convolutional layer-
1, pooling layer-1, convolutional layer-2, pooling layer-2, ful⁃
ly connected layer and output layer). The convolutional lay⁃
ers extract spatial features in the static gesture feature im⁃
age, and the pooling layers down sample the features and re⁃
duce training overhead. The output layer outputs the final
prediction vector.

5 Evaluation

5.1 Experiment Setup
Experiments are carried out in laboratory environment. As

shown in Fig. 5, RF signal is transmitted through Impinj
Speedway Revolution R420 UHF RFID Reader with laird
s9028pcl RFID antenna. 5×7 AZ-9629 RFID tags are de⁃

▲Figure 3. Loss curves for dynamic gesture recognition with and with⁃
out dropout
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ployed into a tag array and placed 0.5 m in front of the anten⁃
na. Users perform gestures in front of the array and PC gets
signals from the reader through the router and then recognize
them.
For dynamic gestures, six kinds of gestures are needed to

be recognized: rotating left, rotating right, swiping left, swip⁃
ing right, zooming in, and zooming out. We collect 3 600
samples, with 600 samples for each gesture. For static ges⁃
tures, six kinds of gestures are needed to be recognized, in⁃
cluding one-hand gestures (stop, victory, good, ok) and two-
hand gestures (wrong, heart). We collect 600 samples, with
100 samples for each gesture. Fig. 6 shows the dynamic ges⁃
tures and static gestures.

5.2 Evaluation on Model Structure

5.2.1 CNN Hyperparameter
For the CNN structure mentioned in Section 4.2.1, we

need to decide its hyperparameters(n_conv1, n_conv2, n_fc ),
that is, the kernel depths of the two convolutional layers and
the feature dimensionality of the FC (fully connected) layer.
To choose proper hyperparameters, we use ten-fold cross val⁃
idation. The candidate values for hyperparameters
(n_conv1, n_conv2) are (32, 64) and (16, 32). For a pure CNN
structure, the average accuracy curve of different values on
the validation set is shown in Fig. 7(a). Similarly, n_fc has
candidate values as 1 024, 512 and 256 and the correspond⁃
ing accuracy curve is shown in Fig. 7(b). The larger n_conv1
is, the less convergence time we need. Moreover, a small
n_conv1 means that we can only extract a few features from
the feature image sequences, limiting the capability of the
model and even harming its performance. However, a too
large hyperparameter also means the increased training costs
and increased risk of overfitting. The same is true for the oth⁃
er two hyperparameters. Taking all these things into consid⁃
eration, (n_conv1, n_conv2, n_fc ) are set to (32, 64, 1024). For
CNN-LSTM structure, they are determined as (32, 64, 256).
5.2.2 LSTM Hyperparameter
For the LSTM structure mentioned in Section 4.2.1, the hy⁃

perparameter is the number of hidden units n_hd. Ten-fold
cross validation is used again. The average accuracy is
shown in Fig. 7(c), with 1 024, 512, 256, 128 and 64 as can⁃
didate values. As we can see, if the number of hidden units
is set too large, severe jitters will occur in the accuracy
curve, indicating unstable performance of the model. But if it
is set too small, it will take a long time to train and make the

▲Figure 5. Experiment deployment

Antenna

Reader Router

Tag array

Rotate left Rotate right Swipe left Swipe right Zoom in Zoom out

Stop Victory Good OK Wrong Heart

▲Figure 6. Dynamic and static gestures used in our experiments
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training expensive, limiting the ability of LSTM as well.
Therefore, we choose 256 for n_hd in a pure LSTM structure
and 128 in the CNN-LSTM structure.
5.2.3 Dynamic Gesture Model Selection
For dynamic gesture recognition, we also compare the

three structures mentioned above through ten-fold cross vali⁃
dation. The average accuracy curve is shown in Fig. 8(a). In
training, CNN focuses on spatial features and LSTM focuses
on temporal features, while CNN-LSTM focuses on both of
them. Therefore, CNN-LSTM facilitates learning more infor⁃
mation in each epoch and costing fewer epochs to converge.
That is why CNN-LSTM is chosen as the final network struc⁃
ture for dynamic gesture recognition.
5.2.4 Static Gesture Feature Decision
For static gesture recognition, we test the two strategies to

get the final state through ten-fold cross validation. The first
group use compression strategy to compress the whole fea⁃
ture image sequence into one picture. The second group use
extracting strategy to pick feature images from the head, mid⁃
dle and tail of sequence respectively. From the test results

shown in Fig. 8(b), four accuracy curves are close to each oth⁃
er, which means that both of the compression strategy and ex⁃
tracting strategy are feasible for recognition. Actually, these
two strategies are tradeoff between smoothing noise and
smoothing feature.
5.3 Evaluation of Dynamic Gesture Recognition

5.3.1 Overall Performance
With the 3 600 dynamic gesture samples, we take 600 of

them as the test set and the rest as the training set. The accu⁃
racy on the test set is 92.17%, with the confusion matrix
shown in Fig. 9(a). The accuracy of each gesture is above
89% and reaches up to 94%. According to the experiments,
the system has accurate results in recognizing various dynam⁃
ic gestures.
5.3.2 Evaluation on Different Users
For dynamic gestures, there are 10 users participating in

the data collection of six gestures. As shown in Fig. 9(b), the
accuracy of each user is above 85% and reaches up to
98.28%.

5.3.3 Evaluation at Different Speeds
Out of the 600 samples of each

gesture, there are 300 fast gesture
samples and 300 slow ones. The re⁃
sults on the test set are shown in Fig.
9(c). It can be seen that some types
of gestures have higher accuracy at
high speed but lower accuracy at low
speed, and the other types have op⁃
posite situation. The accuracy of
each gesture at different speeds is
above 80% and reaches up to 96%.
The experiments show that the de⁃

vice-free in-air gesture recognition
system based on RFID tag array can
recognize several different types of

▲Figure 7. Cross validation of hyperparameters on (a) convolution kernel depth, (b) dimensionality of the fully connected layer, and (c) the number
of hidden units
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dynamic gestures, and have high accuracy and robustness
across different users at different speeds.
5.4 Evaluation of Static Gesture Recognition

5.4.1 Overall Performance
For the 600 static gesture samples, we take 60 of them as

the test set and the rest as the training set. The accuracy on
the test set is 91.67%. It can be seen from the confusion ma⁃
trix shown in Fig. 10(a) that the accuracy of each gesture is
above 80% and reaches up to 100%. The experiments show
that the system has accurate results in recognizing various
static gestures.
5.4.2 Evaluation on Different Users
There are five users participated in the data collection of

six static gestures. The accuracy of different users is shown
in Fig. 10(b). The accuracy of each user is above 84.62% and
reaches up to 100%.

6 Discussion
1) Sensing distance. When performing a gesture, the rec⁃

ommended distance between the tag array and the hand is

from 5 cm to 15 cm. If the hand is too far away from the tag
array, the power of the reflected signal from the hand will be
too small for us to extract the features, therefore harming the
performance of the system. In this case, we need to increase
the transmitting power of the reader, or even adopt beamform⁃
ing technology to increase the power of the reflected signal.
Besides, if the hand is too close to the tag array, it is likely to
touch the tag array when performing gestures. This will
change the input impedance of the tag and dramatically af⁃
fect the received signal, reducing the accuracy of recogni⁃
tion. In this case, we can detect the touching action and re⁃
quire the user to repeat the gesture if we detect it. Another
scheme is to build a more perfect reflection signal model that
minimizes the impact of the touch action.
2) Hand size. The hand size will also affect the perfor⁃

mance. When a user is performing gestures, signals reflected
from the hand make different effects on different tags. The dif⁃
ference in hand sizes is not particularly significant in adults,
so the effect on performance is not obvious. However, if the
hand size is too small (such as a child’s hand), the signal will
be weak and affect the performance. To solve this problem, we
may collect data of different hand sizes, thus making it possi⁃
ble for the model to extract size-independent features and im⁃

prove the generalization ability.

7 Conclusions
This paper proposes a device-free

method to recognize in-air dynamic
and static gestures based on RFID
tag array. The recognition system in⁃
cludes a feature extraction module
and a gesture recognition module.
Based on the feature image se⁃
quence extracted, we compare sever⁃
al structures and use CNN-LSTM to
recognize dynamic gestures. For stat⁃
ic gestures, the final feature is decid⁃

▲Figure 9. Evaluation of dynamic gesture recognition: (a) Confusion matrix, (b) accuracy of different users, and (c) accuracy at different speeds
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▲Figure 10. Evaluation of static gesture recognition: (a) Confusion matrix and (b) accuracy at differ⁃
ent speeds
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ed through two strategies and CNN is used for the recogni⁃
tion. Experiments show this method can recognize different
gestures at different speeds across different users. The over⁃
all accuracy of the dynamic gesture test set is 92.17% and
that of the static gesture test set is 91.67%.
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