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Abstract: This paper investigates an unmanned aerial vehicle (UAV) assisted mobile edge
computing (MEC) network with ultra-reliable and low-latency communications (URLLC), in
which a UAV acts as an aerial edge server to collect information from a set of sensors and
send the processed data (e.g., command signals) to the corresponding actuators. In particu⁃
lar, we focus on the round-trip URLLC from the sensors to the UAV and to the actuators in
the network. By considering the finite block-length codes, our objective is to minimize the
maximum end-to-end packet error rate (PER) of these sensor-actuator pairs, by jointly opti⁃
mizing the UAV’s placement location and transmitting power allocation, as well as the us⁃
ers’block-length allocation, subject to the UAV’s sum transmitting power constraint and
the total block-length constraint. Although the maximum-PER minimization problem is non-
convex and difficult to be optimally solved, we obtain a high-quality solution to this problem
by using the technique of alternating optimization. Numerical results show that our proposed
design achieves significant performance gains over other benchmark schemes without the
joint optimization.
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1 Introduction

Recent advances in artificial intelligence (AI) and In⁃
ternet of Things (IoT) are envisioned to enable various
new intelligent applications such as augmented reali⁃
ty (AR), virtual reality (VR), and unmanned aerial ve⁃

hicles (UAVs). Towards this end, billions of IoT devices (e.g.,
smart sensors and actuators) will be deployed in future wire⁃
less networks to collect information from the environments
and take physical actions, and machine learning functional⁃
ities will be incorporated into wireless networks to analyze and
acquire knowledge from these data for making decisions. In
this case, how to provide real-time sensing, communication,
and control among a large number of sensors and actuators,
and how to implement real-time machine learning in the loop
are challenging issues in the design of beyond-fifth-generation
(B5G) or sixth-generation (6G) cellular networks towards a vi⁃
sion of network intelligence.
Mobile edge computing (MEC) [1–7] and learning[8–10] have
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emerged as important techniques to deal with the above is⁃
sues, by pushing the cloud-like computation and storage capa⁃
bilities, and the machine learning functionality at the network
edge, e. g., base stations (BSs) and access points (APs). Ac⁃
cordingly, the edge servers at BSs/APs can help end users re⁃
motely execute the computation-intensive applications in a
swift way, and quickly acquire knowledge from the locally gen⁃
erated data at IoT devices for making quick decisions. Howev⁃
er, wireless communications among end devices and BSs/APs
are becoming the performance bottleneck for such systems, as
the wireless channels connecting them may fluctuate over
time and be unstable. Prior works have investigated the joint
communication and computation design for mobile edge com⁃
puting[1–4] and for training in mobile edge learning[8–10], re⁃
spectively. Besides the joint design of communication and
computation, the ultra-reliable and low-latency round-trip
communications from sensors to edge servers and to actuators
are another crucial issue for successfully implementing the
machine edge learning with critical latency requirements. For
instance, consider the inference phase in mobile edge learn⁃
ing, where trained machine learning models are deployed at
the edge server. In this case, IoT devices[11] (e.g., sensors) first
send the sensed information to the edge server; after receiving
such information，the edge server implements the inference
process and sends the inference results (e. g., such as com⁃
mand signals) back to the same or other IoT devices (e.g., actu⁃
ators) for taking actions. In this scenario, the round-trip ultra-
reliable and low-latency communications (URLLC) for the

“sensors-edge-server-actuators”flow is important and thus is
the main focus of this paper.
Furthermore, UAV-assisted wireless platforms[12–14] are

promising techniques towards B5G. UAV-assisted wireless
platforms can provide flexible wireless services to on-ground
devices by deploying wireless transceivers (such as BSs and
APs) at UAVs that can fly freely over the three-dimensional
(3D) space. Compared with conventional terrestrial wireless in⁃
frastructures, UAV-enabled BSs/APs are advantageous due to
their deployment flexibility, strong line of sight (LoS) channels
with on-ground users, and highly controllable mobility[15–18].
By exploiting the controllable mobility, the UAVs can fly clos⁃
er to intended on-ground devices and fly farther away from un⁃
intended ones to help enhance the communication perfor⁃
mance. By integrating UAVs with MEC, UAV-enabled MEC
has attracted a lot of recent research interests, in which the
UAV is deployed as dedicated aerial MEC server to support
the communication and computation of end users on the
ground. Prior works have investigated the computation offload⁃
ing design in the UAV-assisted MEC, in which wireless devic⁃
es (such as smartphones) offload their own computation tasks
to the UAV for enhancing the performance of task execu⁃
tion[13], [19–24]. For instance, Refs. [22] and [23] aim to minimize
the energy consumption of the UAV while ensuring the quality
of service (QoS) requirements at users, by jointly optimizing

the UAV’s flight and wireless resource allocation. Refs. [19]
and [24] optimize the flight trajectory and communication
wireless resource allocation at the UAV, so as to maximize the
UAV’s endurance time or communication rate.
Different from prior works, this paper focuses on the round-

trip URLLC in mobile edge networks, in which the UAV-en⁃
abled edge server is employed to improve the round-trip com⁃
munication performance from on-ground sensors to the UAV
and to the actuators. This may practically correspond to a de⁃
lay-sensitive inference scenario in mobile edge learning,
where the machine learning models are deployed at the UAV
for remote control. To our best knowledge, the problem of
round-trip URLLC under this scenario has not been addressed
yet. This problem, however, is challenging to be dealt with.
First, for achieving URLLC, the delivered packets (e. g., the
sensed information by the sensors and the command signals
sent from the MEC server to the actuators) are generally with
small block lengths, and as a result, the conventional Shannon
capacity under the assumptions of infinite block length and ze⁃
ro decoding error is not applicable. Therefore, we must take in⁃
to account the effect of finite block-length codes, under which
new performance metrics characterizing the relations among
the communication rate, packer error rate (PER), and block-
length should be considered[25–26]. Next, there generally exist a
large number of sensors and actuators over IoT networks. It is
thus very important to efficiently design wireless resource allo⁃
cation among these sensor-actuator pairs. This, however, is
technically very difficult due to the new performance metrics
considered. Last but not least, the UAVs’mobility can be ex⁃
ploited via trajectory control[24] or deployment optimization[27]
for optimizing the MEC performance. How to jointly design
the UAVs’deployment optimization or trajectory control to⁃
gether with the wireless resource allocation is also a new prob⁃
lem to be tackled for URLLC.
Notice that Ref. [27] studies the UAV-enabled relaying

system with URLLC, in which the UAV’s deployment loca⁃
tion and the block-length allocation are jointly optimized, for
the purpose of minimizing the end-to-end PER from the
ground source node to the ground destination node. In con⁃
trast to Ref. [27] that focused on the relaying scenario with
only one single source-destination pair, this paper studies a
different UAV-enabled MEC scenario with multiple sensor-
actuator pairs, for which both the transmitting power alloca⁃
tion at the UAV and the block-length allocation are consid⁃
ered, together with the UAV’s deployment optimization.
This paper investigates a UAV-assisted MEC network with

URLLC as shown in Fig. 1, in which a single UAV acts as an
aerial edge server to collect information sent from multiple sen⁃
sors, analyze such information (via, e.g., machine learning), and
then send the processed data (e.g., command signals) to their re⁃
spective actuators. We focus our study on the round-trip
URLLC by assuming the time and resource consumption for in⁃
formation processing at the UAV which is given and thus ig⁃

50



Joint Placement and Resource Allocation for UAV⁃Assisted Mobile Edge Computing Networks with URLLC Special Topic

ZHANG Pengyu, XIE Lifeng, XU Jie

ZTE COMMUNICATIONS
June 2020 Vol. 18 No. 2

nored. Furthermore, we consider the quasi-stationary UAV sce⁃
nario1, in which the UAV hovers at an optimized location dur⁃
ing the whole communication period of our interest. The main
results of this paper are summarized as follows.

• Under the above setup, we aim to minimize the maximum
end-to-end PER of these sensor-actuator pairs, by jointly opti⁃
mizing the UAV’s placement location and wireless resource
allocation, subject to the UAV’s sum transmitting power con⁃
straint and the total block-length constraint.

• The formulated problem is non-convex and thus is diffi⁃
cult to be solved optimally. To tackle this difficulty, we pro⁃
pose an alternating-optimization-based algorithm to obtain a
high-quality solution, in which the UAV’s placement location
and transmitting power allocation and the users’block-length
allocation are optimized in an alternating manner.

• Numerical results are provided to validate the perfor⁃
mance of our proposed UAV-enabled round-trip URLLC
among multiple sensor-actuator pairs. It is shown that our pro⁃
posed design achieves much lower PER than other benchmark
schemes without such joint optimization. It is also shown that
when the transmitting power at the UAV becomes large, prop⁃
er wireless resource allocation among different sensor-actuator
pairs is crucial to enhance the maximum PER performance.
The remainder of this paper is organized as follows. Section 2

introduces the system model of the UAV-assisted MEC network
with URLLC, and formulates the maximum-PER minimization
problem of our interest. Section 3 proposes an efficient algo⁃
rithm to obtain a high-quality solution to the formulated prob⁃
lem by using the alternating optimization and the Lagrange du⁃
ality method. Section 4 presents numerical results to validate

the performance of our proposed
approaches. Finally, Section 5
concludes this paper.

2 System Model
As shown in Fig. 1, a UAV-as⁃

sisted MEC network, in which a
UAV is dispatched as an aerial
MEC server to serve N pairs of
sensors and actuators，is consid⁃
ered. We use N = {1,...,N } to de⁃
note the set of sensors or actua⁃
tors. In particular, the UAV col⁃
lects information sent from the N
sensors in the uplink and then
transmits the processed data (or
command signals) to the respec⁃
tive actuators in the downlink.
Suppose that the sensor i ∈ N and
actuator i ∈ N on the ground have
fixed locations ( x̂ i, ŷi, 0 ) and
( x͂ i, y͂ i, 0 ) in a 3D Cartesian coordi⁃nate system, where ŵ i = ( x̂ i, ŷi ) and w͂ i = ( x͂ i, y͂i ) are defined astheir horizontal coordinates, respectively. The locations of sen⁃

sors and actuators are assumed to be a-priori known by the
UAV to facilitate the placement location optimization and
wireless resource allocations.
The UAV is assumed to stay at a fixed altitude H above the

ground, and the horizontal coordinate of the UAV is denoted
by q = ( x, y )2. Therefore, the distance from the UAV to sensor
i and actuator i are respectively given as:
d̂i = H 2 + ||q - ŵ i||2 , ∀i ∈ N, (1)
d͂i = H 2 + ||q - w͂ i||2 , ∀i ∈ N, (2)

where  ⋅ denotes the Euclidean norm of a vector.
It is assumed that the wireless channels from the UAV to

ground sensors or actuators are dominated by LoS links. Thus,
the channel power gained from the UAV to sensor i and actua⁃
tor i follows the free-space path loss model, which is ex⁃
pressed as:
ĥi (q ) = ρ0 d̂-2i = ρ0

H2 + ||q - ŵ i||2 , ∀i ∈ N, (3)

1 There is another scenario, namely the fully-mobile UAV scenario, in which the UAV
can fly around over the communication period and thus the trajectory control becomes
crucial. Note that in our considered setup, the on-ground sensors and actuators are at
fixed locations. Therefore, we only consider the quasi-stationary UAV scenario by opti‐
mizing the deployment location only.
2 In this paper, we assume that the UAV hovers at an unchanged location during the
whole flight period.

▲Figure 1. Unmanned aerial vehicle (UAV) assisted mobile edge computing (MEC) network with one
UAV acting as an MEC server to serve multiple sensors and actuators on the ground.
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h͂i (q ) = ρ0 d͂-2i = ρ0
H2 + ||q - w͂ i||2 , ∀i ∈ N, (4)

where ρ0 denotes the channel power gained at the referencedistance of d0 = 1 m.In the uplink, each sensor adopts constant power Q to send
messages to the UAV. In this case, the correspondingly received
signal-to-noise-ratio (SNR) at the UAV can be expressed as:

γ̂i (q ) = Qĥi (q )σ2
, ∀i ∈ N. (5)

In the downlink, the UAV adopts transmitting power
pi, i ∈ N to send the processed data to actuator i. Thus, the cor⁃respondingly received SNR at actuator i can be expressed as:

γ͂i (q, pi ) = pi h͂i (q )σ2
, ∀i ∈ N, (6)

where σ2 denotes the power of the additive white Gaussian
noise (AWGN) at the receiver. Suppose that the UAV’s down⁃
link transmission power is Psum. Then we have∑

i ∈ N
pi ≤ Psum.

We consider the time-division multiple access (TDMA)
transmission protocol, in which the uplink transmission from
each sensor to the UAV and the downlink transmission from
the UAV to each actuator are implemented over the same
frequency band and orthogonal time instants. Suppose that
the size of the packet generated by sensor i is denoted as k̂iand that desired by actuator i is denoted as k͂i , which aregenerally different. Accordingly, let m͂i and m̂i denote the al⁃located block-length during the uplink and downlink trans⁃
mission for the i-th sensor-actuator pair, i ∈ N, respectively.
Thus, we have∑

i = 1

N (m̂i + m͂i ) ≤ M, where M denotes the total
block-length.
In order to process the uploaded data from sensors, the

UAV needs to consume certain time and energy for implement⁃
ing the inference task. Let f and κ denote the CPU frequency
and the effective capacitance for computing at the UAV, C de⁃
note the total CPU cycles required for accomplishing the task.
Then the energy required for executing the inference task is
approximated Pcomp = κCf 2 and the time duration for computa⁃tion is given as Tcomp[13]. Suppose that δ is the symbol length forwireless communication and T total denotes the total end-to-end
delay for the inference task. Then we have δM = T total - Tcomp.In this paper, we assume that the computation delay Tcomp andenergy consumption Pcomp are given and thus are not consid⁃ered in the optimization of our interest.
Based on the achievable rate formula of finite block-length

codes[25], it follows that to transmit a short packet within finite
symbols, the PERs (within (0, 0.5)) of the uplink and downlink
transmission for the i-th sensor-actuator pairs are approximat⁃

ed as the following two formulas, respectively[25].

ε̂i ( k̂i,q,m̂i ) = Q ( m̂i ln (1 + γ̂ (q ) ) - k̂i ln2
m̂i 1 - (1 + γ̂ (q ) )-2 ), (7)

ε͂i ( k͂i,q,m͂i ) = Q ( m͂i ln (1 + γ͂ (q ) ) - k͂i ln2
m͂i 1 - (1 + γ͂ (q ) )-2 ), (8)

where Q ( x ) = 1
2π ∫x∞ e- t

2
2 dt .

As a result, we define the end-to-end PER of the i-th sensor-
actuator pair as the rate when the packet error occurs at either
the uplink or downlink transmission, which is denoted as εiand given by
εi = 1- (1- ε̂i ( k̂i, q, m̂i )) (1- ε͂i ( k͂i, q, m͂i )) =

ε̂i ( k̂i, q, m̂i ) + ε͂i ( k͂i, q, m͂i ) - ε̂i ( k̂i, q, m̂i ) × ε͂i ( k͂i, q, m͂i ).(9)

In general, under our URLLC consideration, the sensor-ac⁃
tuator pairs should work at the regime when the PERs are gen⁃
erally very small, i. e., it should hold that ε̂i ( k̂i, q, m̂i ) ≤ 10-1,
ε͂i ( k͂i, q, m͂i ) ≤ 10-1, i ∈ N. In this case, we have ε̂i ( k̂i, q, m̂i ) +
ε͂i ( k͂i, q, m͂i ) ≫ ε̂i ( k̂i, q, m̂i ) × ε͂i ( k͂i, q, m͂i ) , and accordingly, it
follows that εi ≈ ε̂i ( k̂i, q, m̂i ) + ε͂i ( k͂i, q, m͂i ),∀i ∈ N [27].
Our objective is to minimize the maximum PER of the N

pairs, by jointly optimizing the UAV’s placement location and
transmitting power allocation, and the users’block-length,
subject to the total block-length constraint and the sum trans⁃
mitting power constraint at the UAV. For notational conve⁃
nience, we denote that m ≜ { m̂i, m͂i}, p ≜ { pi}. Therefore, themaximum end-to-end PER minimization problem of our inter⁃
est can be formulated as
(P1): min

q,m,p max i ∈ N ε̂i ( k̂i, q, m̂i ) + ε͂i ( k͂i, q, m͂i )
s.t. ε̂i ( k̂i, q, m̂i ) < 10-1, ε͂i ( k͂i, q, m͂i ) < 10-1,∀i ∈ N (10a)
∑
i ∈ N
(m̂i + m͂i ) ≤ M (10b)

∑
i ∈ N
pi ≤ Psum (10c)

pi ≥ 0,∀i ∈ N, (10d)
where Eq. (10a) corresponds to the constraints for the approxi⁃
mation of objective function to be accurate, Eq. (10b) denotes
the total block-length constraint and Eq. (10c) denotes the
sum transmitting power constraint at the UAV. As the objec⁃
tive function in (P1) is a non-convex function in general, the
problem (P1) is a non-convex problem that is generally diffi⁃
cult to be optimally solved.
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3 Proposed Solution to Problem (P1)
In this section, we propose an efficient algorithm to obtain a

high-quality solution to the problem (P1). Towards this end,
we first introduce an auxiliary variable ε, and equivalently re⁃
formulate the problem (P1) as
(P2): min

q,m,p,ε
ε

s.t. ε̂i ( k̂i, q, m̂i ) + ε͂i ( k͂i, q, m͂i ) ≤ ε, ∀i ∈ N
(10a ),(10b) and (10c).

(11)

However, the problem (P2) is still non-convex. To tackle
this challenge, we propose an algorithm to solve the problem
(P2) or (P1) by using the alternating optimization technique, in
which the block-length allocation, the transmitting power allo⁃
cation, and the deployment location are optimized in an alter⁃
nating manner, by considering the others to be given, towards
a converged solution.
3.1 Block-Length Allocation
Under any given UAV’s location q and power allocation p,

the block-length allocation problem is formulated as
(P2.1): min

m,ε ε

s.t. ε̂i ( k̂i, q, m̂i ) + ε͂i ( k͂i, q, m͂i ) ≤ ε,∀i ∈ N, (12a)
∑
i ∈ N
(m̂i + m͂i ) ≤ M. (12b)

Since the error rate functions ε (k, q,m ) in the constraint
(12a) are convex with respect to m[26], the problem (P2.1) is a
convex optimization problem. Therefore, the strong duality
holds between (P2.1) and its Lagrange dual problem. As a re⁃
sult, we can optimally solve (P2.1) by using the Lagrange dual⁃
ity method[28].
Let λi ≥ 0, ∀i ∈ N and μ ≥ 0 denote the dual variables as⁃sociated with the i-th constraint in Eqs. (12a) and (12b), re⁃

spectively. Then we define λ ≜ [ λ1,...,λN ]. Let X denote theset λ and μ specified by the constraints in the dual problem of
(P2.1). The Lagrangian of problem (P2.1) is given by
ℒ1 (ε,m,λ, μ ) = (1 -∑

i ∈ N
λi )ε +∑

i ∈ N
λi ( ε̂i ( k̂i, q, m̂i ) +

ε͂i ( k͂i, q, m͂i )) + μ∑
i ∈ N
(m̂i + m͂i ) - μM. (13)

Accordingly, the dual function of (P2.1) is
g (λ, μ ) = min

m,ε L (m, ε,λ, μ )
s.t. (12a ) and (12b). (14)

As a result, the dual problem is given by

(D2.1): max
λ,μ g (λ, μ )
s.t. ∑

i = 1

N

λi = 1
μ ≥ 0,λi ≥ 0,∀i ∈ N.

(15)

First, we obtain the dual function under any given λ and μ
by solving Eq. (14). Towards this end, we obtain the optimal
solution { m͂*

i } and { m̂*
i } via solving Eqs. (16) and (17) by usinga bisection search.

∂ℒ1
∂m͂i

= λi -( a͂m͂i + b͂)
2 2π m͂3/2

i

e
-( a͂ m͂i - b͂/ m͂i )2 /2 + μ = 0, (16)

∂ℒ1
∂m̂i

= λi -( âm̂i + b̂)
2 2π m̂3/2

i

e
-( â m̂i - b̂/ m̂i )2 /2 + μ = 0, (17)

where a͂ = ln (1 + γ͂i )
1 - (1 + γ͂i )-2

> 0 and b͂ = k ln2
1 - (1 + γ͂i )-2

> 0.
Then, we obtain the optimal λopt and μopt via solving the dual

problem (D2.1) by using sub-gradient based method[29], such
as the ellipsoid method. With λopt and μopt at hand, we can ob⁃
tain the optimal solution { m͂opt

i } and { m̂opt
i } by replacing λ and

μ in Eqs. (16) and (17) as λopt and μopt. Therefore, problem
(P2.1) is solved.
3.2 Power Allocation
For any given UAV’s location q and block-length allocation

m, the power allocation problem is formulated as:
(P 2.2): min

p,ε ε

s.t. ε̂i ( k̂i, q, m̂i ) + ε͂i ( k͂i, q, m͂i ) ≤ ε,∀i ∈ N (18a)
∑
i ∈ N
pi ≤ Psum (18b)

pi ≥ 0,∀i ∈ N . (18c)
We have the following lemma for solving the problem.
Lemma：For any given UAV’s location q and latency allo⁃

cation m, the error rate ε is convex in p under the mild condi⁃
tion ε (γ,m ) < 0.5.
Proof：See Appendix.
Since the error rate functions ε (k, q,m ) in the constraint (18a)

are convex with respect to p, the problem (P2.2) is a convex opti⁃
mization problem. Therefore, the strong duality also holds be⁃
tween (P2.2) and its Lagrange dual problem. As a result, we can
optimally solve (P2.2) by using Lagrange duality method.
Let ζi ≥ 0, νi ≥ 0, ∀i ∈ N, and η ≥ 0 denote the dual vari⁃ables associated with the constraints (18a), (18c) and (18b), re⁃
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spectively. Then we define ζ ≜ [ ζ1,..., ζN ] and ν ≜ [ ν1,..., νN ].Let γ denote the set of ζ, η and ν specified by the constraints
in the dual problem of (P2.2). The Lagrangian of the problem
(P2.2) is given by
ℒ2 ( p, ε, ζ, ν,η ) = (1 -∑

i ∈ N
ζi )ε +∑

i ∈ N
ζi ( ε̂i ( k̂i, q, m̂i ) +

ε͂i ( k͂i, q, m͂i )) + η∑
i ∈ N
pi -∑

i ∈ N
νi pi - ηPsum. (19)

Accordingly, the dual function is given as:
g (ζ, ν,η ) = min

p,ε L ( p, ε, ζ, ν,η )
s.t. (18a ),(18b) and (18c). (20)

As a result, the dual problem of (P2.2) is expressed as
(D2.2): max

ς,μ,φ g (ζ,ν,η )
s.t. ∑

i = 1

N

ζi = 1
η ≥ 0, ζi ≥ 0, ν ι ≥ 0, ∀i ∈ N.

(21)

First, we obtain the dual function of Eq. (20) under any giv⁃
en ζ, η and ν by solving the problem of Eq. (22). In particular,
we can obtain the optimal solution { pi *} via solving Eq. (22)by the bisection search.
∂ℒ2
∂pi =

ζi
2π Ade

( -A2 )/2 + η - νi = 0, (22)

where

Ad≜
-(

h
σ2
m3/2 1-(1+γi )-2

1+γi -
m
h
σ2
(m ln (1+γi )-k ln2)

(1+γi )3 1-(1+γi )-2
)

m (1- (1+γi )-2 ) ,
(23)

A ≜ m ln (1 + γi ) - k ln2
m 1 - (1 + γi )-2

. (24)

Then we obtain the optimal ζopt, ηopt and νopt via solving the
dual problem (D2.2) by using the ellipsoid method[28]. With
ζopt, ηopt and νopt obtained, we can determine the optimal solu⁃
tion { pi opt} by replacing ζ,η and ν in Eq. (22) as ζopt, ηopt and
νopt. Therefore, problem (P2.2) is finally solved.
3.3 UAV Placement Optimization
Finally, under any given UAV’s transmitting power alloca⁃

tion p and users’block-length allocation m, we optimize the
UAV placement location, for which the optimization problem
is formulated as

(P2.3): min
x,y,ε ε

s.t. ε̂i ( k̂i, q, m̂i ) + ε͂i ( k͂i, q, m͂i ) ≤ ε,∀i ∈ N. (25)
We solve the problem (P2.3) by adopting a two-dimensional

(2D) exhaustive search over the region [ -x ,-x ] × [ -y ,
-y ], where

-x = min i ∈ N ( x̂ i, x͂i ), -x = max i ∈ N ( x̂ i, x͂i ), -y = min i ∈ N ( ŷ i, y͂i ),
-y =

max i ∈ N ( ŷ i, y͂i ).In summary, we optimize the UAV’s placement location q
and the wireless resource allocation m and p in an alternating
manner. It is worth noting that the objective value (i. e., the
achieved maximum end-to-end PER value) is monotonically
non-increasing after each update. As a result, the alternating-
optimization-based approach eventually converges to a con⁃
verged solution to (P2) or (P1), as the maximum PER value is
lower bounded by zero. It is also worth noting that the pro⁃
posed algorithm can be employed offline before the UAV is
launched for helping perform the inference task, which can
thus be implemented efficiently in practice and will not affect
the low latency requirement of the online computation task.

4 Numerical Results
In this section, we present numerical results to evaluate the

performance of the proposed design. In the simulation, we ran⁃
domly generate sensors and actuators’positions in a 2D area
within 100 × 100 m2. We set k̂i =100 bit and k͂i =80 bit, and∀i ∈ N for uplink and downlink communications. The refer⁃
ence channel power gain is set as ρ0 = -40 dB and the receiv⁃er noise power is σ2 = -90 dBm. The transmitting power of all
sensors is Q = 1 W. The UAV flies at a fixed altitude of H =
120 m. We consider the following reference schemes for per⁃
formance comparison.

• Benchmark scheme: In this scheme, the UAV hovers
above a fixed location (i. e., the middle point of the area) and
wireless resources are allocated equally among all sensor-actua⁃
tor pairs (i.e., M2N for all the sensor-actuator pairs’block-length
and Psum

N
for the UAV’s transmitting power to actuators).

•Placement optimization only: In this scheme, we consid⁃
er equal block-length and power allocations (i.e., wireless re⁃
sources are allocated to all the sensor-actuator pairs evenly).
Under this design, the UAV hovers at an optimized location,
which can be obtained by solving the problem (P2.3) under
given UAV’s transmitting power allocation p and users’
block-length allocation m.

•Resource allocation only: The UAV hovers above the mid⁃
dle point of the area with optimal wireless resource allocations,
which can be obtained via solving the problems (P2.1) and (P2.2).

Fig. 2 shows the maximum end-to-end PER versus the total
block-length M, where we set Psum = 36 dBm. It is observed

54



Joint Placement and Resource Allocation for UAV⁃Assisted Mobile Edge Computing Networks with URLLC Special Topic

ZHANG Pengyu, XIE Lifeng, XU Jie

ZTE COMMUNICATIONS
June 2020 Vol. 18 No. 2

that our proposed design outperforms other reference schemes
and the performance gain becomes more significant when the
total block-length becomes larger. It is also observed that the
resource allocation only scheme significantly outperforms the
placement optimization only scheme. This shows the impor⁃
tance of the joint uplink and downlink resource allocation.

Fig. 3 shows the maximum end-to-end PER versus the total
transmitting power Psum, where we set M = 150. It is observed
that the scheme with placement optimization only and the
benchmark scheme both lead to a PER error floor when Psum >33 dBm. It is also observed that in the low transmitting power
regime, the placement only scheme slightly outperforms the re⁃
source allocation only scheme. By contrast, when the transmit⁃
ting power becomes high, the placement only scheme and the
benchmark scheme result in unchanged maximum PER val⁃
ues, which is due to the fact that the PER performance is fun⁃
damentally limited by the uplink because of the lacking of re⁃
source allocations. In this case, the resource allocation only
scheme and the proposed design lead to monotonically de⁃
creasing maximum PER values as transmitting power increas⁃
es. Over all transmitting power regimes, the proposed design
with both resource allocation and UAV placement optimiza⁃
tion is observed to always achieve the best performance, and
the performance gain becomes more evident when the trans⁃
mitting power becomes larger.

5 Conclusions
In this paper, we study a new UAV-assisted MEC network

with URLLC, in which a UAV is deployed at an optimizable
location for serving multiple pairs of sensors and actuators.
We minimize the maximum end-to-end PER of these sensor-
actuator pairs by jointly optimizing the UAV’s placement lo⁃
cation and transmitting power allocation, and the block-length
allocation among these sensor-actuator pairs. We propose an
effective algorithm based on the alternating optimization tech⁃
nique to obtain a high-quality solution to this challenging
problem. Numerical results show that the proposed algorithm
achieves better performance than other benchmark schemes.
Due to the space limitation, there have been some other inter⁃
esting issues that are not addressed in this paper, which are
discussed in the following to motivate future work.
We consider the quasi-stationary UAV scenario by only op⁃

timizing the UAV’s deployment location. In some other sce⁃
narios (e.g., the IoT devices have intermittent traffics that hap⁃
pen at different time instants), it may be feasible to exploit the
UAV’s mobility over time for further enhancing the round-trip
URLLC performance. In this case, how to optimize the UAV’s
trajectory optimization (instead of placement location only)
and the wireless resource allocation to maximize the system
performance is an interesting and challenging problem.
We only consider the round-trip URLLC among the sensor-

actuator pairs by ignoring the computation or information pro⁃

cessing at the UAV. Eventually, the computation-communica⁃
tion tradeoff in MEC and mobile edge learning systems can al⁃
so be exploited for enhancing the latency performance. How to
optimize the performance of UAV-enabled MEC systems for
various edge machine learning applications is an interesting
direction for future investigation.

Appendix
Since Q ( x ) is strictly decreasing and convex in x when

Q ( x ) < 0.5, it suffices to show the convexity of ε (γ,m ) in γ by
proving
f (m,γ ) ≜ m ln (1 + γ ) - N ln2

m 1 - (1 + γ )-2 , (26)

PER: packet error rate

▲Figure 2. The maximum end-to-end PER versus the number of total
available block-length M.

PER: packet error rate UAV: unmanned aerial vehicle
▲ Figure 3. The maximum end-to-end PER versus the UAV’s maxi⁃
mum transmitting power Psum.
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which is strictly concave in γ for any given m.
Let t = 1 + γ > 1, and then we have
-f (m, t ) ≜ f (m,γ ) ≜ mt ln ( t ) - tN ln2

m ( t2 - 1) . (27)

Thus, we have
∂ -f (m, t )
∂t = m ( t2 - ln t - 1) + N ln2( t2 - 1) m ( t2 - 1) =

m ( t2 - ln t - 1)
( t2 - 1) 32

+ N ln2
m

1
( t2 - 1) 32

.
(28)

Let A = m , B = N ln2
m
, we have

∂2 -f (m,t )
∂t2 =

A( (2t-1
t
) ( t2-1)-32 -3Bt ( t2-1)-52 -3t ( t2-ln t-1) ( t2-1)-52 )≗
(2t-1

t
) ( t2-1)-3t ( t2-ln t-1)-3t B

A
≗

(2- 1
t2
) ( t2+1)-3( t2-ln t-1)-3 B

A
=

-t2+ 1
t2
+3lnt-3 B

A
<0,

(29)

where ≗ means both sides have the same sign. Therefore,
-f (m, t ) is concave with respect to (w.r.t.) t. Since t is the affine
transformation of p , it follows that -f (m, t )is also concave w.r.t.
p. Due to the convexity rule of compound function[29],
ε (γ,m )is strictly convex w. r. t. p under a mild condition of
ε (γ,m ) < 0.5.
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