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With the proliferation of end devices, such as smart⁃
phones, wearable sensors and drones, an enor⁃
mous amount of data is generated at the network
edge. This motivates the deployment of machine

learning algorithms at the edge that exploit the data to train ar⁃
tificial intelligence (AI) models for making intelligent deci⁃
sions. Traditional machine learning procedures, including
both training and inference, are carried out in a centralized da⁃
ta center, thus requiring devices to upload their raw data to
the center. This can cause severe network congestion and also
expose users’private data to hackers’attacks. Thanks to the
recent development of mobile edge computing (MEC), the
above issues can be addressed by pushing machine learning
towards the network edge, resulting in the new paradigm of
edge learning. The notion of edge learning is to allow end de⁃
vices to participate in the learning process by keeping their
data local, and perform training and inference in a distributed
manner with coordination by an edge server. Edge learning
can enable many emerging intelligent edge services, such as
autonomous driving, unmanned aerial vehicles (UAVs), and
extended reality (XR). For this reason, it is attracting growing

interests from both the academia and industry.
The research and practice on edge learning are still in its in⁃

fancy. In contrast to cloud-based learning, edge learning fac⁃
es several fundamental challenges, including limited on-de⁃
vice computation capacities, energy constraints, and scarcity
of radio resources. This special issue aims at providing a time⁃
ly forum to introduce this exciting new area and latest ad⁃
vancements towards tackling the mentioned challenges in
edge learning.
To begin with, the first paper“Enabling Intelligence at Net⁃

work Edge: An Overview of Federated Learning”by YANG et
al. serves as a comprehensive overview of federated learning
(FL), a popular edge learning framework, with a particular fo⁃
cus on the implementation of FL on the wireless infrastructure
to realize the vision of network intelligence.
Due to the salient features of edge learning (notably, FL),

such as the non independent and identically distributed (i. i.
d) dataset and a dynamic communication environment, device
scheduling and resource allocation should be accounted for in
designing distributed model training algorithms. To this end,
the second paper“Scheduling Policies for Federated Learning
in Wireless Networks: An Overview”by SHI et al. provides a
comprehensive survey of existing scheduling policies of FL in
wireless networks and also points out a few promising relevantDOI: 10.12142/ZTECOM.202002001
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