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Abstract: Object traceability based on Radio Frequency Identification (RFID) is an impor⁃
tant capability of the Internet of Things (IoT). GS1 EPCglobal, a de-facto standard in RFID
technology, develops Electronic Product Code (EPC) network architecture, which mainly in⁃
cludes EPC Information Service (EPCIS), Object Name Service (ONS), and Discovery Ser⁃
vice (DS). This architecture is used to capture and share standardized events representing
various aspects on EPC object. However, the EPC network architecture also faces challeng⁃
es; for example, the separate management of unrelated event data and master data may in⁃
crease time consumption when an application extracts valuable information by combing
them. A Hardware-Based Information Service (HIS) device is raised in this paper, which is
installed on the specific EPC tagged object directly and this could alleviate the problem
above. The HIS could store the event data and master data related to the EPC identifier cen⁃
trally and the application could gain the basic information based on the data stored in the
HIS without utilizing ONS, DS and EPCIS.
Keywords: EPCIS; lifecycle information; hardware information service

Citation (IEEE Format): T. Y. Han, S. Y. Zhu, B. Xie, et al.,“Advanced EPC network architecture based on hardware information ser⁃
vice,”ZTE Communications, vol. 18, no. 1, pp. 18–23, Mar. 2020. doi: 10.12142/ZTECOM.202001004.

1 Introduction

The Electronic Product Code (EPC) network system is
based on the Radio Frequency Identification (RFID)
and Internet architecture. It assigns a globally unique
encoding to each physical object. EPC technology sys⁃

tem is considered as a scientific and authoritative identifica⁃
tion system. EPC encodings are mainly aimed at improving
the reliability and efficiency of supply chains. They are wide⁃

ly used in some open circumstances, for example, the smart
agriculture and logistic. The EPC network system basically in⁃
cludes EPC identifier, EPC Information Service (EPCIS), Ob⁃
ject Name Service (ONS), and Discovery Service (DS).

Fig. 1 shows one of the most widely used EPC network sys⁃
tem [1]. In response to Fully Qualified Domain Name (FQDN)
typed ONS query, ONS Returns Naming Authority Pointer
(NAPTR) typed service list for the given object. Here, FQDN
and NAPTR belong to the standard massage formats of Do⁃
main Name System (DNS). By adding end-point of DS as one
of the service elements in ONS, user can access DS which ac⁃
tually locates the desired data repositories (Steps 1-1 and 1-2
in Fig. 1). DS has two data flows: write and read flows. The
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write flow occurs when the event is captured from things and
the spatial-temporal data extracted from the event is registered
to DS (Steps 2-1 and 2-2 in Fig. 1). The spatiotemporal data
includes time and logical location of repositories for indirect ac⁃
cess things’data through data repositories. It may also include
physical location and logical location of things for finding the
physical location and direct accessing things. There an access
control mechanism is necessary to ensure the safety and privacy
of the data in these steps. The read flow occurs when the users
search the logical locations of desired repositories or things
(Steps 3-1, 3-2, and 3-3 in Fig. 1). Similar with the write flow,
before querying the main storage service, authority check is es⁃
tablished. After the authority is verified, the users would re⁃
ceive a list of EPCIS logical addresses related to the query and
the users could access each of the EPCIS repositories respec⁃
tively to extract the information needed.
Based on the commonly used event-oriented EPC network

structure, we address several possible problems as follows [2]:
1) EPCIS separately manages event data (i. e. , aggregation

event, transaction event, etc. ) and master data (i. e. , static in⁃
formation over the whole life of objects) so that the accessing

application needs to combine them to obtain all the informa⁃
tion on an object with additional cost.
2) The accessing application needs to search all the event

types over again until there is no additional event found and
extract target information from the reconstructed data since
the accessing application may not know what event type is
used for and what object is transformed from or transformed to
the queried object in advance.
3) Under an event-oriented approach, each event can in⁃

clude a business context on one or more objects so that it may
make EPCIS inefficient when an access control mechanism
must be enforced on the selected objects. For example, the
owner of a ranch may want to share business contexts on the
cow only with the slaughterhouse owner. However, to enforce
this kind of instance-level access control, a query interface of
EPCIS becomes too complicated to filter them appropriately.
This paper proposes a Hardware-Based Information Service

(HIS) device, which is mainly installed on some intelligent
equipment or machines. The main idea of HIS is that it could
centrally store the basic lifecycle information, which is used to
be stored in the distributed EPCIS servers. Therefore, the cli⁃

DS: Discovery ServiceEPCIS: Electronic Product Code (EPC) Information ServiceFQDN: Fully Qualified Domain Name
NAPTR: Naming Authority PointerONS: Object Name Service

▲Figure 1. Overview of discovery service.
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ent only needs to simply search the HIS to obtain the complete
traceability information of the item. There are two application
scenarios of HIS. One is to interact with EPCIS and the other
is to communicate with other HISs. Communicating with EP⁃
CIS is to fit to the existing EPC networks for centrally storing
the distributed data in EPCIS servers. Exchanging informa⁃
tion among HISes is to record the events that occur between
EPC objects. Thus, the detector in the HIS will identify the
devices in the scene firstly in order to determine the mode of
data interaction. Next, the event processor will process the da⁃
ta received from HIS or EPCIS and store it in the memory. Fi⁃
nally, users can access the data in HIS in a flexible way.
Although HIS can only store the basic information about

EPC items, users can directly obtain the complete lifecycle da⁃
ta, so that they can make further targeted query according to
the information provided by the HIS, instead of iteratively que⁃
rying for the information utilizing discovery service. Mean⁃
while, with the use of HIS, the number of query to the EPC
system could be reduced dramatically. Thus, the work load of
the EPC network can be significantly alleviated.
It should be noticed that the implementation of HIS is

based on the EPC network, which is no need to be modified to
fit HIS. Although the HIS can gain the data of the item easily,
the EPC network can still be used for further searching if the
user is interested in the master data that is not stored in the
HIS. It takes less time to access the master data because the
user could use ONS to find the location of the related EPCIS
without applying discovery service.

2 Related Work
For several years, many works for alleviating the problems

mentioned above have been conducted. Semantic web tech⁃
nologies lead to the development of EPCIS variants. Linked
EPCIS [3]–[5] presents an ontological model of EPCIS events
to improve supply chain visibility. However, Linked EPCIS is
not compatible with the standard capture interface and does
not provide scalability for a large amount of event data. Un⁃
like the event-oriented persistent approach of Linked EPCIS,
EPC Graph is a graph-oriented persistent approach [1], [6].
EPC Graph establishes efficient and privacy-enhanced trace⁃
ability by representing the EPCIS document as properties and
relationships in/among objects and locations. However, this
solution is not compatible with the EPCIS accessing applica⁃
tion because it does not provide a standard query interface.
Some works have focused on how DS is efficient designed

[7], [8]. Bridge DS, the most early presented architecture de⁃
sign, suggests eight different DS architectures. Among them,
four efficient architectures are selected considering how fast
the response latency is and easily the secured resource is pro⁃
tected. Some works focus on the performance issues to find
one of distributed DSes. For this, most of them apply peer-to-
peer (P2P) technology to DS, Especially Distributed Hash Ta⁃

ble (DHT) [9]– [11]. DHT offers high robustness, single fail⁃
ure avoidance, and load distribution. However, the previous
works do not seriously deal with the intra-DS aspect. Any de⁃
terioration in the intra-DS may cause great performance degra⁃
dation of entire DS. Additionally, security issues are also im⁃
portant for protecting secured resources in DS.

3 Hardware Information Service Device

3.1 Architecture of HIS
To improve the performance of the current EPC network sys⁃

tem, we propose a HIS device, which is installed on the EPC-
tagged item itself. The HIS of an item stores all the basic data
(event data and master data) related to the EPC identifier and
the device could be any small equipment like the Universal
Serial Bus (USB) disk that we daily use.
Items installed with HIS need to meet certain conditions.

HIS is mainly used in self-powered devices, which can search
for their own energy supply; for example, the self-driving car
that can intelligently find its own charging pile, or the robot
that can generate electricity by utilizing other kinds of ener⁃
gy. Self-powered devices usually have mobility and intelli⁃
gence. When self-powered equipment is running, people usu⁃
ally do not know its location or what happened to it. In this
way, a certain device is needed to record their behavior. How⁃
ever, the things that are not self-powered such as foods and
drugs do not need equipping with HIS because the limit
amount of dynamic data generated by this kind of things could
be processed by the existing EPC network system easily and
the most queries related to them ask for the static data without
distributed processing involved, which makes the response rel⁃
atively faster.
As illustrated in Fig. 2, HIS could be separated into three

parts according to their functions: the data capture layer, re⁃
source pool, and data access layer. The data capture layer is
used to capture data (event and master data) and store it into
the resource pool. The data access layer is implemented to
publish and access data.
3.2 Procedure of Implementing HIS

Algorithm 1 shows the specific operation process of the data
capture layer. The detector is used to detect the interactive de⁃
vice in the scene and broadcast permission and device type re⁃
lated information. The access control is implemented to get the
device type and the state code of the device detected. The state
code is introduced because of the safety and privacy concerns.
The data capture interface is utilized to receive standardized
both dynamic and static data from the device connected. After
that, the event processor is needed to handle the data properly.
Actions like data cleaning, sorting the events by the EventTime,
and filtering unreasonable data should be taken in order to cap⁃
ture the valuable information and store it in the resource pool,
which could be regarded as the memory of HIS.
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Algorithm 1. Data Capture Layer.
1: procedure CaptureData
2: // Capture the data from EPCIS or HIS
3: EPC: the identifier of the object
4: L: the broadcast massage received
5: U: the data stored in the HIS
6: while ture do
7: // broadcast the permission information and the de⁃

vice type
8: Broadcast;
9: if device detected then // privacy protection
10: state_code, type = permission_check(L);
11: if state_code is 2 then
12: connection established;
13: send(U);
14: else if state_code is 1 then
15: if type is EPCIS: then
16: Interact_EPCIS(EPC);
17: end if
18: if type is HIS: then
19: Interact_HIS;
20: end if
21: else
22: connection rejected;
23: end if
24: end if
25: end while
26: end procedure
27: procedure Interact_EPCIS(EPC)
28: R1: the date related to the EPC stored in the EPCIS

29: connection established;
30: R1 = query(EPC);
31: U = store(R1);
32: // data cleaning, sorting by the EvenTime, etc.
33: process(U);
34: end procedure
35: procedure Interact_HIS
36: R2: the data generated by the EPC object itself
37: connection established;
38: R2 = generater;
39: U = store(R2);
40: process (U);
41: end procedure

In the data access layer, there are many types of HIS re⁃
quests, which could be similar with the requests of EPCIS
[12]. Users can obtain the data from the repository immediate⁃
ly through the poll method. Meanwhile, event data can be de⁃
livered to a specific destination periodically (i. e. scheduled
subscription) or if a specific condition meets at the time of cap⁃
ture (i. e. trigger subscription) via the subscribe method. The
former subscription is useful for automating event delivers
while the later one is suitable for developing real-time monitor⁃
ing applications. Both of the subscription methods store their
configurations in the resource pool. The access control is in⁃
troduced to protect the privacy and enhance the safety of the
system. Subscribe control and query control are required to
manage subscribe and poll methods respectively.
3.3 Application Scenarios of HIS
There are two main application scenarios. One is between

HIS and EPCIS and the other is between HISes.

HIS: Hardware Information Service
▲Figure 2. The structure of HIS.
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For the former scenario (Fig. 3), in the data capture phase,
when a self-powered item enters the scene, the factory will
generate corresponding data and send it to the EPCIS of the
factory (Steps 1-1 and 1-2 in Fig. 3). The EPCIS of the facto⁃
ry is registered to the EPC network system in advance, so that
the data of the manufactory could be found by the EPC net⁃
work (Step 1-3 in Fig. 3). When EPCIS obtains data, it will
synchronize it to the HIS (Step 1-4 in Fig. 3), so that the com⁃
plete lifecycle could be maintained in HIS. The processes
above would be repeated in the lifecycle of the item when en⁃
tering the similar scenes (Step 1-5 in Fig. 3). In the data ac⁃
cess phase, users can obtain data through the EPC network
(Step 2-1 in Fig. 3) or access to HIS directly (Step 2-2 in
Fig. 3).
For the later scenario (Fig. 4), self-powered devices gener⁃

ate the data themselves and interact with each other through
HIS.
3.4 Evaluation of HIS
In order to compare the difference between the time required

for the EPC network query method and the HIS query, we ab⁃
stractly divided the time into t1– t8. As shown in Fig. 5, the
query method of the EPC network consists of all the time phas⁃
es: t1 is the time phase of the discovery server receiving the re⁃
quest to retrieve the network address of the EPCIS servers relat⁃
ed; t2 is the time period when the ONS searches the discovery
service related to the EPC object or the network address of the
manufacturer’s EPCIS server; t3 and t4 are the time periods
for the EPCIS server of the manufacturers and the participa⁃
tors to retrieve the relevant data respectively; t5 is the time pe⁃
riod for transmitting the data retrieved to the discovery server;
t6 is the time period for transmitting the data retrieved by the
EPCIS of manufacturers to the user; t7 is the time period for
transmitting the data aggregated in the discovery server to the
user; t8 is the time period for the user to reconstruct the re⁃
turned data and extract meaningful information. For HIS,
since the basic information of the article is already stored, it
only needs to query the master data of interest by utilizing
ONS. Table 1 shows the query time between the EPCIS and
the HIS. It can be seen that the query efficiency of HIS will
be relatively high.
HIS have multiple advantages. Firstly, HIS stores all the

basic data related to an item. In this way, people can gain the
target information easier and faster than the tradition ap⁃
proach because no discovery service query is needed and the
accessing application can easily indicate the relationship be⁃
tween the events. Secondly, because the client could access
HIS directly, the load of the EPC network can be reduced sig⁃
nificantly. Finally, HIS is designed for the future usage. The
hardware can be installed on the robots, self-driving cars,
drones and so on for monitoring, predicting and describing. In
addition, users can access the information regardless of time,
place and environment.

EPC: Electronic Product Code EPCIS: EPC Information Service
▲Figure 3. The Hardware Information Service (HIS)-EPCIS scenario.

▼Table 1. The query time required for the EPC network and HIS
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▲Figure 4. The Hardware Information Service (HIS)-HIS scenario.

▲Figure 5. The EPC network query process.
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4 Conclusions
In this paper, the potential issues of the currently widely

used EPC network are evaluated. The issues include the inef⁃
ficiency of the EPC network led by the distributed storage of
the unrelated data and the access control mechanism of dis⁃
covery service. Thus, the hardware information service is pro⁃
posed to alleviate the challenges and improve the performance
of the system. The basic idea of HIS is that it centrally stores
the basic lifecycle information of the attached object and the
user accesses it directly without involving discovery service,
which may decrease the response time and alleviate the work
load of EPC network. The device is specifically designed for
the self-powered equipment. It has two different modes of da⁃
ta interaction: One is to exchange information with EPCISs in
the existing network and the other is to communicate with oth⁃
er objects equipped with HIS. Both of the methods are used to
capture the data from where it generated. Though HIS may
improve the performance of system, the cost of implementing
such mechanism is relatively high and the safety and robust⁃
ness of EPC network still remain unsolved. For the further
work, we will construct more realistic experiment environ⁃
ments by deploying IoT devices and getting real-data from
them. Additionally, we will research on the searching perfor⁃
mance improvement of the EPC network.
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