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Abstract: The research on residents’ travel mode choice mainly studies how traffic flows
are shared by different traffic modes, which is the prerequisite for the government to estab-
lish transportation planning and policy. Traditional methods based on survey or small data
sources are difficult to accurately describe, explain and verify residents’ travel mode
choice behavior. Recently, thanks to upgrades of urban infrastructures, many real-time loca-
tion - tracking devices become available. These devices generate massive real -time data,
which provides new opportunities to analyze and explain resident travel mode choice be-
havior more accurately and more comprehensively. This paper surveys the current research
status of big data-driven residents’ travel mode choice from three aspects: residents’ trav-
el mode identification, acquisition of travel mode influencing factors, and travel mode
choice model construction. Finally, the limitations of current research and directions of fu-
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ture research are discussed.
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1 Introduction

n recent years, with the rapid economic growth and the

acceleration of urbanization process in China, modern

urban transportation systems, especially metropolitan

transportation systems are facing a series of problems
such as inadequate bearing capacity, crowded traffic and air
pollution. In order to improve the efficiency of urban transport
systems and promote urban sustainable development, effective
management strategies have to be taken. Moreover, accurately
understanding urban resident’ s travel mode behavior is the
precondition for the government to make corresponding mea-
sures. The choice of residents’ travel mode determines the dis-
tribution of people and vehicles in the urban traffic network.
Since travelers are autonomous, only by sufficiently under-
standing travelers’ choice behavior can traffic management
measures be effectively formulated to lead the travelers to ad-
just their travel modes and further relieve traffic pressure.

This work was supported in part by National Natural Science Foundation
of China (No. 61802387) and the Shenzhen Discipline Construction
Project for Urban Computing and Data Intelligence.

Traditional studies on residents’ travel mode choice mainly
rely on field experience and sampling survey to obtain the da-
ta. However, due to limited information, it is hard to accurately
describe, explain and verify residents’ travel mode choice be-
havior. Recently, with the development of sensing technology
and computing environment, long - term and continuous data
can be collected, such as traffic flow, trajectory, traffic net-
work, interest point and meteorological data. The multi-sources
big data brings new perspectives to analyze and explain resi-
dents’ travel mode choice behavior.

Big data-driven residents’ travel mode modeling mainly con-
tains three core issues: residents’ travel mode identification,
residents’ travel mode influencing factors acquisition, and resi-
dents’ travel mode model construction (Fig.1). Among them,
acquisition of resident’s travel mode and influencing factors is
the premise of constructing residents’ travel mode model. Res-
idents’ travel mode identification identifies travelers’ transpor-
tation means based on the trajectory. The traveling means in-
clude walking, bicycle, bus, subway, car, and so on. Influencing
factor acquisition mainly studies the algorithm of influencing
factor extraction. There are many factors affecting residents’
travel mode choice behavior, such as the service level of traffic
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facilities, urban design, transit user, and so on. Some factors
need to be extracted by fusing multiple data sources. For exam-
ple, we need to integrate bus Global Positioning System (GPS),
bus operation time and smart card data to extract traffic conges-
tion, which is important for evaluating service level of traffic fa-
cilities. The resident travel mode prediction model is used to
discover the relationship between these factors and travel
means, so that residents’ travel choice can be accurately pre-
dicted.

This paper is organized as follows. Sections 2-4 review the
recent proposed methods from three aspects: residents’ travel
mode identification, residents’ travel mode influencing factor
acquisition, and residents’ travel mode choice model construc-
tion. The key limitations of current research and the challenges
are discussed in Section 5. Finally, we have a concluding re-
mark in Section 6.

2 Identification of Resident Travel Mode

Residents’ travel modes can be divided into personal trans-
port modes and public transport modes. Personal transport
modes include walk, bicycle, electric vehicle, car, and other
modes. Public transport modes manly comprise ground bus and
rail transit. Residents’ travel mode identification plays an im-
portant role in understanding users’ mobility and traffic situa-
tion. With the dramatic development of data processing and
sensor technology (such as GPS, accelerometer, GSM and Blue-
tooth) over the last decade, we can collect huge amount of resi-
dents” mobility information and environmental parameters.
How to use the collected data to identify urban residents’ trav-
el modes has become a hot but difficult research issue.

The process of identifying user’s travel mode can be summa-
rized as three steps. First, user’s trip chain which reflects the
relationship between trajectory and travel mode is extracted.
Then the characteristics related to the travel mode, such as
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A Figure 1. Framework of a big data—driven residents’ travel mode
choice model.
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speed, start, and stop time are extracted. Finally identification
methods are used to identify the user’s travel mode. The iden-
tification methods can be divided into two categories: rule -
based methods and machine learning-based methods.

Rule-based methods recognize different travel modes by set-
ting different rules according to the logical characteristics of
different travel modes. If the target satisfies the judgment con-
ditions of a certain travel mode, it is classified into the travel
mode. For example, STOPHER et al. [1], BOHTE et al. [2] and
CHEN et al. [3] set different thresholds for average speed, max-
imum speed and travel time to distinguish different travel
modes such as by walking, by bus and by car. However, due to
its strong subjectivity (the rules and thresholds are set mainly
based on experience), the accuracy of rule-based methods is
not high, and the scalability is limited. So it is difficult to ob-
tain high discriminating accuracy and scalability.

In recent years, the study of travel mode identification by
machine learning, such as decision - tree, support vector ma-
chine, neural network, and stochastic forest, has become a hot
research area. The accuracy and scalability have been greatly
improved compared with the previous methods. The travel
mode is identified using data from sensors e.g., GPS, acceler-
ometer, Wi-Fi, and GSM. ZHENG et al. [4] collected the GPS
location data of 45 objects for 6 months based on GPS device
and compared the effectiveness of travel mode identification
using different algorithms, including the decision - tree algo-
rithm, Bayesian network and Support Vector Machine (SVM).
The results indicated that the decision-tree algorithm is better
than the other two [4]. Based on the assumption that using dif-
ferent travel modes make different vibrations, LAN et al. [5]
used the output voltage of kinetic energy acquisition device as
a signal source to detect the travel modes chosen by travelers
in their daily travels. Experimental results show that this meth-
od is feasible [5]. ENDO et al. [6] put forward an automatic fea-
ture extraction method based on depth neural network method,
to address the problem of low prediction accuracy caused by
the artificial feature selection method and the noise of trajecto-
ry. In view of the fact that the existing machine learning meth-
ods were inadequate in explaining the results of residents’
travel modes, DAS et al. [7] put forward a hybrid knowledge
driven method combining fuzzy logic with neural network. A
Fuzzy expert system can give a reasoning scheme but lacks the
adaptability and learning ability that the neural network has.
Therefore, their combination can perfectly offset mutual weak-
nesses [7]. Due to the ambiguous situations, for instance, traf-
fic lights, traffic jam, bus stops and weak signal reception, cur-
rent techniques report high misclassification errors for infer-
ring transportation modes. To overcome this problem, LOPEZ
et al. [8] presented a method for detecting changes of transpor-
tation mode on a multimodal journey. They used a space trans-
formation for extracting features that identify a transition be-
tween two transportation modes based on data collected from
the Google Application Programming Interface (API) for hu-
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man activity classification through a crowdsourcing-based ap-
plication for smartphones. The results showed improvements
on precision and accuracy in comparison to initial classifica-
tion data outcomes [8]. Based on multiple data sources, there
are some studies on travel mode identification. FENG et al. [9]
used a Bayesian network model to identify the travel model
based on acceleration and GPS mixed data. The results showed
that the fusion of GPS data and acceleration data has better re-
sults than that of using one single data [9]. SHIN et al. [10] pro-
posed a real-time travel mode identification algorithm based on
the acceleration and location information collected from mobile
phones. JAHANGIRI et al. [11] used multiple supervised
learning methods, such as k-Nearest Neighbor (kNN), SVM, de-
cision-tree algorithm, Bagging, and Random Forest, to identify
users’ travel modes based on user mobile data collecting from
mobile accelerometers and gyroscopes. The results revealed
that Random Forest had the best prediction accuracy [11].

3 Acquisition of Influencing Factors

Residents’ travel mode choice behavior is influenced by
many factors. These factors can be summed up in five catego-
ries [12]=[15]: service level of transportation facilities (fare,
time, comfort, and reliability); urban design (functional zones,
population density, surrounding environment, public transpor-
tation density, etc.); trip (start and end location, travel purpose,
and travel distance); traveler (income, car ownership, sex and
age, etc.); and else (weather, special events, etc.). So far, a lot
of research advances have been achieved in acquiring influenc-
ing factors based on different sensor data. In the following, we
introduce the latest research progresses from three aspects.

1) In terms of service level of transportation facilities.

BARABINO et al. estimated the punctuality of buses at each
stop based on bus location data and passenger’ s travel pattern
[16], [17]. MA et al. identified and estimated the reliability of
bus operation in different sections based on automatic vehicle
positioning data and smart card data [18]. Based on bus loca-
tion information, user’ s request for bus and smart card data,
HADJIMITRIOU et al. identified the bus stops where the wait-
ing time is much more than the expected by considering bus
service request volume and bus time reliability [19]. CHEPU-
RI et al. evaluated travel time variability as well as reliability
using GPS based trajectory data [20]. ZHENG et al. analyzed
road traffic conditions based on taxi GPS data [21]. Also based
on smart card data, ZHANG et al. analyzed metro passengers’
fined-grained travel time, including the time of entering and ex-
iting metro station, transferring time, and waiting time[22] -
[24]. Overcrowding is one of the major causes of discomfort.
CEAPA et al. extracted station crowding patterns based on his-
torical automated fare collection systems data [25]. WANG et
al. proposed a citywide and real-time model for estimating the
travel time of any path [26], based on the GPS trajectories of
vehicles received in current time slots and over a period of his-
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tory as well as map data sources. ZHANG et al. estimated the
congestion of buses based on passengers’ smart card data and
bus GPS data [27]. ZHAO et al. proposed a probabilistic model
to analyze how the passenger flows were dispatched to different
routes and trains based on smart card and train operation time-
tables [28].

2) In terms of trip.

LI et al. proposed a method to predict and validate home
and work locations of commuters by exploring underlying re-
peated travel patterns based on public transport smart card da-
ta [29]. Based on the internal spatiotemporal relationship with-
in multi-day smart card transaction data, ZOU et al. proposed a
center - point based algorithm to infer the home location for
each cardholder, and a rule-based approach using the individu-
al properties (home location and card type) of cardholders and
the travel information (time and space) of each trip to identify
trip purpose (work, school, shopping, and others) [30]. Further-
more, MA et al. proposed a mining method to identify transit
commuters by leveraging spatial clustering and multi - criteria
decision analysis approaches based on transit smart card data
[31]. HUANG et al. presented an approach using spatial tempo-
ral attractiveness of Point of Interests (POIs) to identify activity
-locations as well as durations from raw GPS trajectory [32].
FURLETTT et al. proposed a probability model to identify trav-
eler’s purposes, such as going to work and studying, based on
GPS trajectory and interest point data [33]. LIU et al. provided
a practical framework for inferring the trip purposes of taxi pas-
sengers, where the probability of points of interest to be visited
is modeled by Bayes’ rules, with both spatial and temporal
constraints taken into consideration [34].

3) In terms of urban design.

LIU et al. proposed a scene classification framework to iden-
tify dominant urban land use type at the level of traffic analysis
zone by integrating probabilistic topic models and support vec-
tor machine [35]. YUAN et al. identified urban functional
zones based on the data of residents’ movement trajectory,
POI, urban road network and so on [36]. YAO et al. estab-
lished a novel framework to map urban population distribu-
tions at the building scale by integrating multisource geospa-

tial big data [37].

4 Residents’ Travel Mode Choice Model

Constructing residents’ travel mode selection model is a
classical research topic in traffic planning [38]. According to
the analysis unit that is an individual or a group, there are two
types of models, the aggregate model and disaggregate model.
The aggregate model is proposed to model the behavior of a
group of travelers. The disaggregate model is put forward later
based on the utility theory and its analysis unit is an individu-
al. Compared with the aggregate model, the disaggregate model
has the characteristics of high prediction accuracy, which
makes the disaggregate model the main research direction in
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recent years.

The disaggregate model offers substantial advantage over the
aggregate model as it models the behavior of individuals. The
Logit model based on the theory of utility maximization is the
first proposed disaggregate model. It is assumed that a traveler
preference for a certain travel mode can be described by the
“utility value” of the travel mode characteristics and socio-de-
mographic attributes of the traveler. In the Logit model, the
utility of an individual selecting a travel mode j is denoted as
U, and composed of two parts: the deterministic utility V; of ob-
servable factors and the random utility &; of unobservable fac-
tors. The random term §; is assumed to be independent and
subject to the same probability distribution (Gumbel distribu-
tion or extreme distribution). The Logit model is widely used to
analyze the distribution of transport vehicles for inter-city and
inner-city travelers [39], [40].

Because the Logit model assumes that the unobservable ran-
dom utility &; of choice branches are independent and subject
to Gumbel distribution, there is no correlation among all the
choices (Independence from Irrelevant Alternative). However,
in some cases it is divorced from reality [41], [42]. In order to
overcome the defects of the Logit model, many researchers
have tried to improve the disaggregate model and proposed var-
ious and more advanced models. MINAL et al have given a sur-
vey of the research advances [43] about these models, such as
Probit model and advanced Logit model. The Probit model as-
sumes that & are not independent with each other, but this
causes more parameters to calculate. When choice branches
are greater than 2, it is very complex to solve the parameters.
Although many approximation solutions, such as the simula-
tion methods (Monte-Carlo simulation and McFadden), are pro-
posed later, the qualitative analysis has uncertainty, inestima-
ble error, and defects of complex parameter calibration pro-
cess, which hinders the practicability of the model [44]-[46].
Therefore, some scholars have turned to study improved Logit
models which have partial advantages of the Probit model.
These improved Logit models can be generalized into two cate-
gories, the hierarchical Logit improvement model and the di-
rect Logit improvement model. The nested Logit model is
based on the multi-level partition of a travel mode, which is
closer to reality than the multiple Logit model because of the
correlation between the modes [43], [47]. The Dogit model is
the representative of direct Logit models [48], which divides
residents’ choice of travel modes into two types, the forced
choice behavior and free choice behavior. It assumes that the
ratio of the forced choice behavior is fixed, which the free
choice behavior is subject to the Logit model.

Along with the development of machine learning, some re-
searchers use artificial neural networks (ANNs) to predict resi-
dents’ travel mode choice [49], [50]. Compared with the Logit
model, ANN models are easily applicable with their higher ca-
pability to identify nonlinear relationships between inputs and
designated outputs to predict choice behaviors. OMRANTI et al.
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[51] presented four machine learning methods, namely artifi-
cial neural net-MLP, artificial neural net-RBF, multinomial lo-
gistic regression, and support vector machines, for predicting
travel mode of individuals. The results reveal that the artificial
neural networks perform better compared to other alternatives
[51]. Moreover, LEE et al. [52] investigated the capability of
four ANN models, including backpropagation neural networks
(BPNNs), radial basis function networks (RBFNs), probabilis-
tic neural networks (PNNs), and clustered probabilistic neural
networks (CPNNs), and compared their prediction performance
with a conventional multinomial logit model (MNL) for mode
choice problems. The results show that ANN models outper-
form MNL, with prediction accuracies around 80% compared
with 70% for MNL [52]. ANNs perform better than tradition
models on modeling residents’ travel mode choice, but they
have the shortage that the parameters are hard to explain,
which blocks its popularization in transportation applications.

5 Limitations of Current Research and Chal-

lenges

By now, a large number of related studies have been pro-
posed to model residents’ travel mode choice behavior. Howev-
er, due to incomplete data, complex influence factors, unclear
relationship between factors and residents’ travel modes, there
are still some limitations in current research stage, which we
summarized as the following three points:

1) Residents’ travel mode identification.

Current methods are able to achieve higher accuracy in iden-
tifying the travel mode based on relatively high-frequency sam-
pling data, but they are not applicable to identify the travel
modes of all residents in a whole city. First, in general, it is dif-
ficult to collect high-frequency location data of a large number
of residents. Though we can obtain some time and space infor-
mation of large number residents through various sensors, such
as mobile phones and smart cards, for example, phone users do
not use mobile phones all the time. The smart card can only
capture a user’s time and space information when he/she is us-
ing public transportation. Furthermore there is no unique iden-
tification between different sensors for the same user. That is,
the method cannot be directly used when there is no user asso-
ciation between sensors and discontinuous sparse location da-
ta. Overall, current methods cannot be directly used under the
condition of sparse and discontinuous location data, and no
unique identification between different but related sensors.

2) Acquisition of influencing factors.

In terms of influencing factor acquisition, there are limita-
tions in the following two aspects: a) Due to the sparsity and in-
completeness of data, it is difficult to assess the influencing
factors with great accuracy based on a single source or a small
number of data sources. For example, the train capacity rate
and passenger flow distribution in a metro network are the im-
portant indicators in comfort evaluation. The premise is to cap-
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ture passengers’ route choice behavior in the subway network.
However, we can only obtain each passenger’s time and sta-
tion information when he/she enters and leaves metro stations.
If such data as cell phone signaling of a passenger is integrat-
ed, more fine-grained location information of the passenger can
be obtained, thus making a more accurate estimation of route
choice behavior. ZHENG et al. have made a comprehensive
overview of cross-domain data fusion technology, but relatively
less in the analysis of residents”’ travel modes [36]. b) The anal-
ysis results are dispersed and do not form a whole area. There
are correlations between these factors, but current studies only
focus on analyzing one or some of them, instead of paying more
attention to the correlations between different factors.

3) Construction of residents’ travel mode choice model.

Many researchers are studying the construction of travel
mode choice models, but there have been few accurate estima-
tions of the residents’ travel modes due to limited data as well
as the large gap between assumption and reality. For example,
the most common definition of “utility value” is to consider the
combination of fare/income, time in the car and walking time,
while ignoring the influence of other factors.

6 Conclusions and Future Research

The emergence of big data provides us the possibility to
deeply understand residents’ travel mode choice behavior.
This paper summarizes the current research status from three
aspects: residents’ travel mode identification, influencing fac-
tors acquisition and residents’ travel mode choice model con-
struction. The future research directions include:

1) Knowledge fusion. The methods for residents’ travel
mode identification and influencing factor acquisition based on
a single data have been well explored. However, the methodolo-
gy that can learn mutually reinforced knowledge from multiple
data sources is still missing. Therefore, how to integrate hetero-
geneous cross-domain data sources to identify residents’ travel
modes and extract potential influencing factors is a challenge
that needs to be addressed in the future.

2) Residents’ travel mode prediction. Residents’ travel
mode choice behavior is affected by multiple complex factors,
including internal and external environments. The correlations
between these factors, as well as between factors and resident
travel modes, are still unclear. Therefore, how to discover these
correlations and make an accurate prediction for residents’
travel mode choice is another challenge that needs to be stud-
ied in the future.
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