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Abstract: Autonomous driving is an emerging technology attracting in⁃
terests from various sectors in recent years. Most of existing work treats
autonomous vehicles as isolated individuals and has focused on devel⁃
oping separate intelligent modules. In this paper, we attempt to exploit
the connectivity among vehicles and propose a systematic framework to
develop autonomous driving techniques. We first introduce a general hi⁃
erarchical information fusion framework for cooperative sensing to ob⁃
tain global situational awareness for vehicles. Following this, a coopera⁃
tive intelligence framework is proposed for autonomous driving systems.
This general framework can guide the development of data collection,
sharing and processing strategies to realize different intelligent func⁃
tions in autonomous driving.
Keywords: autonomous driving; cooperative intelligence; information
fusion; vehicular communications and networking

1 Introduction

s an emerging technology attracting exponentially
growing research and development interests from
various sectors including academia, industry and
government, autonomous driving is expected to

bring numerous benefits to our everyday life, including in⁃
creased safety, alleviation of traffic congestion, improved park⁃
ing, and more efficient utilization of transportation resources,
just to name a few (see e.g., [1]-[3]).

Though research on driverless vehicles dates back to as ear⁃
ly as 1920s and the first prototype of autonomous vehicles
dates back to 1980s, they have not attracted people’s attention
until a little more than 10 years ago due to the limitation of
hardware techniques. However, In the past decade, there have
been huge improvements on many supporting techniques such
as sensing technology, high performance computing, artificial
intelligence, computer vision, and wireless communications
and network. These bring a promising future for driverless vehi⁃
cles. The realization of driverless vehicles and their common
adoption in people’s daily life have been put on agenda. Nowa⁃
days, many research institutes and companies all over the
world have already put the driverless vehicles to road tests,
even on public roads. In United States, many states are giving

permission to allow driverless vehicles to drive in their public
transportation system and many companies such as Uber and
Google are putting their driverless cars into operation.

Throughout the recent years of research and development in
autonomous driving, however, the starting point has always
been the cases with human drivers. More specifically, existing
vehicle automation work has been almost exclusively focused
on developing modules to assist human driving. These include
auto ⁃ parking, off ⁃ lane drift warning, automatic emergency
brake, and so on (see e.g. [4]-[6]). Based upon these work, in⁃
telligence has been gradually introduced into more and more
driving functions, with the hope that one day, with integration
of all these individual modules, the vehicle can be fully intelli⁃
gent and can accomplish autonomous driving.

This strategy enables the developed technologies to be de⁃
ployed into the current transportation systems and can bring in⁃
vestment return within a short time window. However, this
strategy also greatly limits the framework of the autonomous ve⁃
hicle research. This is because the inherited module⁃based ap⁃
proach, which was originally introduced to assist human driv⁃
ing, does not bear any systematic vision or plan on achieving
the level of overall intelligence to take over human driving.
Moreover, such a framework leads to the mentality of treating
the autonomous vehicles as isolated individuals, which natural⁃
ly inherits the human driving mechanism, but is a long way
from maximally exploiting the machine intelligence or utilizing
the potential of vehicle cooperation (see e.g. [7]-[9]). As a re⁃
sult, by imposing the human driving mentality onto machines,
this widely adopted framework results in very high cost, while
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achieving very limited reliability [10].
In this paper, instead of treating the autonomous vehicles as

isolated individuals, we introduce interconnectivity and hence
cooperation among vehicles for the system design. Based upon
this capability, we investigate on how the redundancy provided
by different types of sensors can be best utilized to improve the
reliability in sensing and how the spatial diversity provided by
different vehicles can be exploited to extend the vision range
in sensing. The heterogeneous vehicular network structure is
proposed to support the information sharing during the coopera⁃
tion. A general hierarchical information fusion framework is
then established for the cooperative sensing to achieve global
situational awareness in autonomous driving. An example of co⁃
operative simultaneous localization and mapping with multiple
object tracking (SLAM ⁃ MOT) is presented to illustrate the
framework. Then, this sensing framework is extended to form a
cooperative intelligence framework in designing the autono⁃
mous driving system. Last but not least, the issues associated
with the communications system design are discussed and
some important remarks are given.

2 Cooperative Sensing Obtains Global
Situational Awareness
Sensing is the fundamental task in autonomous vehicles,

which provides the necessary information for intelligent driv⁃
ing. Since the first prototype, many sensing techniques have
been applied in autonomous vehicles. In existing autonomous
vehicles, there are usually many sensing devices of many dif⁃
ferent types to execute different sensing tasks at different sens⁃
ing ranges. To enable the intelligence, instead of providing the
raw sensing data, the sensing module in autonomous vehicles
extracts relevant sensing information via data analytics. So far,
lots of efforts have been devoted towards better data analytics
to improve the quality of information extracted from the sens⁃
ing data. Accordingly, to improve the sensing performance, in⁃
stead of installing more expensive sensing devices, people are
now focusing more on designing better data analytical methods
to improve the quality of sensing information while using low⁃
cost sensing devices.

In most existing work, since the starting point is to assist hu⁃
man drivers or to mimic the sensing capability of human driv⁃
ers, in their design, an autonomous vehicle is treated as an iso⁃
lated individual. Furthermore, a particular sensing task in a
given sensing range is usually accomplished by a very limited
number of sensors. As a result, if any of them is not working
properly, the entire system does not have any backup for cor⁃
rection. For example, the notorious Tesla accident in Florida in
May 7, 2016 occurred since the vehicle only relied on the cam⁃
era and computer vision techniques to facilitate obstacle detec⁃
tion and unfortunately this technique failed to recognize the
truck due to the lighting condition. This framework is some⁃
what like the situation that a single driver is driving the vehi⁃

cle and there is no other people to correct his/her conducts
when needed. The only advantage of the autonomous vehicle
over human driver is that the machine can never get fatigue
and it has a lower error rate.

To improve the reliability of the entire system, recently
there have been extensive research on extracting the sensing
information from the data of multiple on ⁃ board sensors from
the same vehicle such as light detection and ranging (LiDAR),
various kinds of cameras, radar with different wavelengths and
detection ranges, and sonar (see e.g. [11]-[20]). However, due
to cost considerations and space limit, the sensors that can be
installed on a single vehicle are very limited. This means the
data sources are still limited. More importantly, they are still
on the same vehicle, and their sensing ranges are limited by
the position and vision range of the vehicle and cannot avoid
possible blind spots.

On the other hand, in the entire system, there are multiple
autonomous vehicles, each equipped with their own sensors. If
information can be cooperatively extracted from the sensing da⁃
ta collected from different locations, this can overcome the lim⁃
itation of individual vehicle and achieve the beyond the⁃vision⁃
range awareness. In addition, in the intelligent transportation
system, there are many road side units (RSUs) which are con⁃
stantly monitoring the traffic conditions. If these information
can be shared with the autonomous vehicles, further extension
of the range of sensing can be achieved and hopefully the glob⁃
al situational awareness can be obtained. Different sensing
strategies are illustrated in Fig. 1. In Fig. 1a, the white car

c) Multi⁃vehicle sensing with road side units
▲Figure 1. Illustration of different sensing strategies.

b) Multi⁃vehicle sensing

a) Single⁃vehicle sensing
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tries to sense the environment by itself. However, since it is lo⁃
cated in a relatively crowded traffic scenario and its vision
range is blocked by the red car and the green car, resulting in
a very limited sensing range. When communications and infor⁃
mation sharing are enabled among the three vehicles in the fig⁃
ure, as shown in Fig. 1b, the sensing range is greatly extended.
If an RSU is also in the scene and shares its sensing informa⁃
tion with all the vehicles, we can see that the sensing range
would be further extended as seen in Fig. 1c. If information
sharing among the entire intelligent system is enabled, the
global situational awareness would be obtainable. From these
illustrations, we see that with cooperative sensing, the trouble⁃
makers are now serving as helpers during sensing process.

3 Heterogeneous Vehicular Network
Structure
To obtain the global situational awareness as illustrated

above, sensing information across the entire system should be
collected and shared via a supporting communications and net⁃
working infrastructure. We establish a global sensing and pro⁃
cessing framework as illustrated in Fig. 2. There are mainly
three types of entities in the framework:

• Autonomous vehicles are the major participants in the
transportation system. They are using the road and changing
the traffic conditions. At the same time, they would be able to
sense the road and traffic conditions and other participants
such as other vehicles, pedestrian, and animals.

•Intelligent transportation infrastructure refers to the auxil⁃
iary equipment installed in the transportation system such as
road side units (see e.g. [21]-[23]). They usually would not par⁃
ticipate in the transportation system and only collects informa⁃
tion about the road and traffic conditions. Their original pur⁃
pose is to report the basic traffic monitoring information to a
control center to guide the traffic. However, within our frame⁃
work, we allow them to share some information such as traffic
flow condition and road congestion condition with the autono⁃
mous vehicles via vehicle⁃ to⁃ infrastructure (V2I) communica⁃
tions [24] to improve the situational awareness of the autono⁃
mous vehicles.

•Cloud processing center refers to a global center that col⁃
lects all processed sensing information from the entities across

the entire system and creates a global situational awareness of
the traffic conditions in the system (see e.g. [25]). When need⁃
ed, the center could send intervening control signals to some
vehicles to guide their behavior for improved system efficiency
or security. For example, if the center learned that a particular
road is jammed, it can send control information to re ⁃ route
some vehicles to avoid further traffics into that road and allevi⁃
ate the jam condition.

With this proposed framework, the global situational aware⁃
ness could be constructed by collecting, sharing and process⁃
ing all sensing information across the entire system, including
those provided by onboard sensors of autonomous vehicles and
those from the intelligent transportation infrastructure. To sup⁃
port the information sharing within this framework, the network
would be heterogeneous with different communication links
meeting a wide range of QoS requirements:

•Among autonomous vehicles: To facilitate the cooperative
sensing, a large amount of sensing data need to be shared
among different autonomous vehicles. Depending on the time
sensitivity of the sensing data, different requirements on the
communication delay will be needed and depending on the vol⁃
ume of the sensing data, different bandwidth will be demand⁃
ed. Generally speaking, high bandwidth and low latency com⁃
munication techniques need to be exploited to support the ve⁃
hicular network (see e.g. [26]- [31] for some proposed solu⁃
tions).

• From the intelligent transportation infrastructure to the
autonomous vehicles: The sensing information provided by the
intelligent transportation units are usually at low rate. But they
need to be communicated to the autonomous vehicles with low
latency. In addition, the communication range of the intelligent
transportation infrastructure is usually limited and the vehicles
are usually moving at high speed. As a result, frequent hand⁃
offs between a vehicle and different infrastructure units will be
needed. This must be considered in the design of the network
infrastructure of the entire system.

•Between autonomous vehicles and the cloud processing
center: The communications between autonomous vehicles and
the cloud processing center are bi ⁃directional. For the uplink
transmissions, the data volume is usually large, but the latency
requirement would usually be low since the global road and
traffic condition typically do not change that fast. Hence, the
bandwidth would be of more concern; for the downlink trans⁃
missions, usually the more time sensitive control information
with small volume will be involved. As a result, the latency
would be the major concern.

• From the intelligent transportation infrastructure to the
cloud processing center: This is already included in the cur⁃
rent intelligent transportation system and can be directly ap⁃
plied to our proposed framework.

With the heterogeneous vehicular network to support the in⁃
formation sharing among different entities, we would be ready
to develop the cooperative sensing and cooperative intelligence
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▲Figure 2. The information sharing among different entities.
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framework.

4 A Hierarchical Information Fusion
Framework for Cooperative Sensing
Given the possibility and many advantages of the collabora⁃

tions among vehicles during sensing, the main challenge
against collaborations among different sensors is the heteroge⁃
neity in data, even for the relatively simpler case of collaborat⁃
ing sensors located at the same vehicle. There are some papers
in the literature concerning the latter case. However, they are
all limited to some specific combinations of some specific sen⁃
sors and the resultant algorithm cannot be applied to general
cases (see e.g. [32]-[35]). When sensors’properties change, or
as new sensors or sensor types are introduced, one has to com⁃
pletely re⁃formulate the fusion problem and re⁃solve it. More⁃
over, these algorithms cannot be applied to combine sensor in⁃
formation obtained from different vehicles. These issues are all
due to the fact that the existing work tried to directly work on
the heterogeneous data and there is no general framework to
guide how the heterogeneous data should be collected, shared
and processed to achieve the desired situational awareness.

To facilitate the design of cooperative sensing, here we first
categorize the data based upon how the content of the data is
related to the driving tasks:

•Data: It refers to the raw sensor data. Given that there are
many different kinds of sensors in the system, the data take dif⁃
ferent forms and are reported at different rates. They also con⁃
tain different information. In general, most raw sensor data can⁃
not be directly used in the intelligent modules and have to be
processed to provide driving ⁃ related guidance, e.g. the point
cloud provided by LiDAR or the pictures captured by camera.
In the context of cooperative sensing, sharing these types of da⁃
ta is also an unrealistic option due to their sizes.

• Information: It refers to the data describing the general
driving environment that can be used in driving tasks. Exam⁃
ples would be the mapping for the area around the vehicle or
identification of objects in the traffic
scene. The“information”is usually a re⁃
sult of some preliminary processings of
the raw sensor data.

• Knowledge: It refers to the data
containing specific information that can
readily guide the intelligent decisions
in autonomous driving. Examples would
be the driving status of other vehicles,
the intentions of other objects in the traf⁃
fic scene, the road condition along a par⁃
ticular route, and so on. One can treat
the knowledge as the further processed
information. The major difference be⁃
tween“information”and“knowledge”
is that while the information can usually

be extracted from the raw data provided by a single sensor, the
knowledge usually is the result of processing data from multi⁃
ple sensors or even multiple vehicles.

It should be noted that though we are introducing these dif⁃
ferent categories, they are still simply the data during the fu⁃
sion process and there are no clear distinction line among
them. They are introduced here to describe the readiness of the
data for intelligent driving tasks and also indicate the concise⁃
ness of data.

With this categorization of data, we propose a hierarchical
information fusion procedure for cooperative sensing to obtain
the global situation awareness in autonomous driving (Fig. 3).
As seen in the figure, there are multiple levels of data process⁃
ing and information fusion depending on the nature of data and
how to obtain the required information/knowledge from the da⁃
ta. At the lowest level, data from different sensors are pro⁃
cessed to extract information about the environment. Then, the
extracted information can be shared among different vehicles
to provide a more comprehensive knowledge about the driving
situation.
4.1 An Illustrative Example: Cooperative SLAM⁃MOT

To better explain our proposed framework, here we use one
important task of autonomous driving, simultaneous localiza⁃
tion and mapping with moving objects tracking (SLAM⁃MOT)
[36] as an illustrative example. The typical data used for local⁃
ization would be the GPS and inertial measurement unit (IMU)
data and the typical data for mapping and moving objects track⁃
ing are LiDAR, camera, sonar, radar, and so on. To achieve the
best performance in cooperation, one would expect all data
shared among all users. However, this creates huge communi⁃
cation burden, especially for those high ⁃ volume data such as
cloud points from LiDAR and images from cameras. So, they
have to be processed locally to some form of information before
they can be shared among different users. However, at the
same time, the vehicles are distributed in space and the vision
ranges and views of the vehicles are quite different. This im⁃
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▲Figure 3. The hierarchical information fusion procedure to obtain the global situational awareness.
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plies that there must be some schemes to handle the heteroge⁃
neity in space of these data. In addition, different autonomous
vehicles might be equipped with different types of sensors.
Therefore, there are also heterogeneity in information of these
data. To implement the hierarchical information fusion frame⁃
work we propose, one is facing the challenges introduced by
the heterogeneity.

One possible solution to the data heterogeneity is to find a
uniform representation of these data via local processing. For
example, the local sensor data can be processed to generate
the occupancy grid map (OGM) [37] for the area around a vehi⁃
cle (e.g. our work in [38]). With the OGM representation, all
forms of raw sensor data are converted to the uniform informa⁃
tion about the occupancy states of map grids in space, which
solves the problem of heterogeneity in information. At the
same time, the location and vision range of different vehicles
are reflected on the range that the OGM generated by each in⁃
dividual vehicle covers, which solves the issue of heterogeneity
in space. Moreover, the quantified occupancy probabilities re⁃
flects the quality and confidence levels of the sensor data,
which can guide the data fusion process. With these local pro⁃
cessing and mapping, instead of the raw sensor data, the local
maps can be shared among different vehicles to provide a glob⁃
al map, collecting the spatial diversity provided by multiple ve⁃
hicles at different locations and achieving the beyond⁃ the⁃vi⁃
sion⁃range situational awareness. This also greatly alleviate the
challenges for the communication burden using our proposed
fusion framework. Notice that one important feature of our pro⁃
posed hierarchical information fusion framework is that one
could flexibly adjust the fusion strategy based upon the data
volume and the supporting communication network. Generally
speaking, for high⁃volume data, they would be processed local⁃
ly at lower levels to avoid high communication burden. On the
other hand, when communication network is capable of sup⁃
porting high⁃volume data, one can send more unprocessed raw
data for less loss of information during the fusion process.

Then, the information can be further processed to obtain oth⁃
er information. For example, one can analyze the series of oc⁃
cupancy maps obtained over a period and then identify objects
based upon the dynamics of the occupancy grids on the map.
Large occupancy area corresponds to a large object such as
cars or surrounding buildings, and small occupancy area corre⁃
sponds to a small object such as motorcycles or pedestrians;
fast⁃moving occupancy area corresponds to high⁃speed targets
such as cars or motorcycles, and small⁃moving occupancy area
corresponds to low ⁃ speed targets such as pedestrians or sur⁃
rounding buildings. With this multiple levels of data process⁃
ing, traffic information is roughly constructed. On the other
hand, some data can directly provide the knowledge that is
needed for driving. Examples would be the GPS data that pro⁃
vides the localization of the ego vehicle and the IMU data that
provides the speed and acceleration of the ego vehicle. The self⁃
awareness of these data can also then be combined with the ve⁃

hicles’observations on other objects using other sensors to
provide the dynamic localization and tracking on other objects
(e.g. our work in [39]). The SLAM⁃MOT system for the exam⁃
ples described above using our hierarchical information fusion
framework is summarized in Fig. 4.

Then, to facilitate the driving optimization and decisions,
one need to construct models to describe the dynamics of the
traffic participants, including vehicles, pedestrians, animals,
and so on. The behavior pattern of a single participant as well
as the interactions among multiple participants in the system
need to be considered in constructing the dynamic models.
Based upon past historical data, models can be selected and
model parameters can be estimated. Based upon the model and
current observed data, future behavior or dynamics of the par⁃
ticipants can then be predicted. To provide accurate predic⁃
tion, the model must be composite and probabilistic. For being
composite, multiple single models should be constructed to de⁃
scribe the possible dynamics of the participants working in dif⁃
ferent patterns (such as normal, abnormal, conservative, aggres⁃
sive, fatigue drivers, and so on. For being probabilistic, proba⁃
bilities should be assigned to the behavior patterns and also
the intentions of the participants to cover all possibilities. In
this way, intelligent decisions would then be developed. The in⁃
telligent decision process will in turn provide feedback to the
information collection and fusion process to indicate what kind
of information is needed at what level of quality. The intelli⁃
gent framework is illustrated in Fig. 5.

5 A Cooperative Intelligence Framework for
Autonomous Driving
With the global situational awareness provided by coopera⁃

tive sensing, we can further include the collaborations among
different vehicles in the decision process to obtain a coopera⁃
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▲ Figure 4. Cooperative simultaneous localization and mapping with
moving objects tracking (SLAMMOT) using our proposed framework.
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tive intelligence framework. With this framework, we focus on
how the information is collected, shared and involved during
the intelligent driving process. The starting point of the infor⁃
mation is the self⁃awareness, i.e. the driving decision or inten⁃
tion of the vehicle itself. For fully autonomous vehicles, this
will be simply directly provided by the decision module; for
half⁃autonomous vehicles where a driver is still controlling ve⁃
hicle but the vehicle has the capability to observe and analyze
the behavior of the driver, this can be provided by the vehicle’
s intelligent driver behavior analysis module. The self ⁃aware⁃
ness of multiple cooperating intelligent vehicles can be shared
among each other. However, for other non⁃intelligent vehicles,
cooperative sensing must be conducted to obtain the knowl⁃
edge about them supplementing the self⁃awareness of the intel⁃
ligent vehicles. With the proposed cooperative sensing frame⁃
work, spatial diversity will be introduced to provide a more
comprehensive picture on the traffic environment and over⁃
come the vision ranges of individual vehicles. During this pro⁃
cess, it is important to determine which kind of information or
knowledge should be collected, processed, and shared among
the vehicles.

6 Concluding Remarks and Prospects
In this paper, we exploit the collaborations among vehicles

for autonomous driving. We proposed a hierarchical informa⁃
tion fusion framework for cooperative sensing to provide global
situational awareness for autonomous driving and a cooperative
intelligence framework to encourage the collaborations among
vehicles in their driving decision processes for improved sys⁃
tem efficiency and security. The proposed frameworks are gen⁃
eral and can provide valuable guidance to design the individu⁃
al sensing and decision modules in autonomous driving.

One important issue for the proposed hierarchical informa⁃
tion fusion and cooperative intelligence framework is the data
sharing among different entities. This highly depends on the
V2X communications and networking techniques. One could
tackle this issue from two aspects: (1) the design and manage⁃
ment of the information fusion procedure, considering the qual⁃
ity of service provided by the current vehicular communication
infrastructure; and (2) the design of the vehicular communica⁃
tion infrastructure to satisfy the data sharing requirement in

the desired cooperative sensing and intelligence framework.
On the one hand, the performance of the cooperative sensing
and intelligence would be limited by the communications. On
the other hand, the cooperative sensing and intelligence pro⁃
vides good motivation and guidance to the design of a better ve⁃
hicular communications and networking structure.
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▲Figure 5. The illustration of our proposed cooperative intelligence
framework.
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