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Abstract: Traffic flow prediction has been applied into many wireless communication ap⁃
plications (e.g., smart city, Internet of Things). With the development of wireless communi⁃
cation technologies and artificial intelligence, how to design a system for real⁃ time traffic
flow prediction and receive high accuracy of prediction are urgent problems for both re⁃
searchers and equipment suppliers. This paper presents a novel real⁃time system for traffic
flow prediction. Different from the single algorithm for traffic flow prediction, our novel sys⁃
tem firstly utilizes dynamic time wrapping to judge whether traffic flow data has regularity,
realizing traffic flow data classification. After traffic flow data classification, we respective⁃
ly make use of XGBoost and wavelet transform⁃echo state network to predict traffic flow da⁃
ta according to their regularity. Moreover, in order to realize real ⁃ time classification and
prediction, we apply Spark/Hadoop computing platform to process large amounts of traffic
data. Numerical results show that the proposed novel system has better performance and
higher accuracy than other schemes.
Keywords: traffic flow prediction; dynamic time warping; XGBoost; echo state network;
Spark/Hadoop computing platform
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1 Introduction
n recent years, as the advances of multimedia commu⁃
nications and technologies [1]- [3], traffic flow data
has been widely studied and used in various situa⁃
tions. For one thing, mobile users pay more attention

on their experience of surfing online; for another, some service
providers like Zhongxing Telecommunication Equipment Cor⁃
poration (ZTE) want to provide users with better service by traf⁃
fic flow prediction and allocation. Therefore, traffic flow re⁃
search has become one of the hottest research topics in our dai⁃
ly lives. As we all know, quality of experience (QoE) has been

considered as one of the most evaluation criteria for user expe⁃
rience description, which is mixed with subjective and objec⁃
tive indicators [4]. To improve users’QoE, service providers
will predict traffic flow data so that they could substitute their
devices to provide users with higher satisfaction of service. Ob⁃
viously, how to accurately predict traffic flow data and quickly
estimate traffic flow trends are very important for both users
and service providers.

Generally speaking, traffic flow prediction greatly depends
on historical records from different base stations. With the in⁃
creasing number of users, the amount of traffic flow data be⁃
comes larger than before, which may bring different types of
traffic trends. For example, Fig. 1 shows three different traffic
trends among the dataset. Given these flow diagrams, we have
the following observations. Figs. 1a and 1b show the strong reg⁃
ularity and characteristics in the usage of traffic flow data for
different regions like commercial district and residential area.
For example, Fig. 1a shows that the traffic flow data starts to
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rise at 8 a.m. and decrease at about 6 p.m. Fig. 1b is the oppo⁃
site of Fig. 1a. Compared with the two flow diagrams men⁃
tioned before, Fig. 1c seems to have weak regularity. It may
contain the combinations of many non ⁃ linear factors such as
base station’s positions and different time periods [5], [6]. Be⁃
sides, there are some other types of traffic flow regularity in the
dataset. Therefore, how to predict these different types of traf⁃
fic flow data has become a urgent problem for researchers.

Moreover, based on the observations mentioned before, how
to define the regularity for traffic flow data is also very impor⁃
tant. As we all know, most of us only use subjective feelings to
classify the regularity for traffic flow data. However, faced with
increasing number of traffic flow data, it would be impossible
for us to judge regularity manually. Essentially, we must find
the objective method to classify these traffic flow data.

Faced with issues mentioned before, we design a novel real⁃
time system for traffic flow classification and prediction. It is
an integrated system concerning both traffic flow classification
and prediction. This system is divided into two main models: a
traffic flow classification model and a traffic flow prediction
model. In particular, for the classification model, we propose
the dynamic time warping (DTW) algorithm for traffic classifi⁃
cation, and it could classify traffic data into two categories in⁃
cluding regularity and non ⁃ regularity. Subsequently, for the
prediction model, we adopt XGBoost algorithm to predict traf⁃
fic flow data with regularity. For traffic flow data with non⁃regu⁃
larity, we first use wavelet transform (WT) to decompose them
into different coefficients. Then we make full use of echo state
network (ESN) to predict each coefficient. Specially, to meet
the real⁃time requirement for the whole system, we also do data
preprocessing and feature selection by Spark/Hadoop comput⁃
ing platform. In summary, the main contributions of this work
could be summarized as follows:
(1) We propose the DTW algorithm to classify traffic flow data,

which is beneficial to improve the accuracy of traffic flow
prediction.

(2) We use the combination of WT and ESN to predict the traf⁃
fic flow data without regularity. For the regular data, we
adopt XGBoost algorithm to do prediction. In other words,
for different categories of data, we select different adapt⁃

able algorithms to do the traffic flow prediction.
(3) We design the novel real⁃time system for traffic flow predic⁃

tion, and it will favor us in handling traffic flow data auto⁃
matically and quickly.
The rest of this paper is organized as follows. In Section 2,

we discuss the related work in this area. In Section 3, system
overview is described in detail. In Sections 4 and 5, we respec⁃
tively introduce the traffic flow classification and prediction
models. In Section 6 we give our experimental results. Finally,
we give the conclusion in Section 7.

2 Related Work
There are some existing works that focus on the study of traf⁃

fic flow data prediction and classification. Generally speaking,
existing works usually do not consider different types of traffic
trends or diagrams, and often use one single algorithm or its ex⁃
tensions to do the prediction. Actually, how to design a suit⁃
able system for different types of traffic data prediction is still
an open problem for network service providers.

For one thing, the main solutions of traffic flow classification
are divided into two categories, which are machine learning
classification algorithms and time ⁃ series statistical similarity
measurement. Williams et al. [7] introduce supervised algo⁃
rithms which are Bayesian Network, C4.5 Decision Tree, and
Naïve Bayes for traffic flow classification. Experimental results
show that these supervised learning algorithms have better per⁃
formances in the area of classification compared with other
competing models. Moreover, Hu et al. [8] and Hochst et al. [9]
both make use of the clustering algorithm which is the typical
type of unsupervised learning algorithms for classification. In
addition, some scholars concentrate on statistical learning to
measure the similarity between different traffic diagrams. For
example, Jeong et al. [10] propose weighted dynamic time
warping (WDTW) for time series classification, which is a nov⁃
el distance measurement for traffic data. Compared with ma⁃
chine learning algorithms for classification, statistical learning
methods like DTW pay more attention on the similarity mea⁃
surement in the shape of traffic diagrams.

For another, owing to the strong generality of boosting and

▲Figure 1. Different traffic trends among the dataset.
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decision tree, Chen et al. [11] propose the XGBoost algorithm
to improve the accuracy of classification and regression. More⁃
over, with the huge development of neural networks, Zhu et al.
[12] propose a novel BP neural network model for traffic pre⁃
diction, which brings better learning ability than some common
machine learning algorithms. However, faced with complex non⁃
linear factors to traffic data, these algorithms would not per⁃
form better than other competing models for all of traffic dia⁃
grams. Therefore, Yang et al. [13] make full use of WT method
to decompose the traffic flow data into different coefficients,
and use radial basis function network for traffic prediction.

In summary, most of existing works do not concern about the
classification of traffic data, but only use some techniques to
do the optimization. Moreover, there is less study about the real⁃
time system for traffic flow prediction and management. Based
on these analysis, we design a novel real ⁃ time for both traffic
classification and prediction.

3 System Overview

3.1 System Brief Description
For the purpose of the whole system for traffic flow data

treatment and management, we fully consider the complete pro⁃
cess for traffic flow data, including data preprocessing, traffic
flow classification and traffic flow prediction. The flow diagram
of framework for system is shown in Fig. 2.

Briefly speaking, we firstly do data preprocessing containing
data cleaning and feature engineering by Spark/Hadoop com⁃
puting platform, which will greatly improve the speed of data
processing. Then, the processed data would be sent to traffic

flow classification model. The realization of this model is
based on DTW algorithm. After performing by DTW, if the rat⁃
ings of traffic flow data are above the threshold value, they are
taken as data with regularity. And they will be directly trans⁃
ferred to do the prediction by Xgboost algorithm. Otherwise,
they are classified as data with non⁃regularity. They are decom⁃
posed into different coefficients by wavelet transform and then
do the traffic prediction by ESN algorithm. Finally, we could
get the promising results through this novel system even if the
traffic flow data has different categories.
3.2 Data Collection and Preprocessing

For our study, the dataset we used comes from ZTE, which
is one of the largest service providers in China. In particular,
the traffic flow data in the dataset is from 5 762 different base
stations. The specific meanings of the indicators are intro⁃
duced in Table 1. Moreover, the collecting time of the data
ranges from May 1, 2015 to June 20, 2017, and the order of
magnitude for traffic flow data reaches GB.

Essentially, efficient and real ⁃ time system depends on not
only the optimization of learning algorithms, but also the high
speed of data processing. Owing to redundant and duplicate
values in the dataset, we must do data preprocessing before
traffic flow data classification and prediction. To satisfy the ef⁃
ficient requirement, we make full use of Spark/Hadoop comput⁃
ing platform to do the data preprocessing, including data clean⁃
ing and feature engineering. Specifically, Spark/Hadoop com⁃
puting platform [14], [15], on behalf of the distributed comput⁃
ing, is a unified analytics engine for large⁃scale data process⁃
ing. For so much missing data and outliers in the dataset, we
clean these data by Spark/Hadoop. In addition, we process and
perform the analysis of features which may influence the regu⁃
larity of the traffic flow data.

As we all know, the important element of the traffic flow
analysis is the inspection of the traffic flow fluctuations, relat⁃
ed to the following factors:
•Time: time of day, day of week, month of year, etc.
• Base station position: school, high ⁃ speed railway station,

business zone, etc.
•Traffic type: long term evolution (LTE), optical line terminal

(OLT), etc.
Therefore, we observe that these following specific features

are vital to the traffic flow prediction.
(1) The concreate date of the traffic data. For example, 2016⁃05

DTW: dynamic time warping ESN: echo state network

▲Figure 2. Algorithm flow chart of the proposed novel real⁃time system.

▼Table 1. Data attributes
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⁃10, etc.
(2) Whether the day is the working day plays an important role

in prediction. For example, 2016⁃05⁃10 is the working day
and we will mark this day 0 to represent working day. Oth⁃
erwise, we could label 1.

(3) The day before a week is also one factor to do the predic⁃
tion.

(4) The day before one year. For example, if we want to predict
traffic flow data at 2016⁃05⁃10, the traffic data at 2015⁃05⁃
10 will be this new feature.

(5) The sliding window of the current day derives some new fea⁃
tures. From our analysis, we select current day before 1
day, 3 days and 5 days as new features. For instance, we
will select 2016⁃05⁃09, 2016⁃05⁃07 and 2016⁃05⁃05 as
new features to predict traffic flow data at 2016⁃05⁃10.
Theoretically, we should have selected base station’s posi⁃

tions as a feature. To our disappointment, the base stations’po⁃
sitions are all different codes, and it is hard for us to translate
the positions to real place in the map. Therefore, we do not
deal with these values in our feature engineering and experi⁃
ments.

4 Traffic Flow Classification Model

4.1 Introduction of DTW Algorithm
Dynamic time warping (DTW) is the algorithm to compare

the similarity between two time series, which finds the mini⁃
mum path by providing non⁃linear alignments. It has been ap⁃
plied into many fields, such as speech processing, time series
classification, and clustering.

Briefly speaking, the methodology for DTW is as follows.
For example, Fig. 3 shows the optimal warping path between
two different time series. We assume that one time series A
has the length of p. We also assume another time series B with
the length q, which is a different length from the time series A.
Subsequently, we create the p⁃by⁃q path matrix where the ele⁃
ment in the matrix represents the distance between two points.
More importantly, there are also several constraints in building
warping path [16]. The best match between two sequences is
the one path with the lowest distance. Specifically, the optimal

warping path could be found as the following equations:
DTWp( )A,B = γ( )i, jp , (1)

where γ( )i, j is the cumulative distance and the index p

means the lp norm in the equation. Generally speaking, most
of us use Euclidean distance to calculate distance, where p

equals two. Specifically, γ( )i, j is described by

where ai and bj are from two sequences with different
lengths.

In summary, the DTW algorithm could accurately measure
the similarity between time series even if two time series have
different lengths.
4.2 Ratings of Different Traffic Data

In our system, we will select some typical traffic flow dia⁃
grams with obvious regularity as the templates, and these traf⁃
fic flow data could be estimated and predicted easily. The
DTW algorithm could measure the similarity between the other
traffic flow data and the templets. Finally, we could get the rat⁃
ings from the DTW algorithm. The distributions of the ratings
are shown in Table 2.

We are surprised to find from the traffic flow diagrams that
the lower rating the traffic flow diagram has, the more obvious
regularity it has. On the basis of our analysis for the distribu⁃
tions of the ratings, we set the ratings to 5, which is the thresh⁃
old for the regularity of traffic flow data. In other words, if the
ratings of the traffic flow data beyond 5, we consider it regular
in the dataset. Fig. 4 shows the specific traffic flow diagram.

5 Integrated Traffic Flow Prediction Model
In this section, we mainly introduce the integrated traffic

flow prediction model. For the classified traffic flow data, we
adopt different algorithms for prediction, which are the XG⁃
Boost and WT⁃ESN. Therefore, this section is divided into two
parts. One is for the traffic data with obvious regularity, and
the other is for the other traffic data.
5.1 Prediction for Traffic Data with Strong Regularity

Figs. 1a and 1b display strong regularity of traffic flow data.
For the business zone, the traffic flow reaches at the peak val⁃

(2)γ( )i, j = ||ai - bj

p +min{ }γ( )i - 1, j - 1 ,γ( )i - 1, j ,γ( )i, j - 1 ,

▲Figure 3. Optimal warping path between two different time series.

▼Table 2. Distributions of ratings for dynamic time warping (DTW)

Ratings
0-5
5-10
10-15

more than 15

Percentage
57%
15%
12%
11%

Time
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ue at around 9 a.m-11 a.m. Accordingly, it decreases to the
valley value at 1 a.m-4 a.m. Theoretically, machine learning
algorithms could learn the knowledge and regularity from dif⁃
ferent datasets like the human, which is the main reason for its
popularity. XGBoost algorithm [11], as the emerging algorithm
in the supervised learning, has better learning ability com⁃
pared with others supervised learning algorithms. In fact, XG⁃
Boost combines the ensemble method with the optimization of
gradient descent. The following equations mainly introduce the
core of this algorithm:

•Objective
Obj =∑i = 1

n l( )yi, ŷi +∑k = 1
K Ω( )fk . (3)

•Objective, with constants removed
∑i = 1

n é
ë

ù
û

gi ft( )xi + 12 hi ft
2( )xi +Ω( )ft , (4)

where gi = ∂
ŷ
( )t - 1 læè

ö
ø

yi, ŷ( )t - 1 ,hi = ∂2
ŷ
( )t - 1 læè

ö
ø

yi, ŷ( )t - 1 . Moreover, in
Eqs. (3) and (4), yi means the true value and ŷi is the predict⁃ed value. l represents the loss function and Ω is the penaltyterm. f is the regression tree. Compared with traditional opti⁃mization methods like Decision Tree, Gradient Boosting Deci⁃
sion Tree (GBDT) [17], XGBoost uses the second order Taylor
expansion to approximate the objective method, which could
optimize it quickly in the general setting.
5.2 Prediction for Traffic Data with Non⁃Regularity

As mentioned before, we consider that the traffic flow data
has regularity when the rating of traffic flow data beyond 5.
Faced with these data, we believe that the combinations of non⁃
linear factors result in this phenomenon. Therefore, we adopt
WT to decompose the traffic flow data into different coeffi⁃
cients, which could predict it separately. Moreover, with the
better generality and fast computing in neural networks, we
choose a kind of recurrent neural network called ESN to do

each prediction.
ESN is a kind of dynamic neural network, which mainly in⁃

cludes input layer, middle layer and output layer. The middle
layer is also called dynamic reservoir and it contains a large
amount of sparse connected neurons, which plays the impor⁃
tant role in short ⁃ term memory achievement and prediction.
The structure of network is shown in the Fig. 5. Specifically,
the memory and prediction function depend on two equations
called the state update equation and the output state equation.

x(t + 1)= f (Win∙u(t + 1)+W∙x(t)), (5)
ŷ(t + 1)= f out∙(Wout∙(u(t + 1),x(t + 1),y(t))), (6)

where x(t) is the state of reservoir at time t and u(t) is the state
of input. f is the neuron activation function. Win and W are
the input and middle layer weight matrix. y(t) is the output at
time t and ŷ(t + 1) is the predicted output at time t + 1 . Essen⁃
tially, ESN could avoid the shortcomings of typical gradient⁃de⁃
scent⁃based RNN algorithm and have the simple learning pro⁃
cedure, which is the main reason for its applications in the

◀Figure 4.
Specific traffic flow for
dynamic time warping (DTW).

▲Figure 5. Network structure of echo state network (ESN).
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field of time series prediction. However, faced with traffic data
without regularity, ESN could not accurately predict each type
of traffic data well for its different regularities.

To solve these issues, we make efforts to adopt wavelet trans⁃
form (WT) to decompose the initial traffic flow data into differ⁃
ent coefficients, which could reduce the complexity of predic⁃
tion. Briefly speaking, WT is a method of transform analysis
and its main characteristic is to analyze the localization of fre⁃
quency. For example, Fig. 6 shows the details of WT, where
the blue one represents original signal and yellow ones repre⁃
sent different degrees of details. Specifically, C3 is the lowest
frequency factor among all coefficients, and it has the familiar
trend with original signal. D1, D2 and D3 are all the high⁃fre⁃
quency parts of the original signal and we use ESN algorithm
to predict them. For non⁃regularity traffic flow data, we utilize

Haar function as the core of the WT. The concrete steps of non⁃
regularity traffic flow data prediction are described as follows:

Step 1: WT decompose the initial non⁃regularity data yi in⁃
to four coefficients called C3, D1, D2 and D3, which are the in⁃
puts of the ESN.

Step 2: Through single reconstruction, four coefficients in⁃
cluding C3, D1, D2 and D3 are respectively sent to ESN for
network parameters W adjustment. And it receive the predict⁃
ed value for each single line.

Step 3: After training ESN, four predicted values are aggre⁃
gated as the final output, which is also the prediction of the non⁃
regularity traffic flow data ŷi .

6 Results and Analysis
In this section, we will conduct our experiments on the data⁃

set collected from ZTE. We will first introduce two evaluation
indexes in detail and then show and analyze the experimental
results.
6.1 Evaluation Indexes Introduction

Here we briefly introduce two evaluation indexes called Nor⁃
malized Root Mean Square Error (NRMSE) and R ⁃ Squared
(R2), which are the most common evaluation indexes in traffic
flow prediction. Specifically, the definitions of NRMSE and R2

are shown as follows:

NRMSE = ∑t = 1
n ( )ŷt - yt 2

n
/( )ymax - ymin , (7)

R2 = 1 -∑ ( )ŷi - ȳ 2 /∑ ( )yi - ȳ 2, (8)
where ŷ means the predicted value and yt is the true value.
On one hand, lower values of NRMSE represent better accura⁃
cy of the model. On the other hand, R2 indicates the degree of
fit for traffic flow data, and thus higher values of R2 represent
better degree of fit. Compared with NRMSE, R2 focuses on the
similarity of traffic flow data. In our experiments, we put more
emphasis on NRMSE, because accuracy is our first choice.
6.2 Analysis of Results

As mentioned before, we select the dataset that ranges from
May 1, 2015 to June 20, 2017 as a training set. In order to
show the accuracy and degree of fit in detail, we choose one
week’s data from June 21, 2017 to June 27, 2017 as testing
set. To prove the better performances of XGBoost for regular
traffic flow data, we compare the NRMSE and the degree of fit
with some supervised learning algorithms and other commonly
used algorithms. From the results shown in Table 3 and Fig.
7, we could conclude that XGboost has the best performances
among all algorithms. Specifically, the prediction of XGBoost
fits the real data very well. From the perspective of evaluation▲Figure 6. Three⁃layer wavelet decomposition and single reconstruction.
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index, XGboost has the lowest value of normalized root mean
square error (NRMSE) among all algorithms, which means high
accuracy of prediction.

Moreover, we compare performances of our integrated model
with traditional algorithms for traffic flow data prediction, in⁃
cluding autoregressive moving average model (ARMA) time se⁃
ries analysis, LSTM and WT algorithm. Tables 4 and 5 show

the results of two evaluation indexes mentioned before for our
integrated model and four extra algorithms. From these tables,

we could conclude that our integrated model
has the lowest values of NRMSE that corre⁃
spondingly represents highest accuracy
among all algorithms. In addition, another
evaluation index R2 for traffic flow predic⁃
tion pays more attention on the degree of fit
for them. As shown in the tables, our inte⁃
grated model has better degree of fit than
others, which means the shape of traffic flow
prediction is more similar with the true da⁃
ta. Generally speaking, XGBoost and WT ⁃
ESN have their own advantages but it is im⁃
possible for them to accurately predict all
types of traffic flow data. In this case, our in⁃
tegrated model makes full use of advantages
of these two algorithms, obtaining the best
prediction performance.

On the theoretical aspect, we analyze the
feature importance and contributions to the
predicted value among all features, which
are also the interesting aspects for service
providers. Among all features referred in
Section 3.2, we extract top⁃5 features influ⁃
encing the predicted value, as shown in Fig.

8. In particular, F⁃score in this figure measures the importance
of the features, and higher value represents more effective fea⁃
ture. The concrete meanings of these features are presented in
Table 6. This could help us know what features have deep im⁃
pact on the predicted value. Finally, Fig. 9 shows the overview
of our system. There are mainly four parts in our system, in⁃
cluding raw data overview, data statistical analysis, data classi⁃
fication, and data prediction. When the raw data is processed
in the background, relevant information will be displayed in
this system.

7 Conclusions
Traffic flow prediction has been a hot research topic in re⁃

cent years. However, how to systematically realize real ⁃ time
traffic prediction in the context of big data era is urgent to be
solved. In this paper, we propose a system for traffic flow pre⁃
diction and classification. Compared with traditional algo⁃

ARIMA: autoregressive integrated moving average
LSTM: long short⁃term memory

NRMSE: normalized root mean square error
MLP: multi⁃layer perception

ARIMA: autoregressive integrated moving average
LSTM: long short⁃term memory

MLP: multi⁃layer perception
WT: wavelet transform

▼Table 3. Results of NRMSE for six algorithms

Algorithms
XGBoost

Linear regression
ARIMA
MLP

Wavelet transform
LSTM

NRMSE
0.012
0.089
0.017
0.050
0.157
0.062

LineaRegression8 000 000

▲Figure 7. Degrees of fit for different algorithms.
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15.2%
41.0%

WT
7.50%
18.4%
59.0%

LSTM
7.46%
17.39%
59.1%

8 500 000

8 000 000

7 500 000

7 000 000

6 500 000

6 000 000

5 500 000
0 1 2 3 4 5 6

Time/d

RealData
ARIMA
LinearRegression
MLP
0.2XGBoost+0.8RF
WT
LSTM
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ffic

flow
/kb
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ARMA: autoregressive moving average model
LSTM: long short⁃term memory

WT: wavelet transform

▼Table 4. Results of Normalized Root Mean Square Error (NRMSE) in
the Experiments

MAE
≤15%
≤25%
≤30%
≤50%
≤1

Integrated model
60.12%
81.14%
86.06%
93.23%
96.98%

ARMA
22.9%
35.4%
52.6%
74.6%
95.0%

WT
51.3%
70.5%
77.4%
86.5%
95.3%

LSTM
56.6%
75.1%
82.5%
90.0%
96.0%

ARMA: autoregressive moving average model
LSTM: long short⁃term memory

MAE: mean absolute error
WT: wavelet transform
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rithms or models for traffic flow prediction, our system firstly
utilizes DTW algorithm for classification, which is a method to
solve different trends of traffic flow prediction. Then, we main⁃
ly make full use of XGBoost and ESN to predict traffic flow da⁃
ta. Experiment results show that our system has better perfor⁃
mances than other traditional algorithms.
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