
38 ZTE COMMUNICATIONS
March 2019 Vol. 17 No. 1

Abstract: Virtual reality (VR) environment can provide immersive experience to viewers.
Under the VR environment, providing a good quality of experience is extremely important.
Therefore, in this paper, we present an image quality assessment (IQA) study on omnidirec⁃
tional images. We first build an omnidirectional IQA (OIQA) database, including 16 source
images with their corresponding 320 distorted images. We add four commonly encountered
distortions. These distortions are JPEG compression, JPEG2000 compression, Gaussian
blur, and Gaussian noise. Then we conduct a subjective quality evaluation study in the VR
environment based on the OIQA database. Considering that visual attention is more impor⁃
tant in VR environment, head and eye movement data are also tracked and collected dur⁃
ing the quality rating experiments. The 16 raw and their corresponding distorted images,
subjective quality assessment scores, and the head⁃orientation data and eye⁃gaze data to⁃
gether constitute the OIQA database. Based on the OIQA database, we test some state⁃of⁃
the⁃art full ⁃ reference IQA (FR⁃IQA) measures on equirectangular format or cubic format
omnidirectional images. The results show that applying FR⁃ IQA metrics on cubic format
omnidirectional images could improve their performance. The performance of some FR⁃IQA
metrics combining the saliency weight of three different types are also tested based on our
database. Some new phenomena different from traditional IQA are observed.
Keywords: perceptual quality assessment; omnidirectional images; subjective experiment;
objective model evaluation; visual saliency

Perceptual Quality Assessment ofPerceptual Quality Assessment of
Omnidirectional Images:Omnidirectional Images:
Subjective Experiment and ObjectiveSubjective Experiment and Objective
Model EvaluationModel Evaluation

O
1 Introduction

mnidirectional content could provide observers
with immersive perception with the help of Head⁃
Mounted Displays (HMDs). As an important com⁃
ponent of virtual reality (VR), natural immersive

videos provide the viewers with real⁃world scenes. The omnidi⁃
rectional visual experience makes the user experience more im⁃
mersive compared to traditional VR content generated by com⁃
puter⁃aided 3D modeling. Therefore, we mainly consider natural
immersive content, i.e., omnidirectional images, in this paper.

Because of the immersive experience providing by VRHMD,
it is exciting to experience omnidirectional contents. However,
due to the limitation of the photographic apparatus, transmis⁃

sion bandwidth, and display devices, etc, the content viewed
by observers usually cannot live up to the expectation. As a
consequence, it is significant to study the quality of experience
(QoE) in VR environments. Many traditional image quality as⁃
sessment (IQA) databases have been constructed by research⁃
ers, such as Live Mage Quality Assessment Database (LIVE)
[1], TID2008—a database for evaluation of full⁃reference visu⁃
al quality assessment metrics [2], categorical image quality
(CSIQ) database [3], and quality assessment considering view⁃
ing distance and image resolution (VDID) [4], and some works
related to assessing the quality of omnidirectional visual con⁃
tents have also been done, such as [5]-[9]. However as far as
we know, the databases relevant to omnidirectional image qual⁃
ity assessment are very few. And there is no database includ⁃
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ing both subjective evaluation scores and eye movement data.
So we have constructed one omnidirectional IQA (OIQA) data⁃
base [10]. For traditional videos or images quality assessment,
many efforts have been made on designing human visual sys⁃
tem (HVS) based IQA metrics [11]- [15]. Visualizing immer⁃
sive videos or omnidirectional (360 ⁃ degree, equirectangular,
VR) images [5] is different from traditional 2D videos or imag⁃
es. Observers are supposed to be in the central position of a
sphere when visualizing immersive contents. The results in [5]
and [16] illustrate that the view ⁃ port visualized by observers
usually only occupies a portion of the whole omnidirectional
images or videos. Because of the immersive experience, the vi⁃
sual attention of observers in the view⁃port of omnidirectional
videos or images is different from the visual attention in plane
2D videos or images. Therefore, it is significant to study the
new method to evaluate the quality of images and videos com⁃
bining visual saliency in VR environment.

In this paper, we also explore the method of using human vi⁃
sual preferences to assess the quality of omnidirectional imag⁃
es. We test our ideas based on our OIQA database, which in⁃
cludes 16 raw reference omnidirectional images and their cor⁃
responding 320 degradation images under four kinds of distor⁃
tion types. These distortions are JPEG [17] compression,
JPEG2000 [18] compression, Gaussian blur, and Gaussian
noise. The head and eye movement data are also collected in
OIQA database. We first discuss the influence of intrinsic dis⁃
tortion of equirectangular projection. For comparison, the IQA
metrics are tested on cubic images and we think cubic images
have almost no such distortion. The performance of some FR⁃
IQA metrics combining the saliency weight of three different
types is also tested based on our database. Three different
kinds of saliency maps include the global head movement char⁃
acteristic map, global eye viewing preference map, and ground⁃
truth visual saliency map.

The remainder of this paper is arranged as follows. We intro⁃
duce the subjective omnidirectional IQA in Section 2. In Sec⁃
tion 3, we evaluate several state⁃of⁃the⁃art FR⁃IQA models on
the OIQA database and combine human visual preference in
some IQA models. Some inspiring observations are proposed.
We summarize and conclude the whole paper in Section 4.

2 Subjective Quality Assessment of
Omnidirectional Images
The image collection and quality degradation processes are

first introduced in this section. Next, we introduce our experi⁃
mental methodology to conduct subjective quality rating and
capture head or eye movement data. Finally, we process and
analyze the collected visual attention data and subjective quali⁃
ty ratings and present some conclusions we have observed.
2.1 Original and Distorted Equirectangular Images

We collect 16 raw images which are captured by profession⁃

al photographers and available under Creative Commons (CC)
copyright. The collected images are representative and have di⁃
versified textures. We show several sample raw images in Fig. 1.
We zoomed in and carefully checked all raw images to avoid
easily observed artifacts. This procedure can avoid the“intrin⁃
sic artifacts”. All of raw images have close resolutions which
range from 11 332×5 666 to 13 320×6 660, and close perceptu⁃
al quality. This procedure can reduce the influence of the origi⁃
nal content’s quality on subjective ratings. We introduce four
types of distortions to raw images, with five distortion levels for
each type. The four types of distortions we introduced are
JPEG compression, JPEG2000 compression, Gaussian blur,
and white Gaussian noise (WGN), respectively, which are four
commonly encountered distortions.

JPEG and JPEG2000 are the two commonly used compres⁃
sion methods to simulate the artifacts introduced during com⁃
pression. In this paper, we introduced these two methods with
five compression levels each to the raw images. The five levels
are manually set to cover a wide perceptual quality range.
Since omnidirectional contents are generally created, stored,
compressed and transmitted in equirectangular format, we com⁃
press all images in equirectangular format directly and get de⁃
graded images. We also introduced another two commonly en⁃
countered distortions, which are Gaussian blur and WGN. In
this paper, we mainly consider the blur and noise introduced
during capturing. Omnidirectional images are usually captured
by multiple cameras (e.g. camera array) and then stitched. To
simulate the blur and noise introduced during capturing, the
raw images are split into 15 small blocks. Fig. 2a represents
the raw image. Fig. 2b represents the 15 split images of the
raw image in Fig. 2a. These split images represent the scenes
captured by each camera of the camera array. To simulate the
distortions introduced at the sensor of each camera, we add
Gaussian blur and WGN to 15 split images respectively. Then
these split images with distortions added are projected back to
one equirectangular image. Following these procedures, we

▲Figure 1. Some source images in the omnidirectional image quality
assessment database.
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add the Gaussian blur and Gaussian noise to images more uni⁃
formly compared with adding distortions to equirectangular im⁃
ages directly. We also introduce five levels of blur and noise
distortions to generate images with varying distortions. Thus
we have 336 images in total in our OIQA database, including
16 raw images and their corresponding 320 distorted images.
2.2 Equipment and Software

The equipment we used to show the omnidirectional images
to the subjects is HTC VIVE. This HMD has high ⁃ precision
tracking ability and excellent graphics display technology. Spe⁃
cifically, the resolution of this display is 1 080×1 200 per eye
and 2 160×1 200 combined with a field of view (FOV) of about
100 horizontal degrees and about 110 vertical degrees. The re⁃
fresh rate of the HTC VIVE is 90 Hz. Additionally, the sensor
of this HMD could provide head⁃orientation data at the same
rate as the frame rate. In order to obtain eye movement data, a
small eye ⁃ tracker named aGlass [19] is installed into the
HMD. AGlass is an excellent VR eye⁃tracker with an error less
than 0.5° . We also develop an interactive software based on
Unity to display omnidirectional images and collect rating
scores, head⁃orientation data and eye movement data.
2.3 Subjects

The total number of the subjects participated in our experi⁃
ments was 20, including 5 females and 15 males. The age of

subjects ranged from 18 years to 30 years with an average of
24 years. All of the subjects reported normal or corrected⁃ to⁃
normal vision. As illustrated in [20], visually induced motion
sickness (VIMS) in virtual reality environment could make the
quality of experience (QoE) worse. And all of the subjects in
our experiments reported that they did not have travel sickness.
2.4 Subjective Experiment Methodology

With the help of HTC VIVE, aGlass and the software, the ex⁃
periments were conducted to obtain subjective rating score,
head ⁃ orientation data and eye ⁃ movement data at the same
time. Subjects were asked to seat in a rolling chair and be free
to rotate the chair. This procedure is to ensure that the whole
omnidirectional image could be visualized by observers. At the
start of each experiment, the subjects were asked to calibrate
the eye tracker which is installed in the HMD. Then, the visual
attention data of the 16 raw omnidirectional images were col⁃
lected. Each image was displayed for 20 seconds with a five ⁃
second gray screen displayed before showing the following om⁃
nidirectional image. In order to collect natural viewing visual
attention data, all the subjects were asked to look around at
least one circle in this step. Next, in order to make the subjects
familiar with the distortions types and levels of the database,
we conducted a training procedure. Finally, we conducted the
formal quality rating experiment and collected rating scores.
All images were displayed in a random order in this step. To
avoid VIMS and fatigue, the subjects had enough rest time ev⁃
ery 10 minutes during the experiment.
2.5 Data Processing and Analysis

Three types of data are collected, including raw subjective
quality scores given by subjects, head movement data and eye
gaze data, through the subjective experiment. In this section,
we discuss the processing and analyzing procedure of these
three kinds of data.
2.5.1 Subjective Quality Score Processing and Analysis

We first process the subjective rating scores of images. The
mean opinion scores (MOS) are computed by the following for⁃
mula:

MOSj =∑i = 1
N mij

N
, (1)

where N is the number of subjects and mij is the score a⁃
ssigned by subject i to image j. We also use the 3σ principle to
remove the outliers, which are scores far away from the average
value. Fig. 3 illustrates the histogram of the distribution of sub⁃
jective quality scores. Obviously, the subjective rating scores
are distributed across all perceptual quality range.
2.5.2 Visual Attention Data Processing and Analysis

Head⁃orientation and eye⁃movement data within 20 seconds
of 16 raw images were collected. To make the data more intui⁃
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▲Figure 2. One source image and 15 split images: a) the source image;
b) 15 split images.
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tive, we projected the view direction data and the eye ⁃move⁃
ment data from the 3D sphere space to the 2D equirectangular
image. Head⁃only (view direction centered) saliency maps and
head⁃eye saliency maps were created using the view direction
information and the eye movement information respectively.
We followed the method in [21] to get the saliency map. We ap⁃
plied a Gaussian filter of 3.34° of visual angle [22], [23] to fixa⁃
tion maps of the view ⁃ port image. Then the viewport images
with spread fixations were back⁃projected into the sphere⁃map
and then to the final equirectangular visual attention map. The
OIQA database that includes the view ⁃ direction information,
eye⁃fixation maps head saliency maps, and head⁃eye saliency
maps was then released.

As shown in Fig. 4, for an image in OIQA database, we dis⁃
play its corresponding head⁃only saliency map and head⁃eye
saliency map. Comparing the two saliency maps, we can see
that the salient regions mainly centralize in the middle part of
the equirectangular image nearby the equator. When viewing
omnidirectional images in HMD, the top and bottom regions of
an equirectangular image, i.e., the north and the south pole re⁃
gions of the sphere, are less observed by the human subjects.
Moreover, only a small part of the whole scene can be observed
by users when viewing omnidirectional images in HMD. From
an overall perspective, the head ⁃only saliency map is similar
with the head⁃eye saliency map. However, in details, there are
many differences. Therefore, no matter in two ⁃ dimensional
space or in three⁃dimensional space, it is reasonable and signif⁃
icant to assess the quality of images combining the visual sa⁃
liency information.
2.5.3 Global Viewing Direction Bias

From Fig. 4, we can see that whether in head⁃only saliency
map or in head⁃eye saliency map, the salient regions are all lo⁃
cated around the equator of map. On the one hand, observers
are more comfort when viewing the horizontal direction in
HMD. On the other hand, when shooting panoramic images, sa⁃
lient scenes or objects are usually near the equator. Therefore
we believe that it is one of the bottom layer features when view⁃
ing omnidirectional images using HMD. Fig. 5 shows the scat⁃
ter diagrams of global viewing direction (head or eye) weight

proportion along with latitude, clustering over all subjects and
all omnidirectional images. One⁃, two⁃ and three⁃term gaussian
fitting curves are also plotted in this figure. From the figure, we
can see that three⁃term gaussian fitting curves can get relative
good fitting performance. Three ⁃ term gaussian fitting curves
can be plotted by:
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Table 1 shows the coefficient of fitting curves. The first row

lists the nine parameters in Equ. (2). The second and third
rows list nine coefficient values of global head movement direc⁃
tion and global eye viewing direction fitting curves, respective⁃
ly. From the fitting curves, we could get the global viewing di⁃
rection bias when viewing omnidirectional images. This global
viewing direction bias can be used to generate global saliency
weight, which is shown in Fig. 6. The global viewing bias of
omnidirectional images can be used in their perceptual quality
assessment. We will discuss this method in the following.

3 Comparison of Objective Quality
Assessment on the OIQA database

3.1 Experimental Protocol

3.1.1 FR⁃IQA Measures
After the experiment, we compared the performance of 11
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▲Figure 3. Histogram of the subjective quality scores.

▲Figure 4. The head⁃only saliency map and head⁃eye saliency map.
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state⁃of⁃the⁃art objective FR⁃IQA measures, which include 1)
feature similarity (FSIM) [24], 2) gradient magnitude similarity
deviation (GMSD) [25], 3) GMSM [25] 4) gradient similarity
(GSI) [26], 5) information content weighted structural similari⁃

ty (IW⁃SSIM) [27], 6) mean squared error
(MSE), 7) Multiscale structural similarity
(MS⁃SSIM) [28], 8) peak signal⁃ to⁃noise
ratio (PSNR), 9) structural similarity
(SSIM) [29], 10) visual information fideli⁃
ty (VIF) [30], 11) visual saliency⁃induced
index (VSI) [31]. When calculating the
performance, we firstly mapped the pre⁃
dictions of the IQA models to subjective
quality ratings through a five ⁃ parameter
logistic function [32]-[34]:
f (x) = β1

æ

è
ç

ö

ø
÷12 - 1

1 + eβ2(x - β3) + β4x + β5, (3)
in which x denotes the predicted scores;
f (x) represents the corresponding
mapped score; βi (i=1, 2, 3, 4, 5) are the
parameters to be fitted. Then the mapped
scores are compared with the subjective
scores to measure the performance of the
IQA models. In this paper, we use Pear⁃
sons Linear Correlation Coefficient
(PLCC), root mean square error (RMSE)
and spearman rank correlation coeffi⁃
cient (SRCC) as criteria to evaluate the
performance of algorithms. Table 2 lists
the performance of aforementioned IQA
models under these three criteria.
3.1.2 Combining Human Visual

Preference
The FR⁃IQA metrics are not only cal⁃

culated on equirectangular images, but
also calculated on cubic images. Fig. 7
shows the omnidirectional images in
equirectangular format or cubic format.
We supposed that the cubic format omni⁃
directional images could simulate the
view ⁃ port which the subjects really saw
in HMD. It is obvious that cubic images
have less distortion than equirectangular

images in this figure. The omnidirectional images in cubic for⁃
mat are similar with traditional 2D images so we think the tra⁃
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▲Figure 5. The scatter diagrams of head movement direction or eye viewing direction weight
proportion along with latitude, clustering over all the subjects and all the omnidirectional images; a)
One⁃term fitting curves of head movement direction; b) one⁃term fitting curves of eye viewing
direction; c) two⁃term fitting curves of head movement direction; d) two⁃term fitting curves of eye
viewing direction; e) three⁃term fitting curves of head movement direction; f) three⁃term fitting
curves of eye viewing direction.
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▼ Table 1. The coefficient values of head movement direction fitting
curves and eye viewing direction fitting curves

Parameter
Fitting value

(head)
Fitting value

(eye)

α1

-0.2404

0.4943

β1

72.75

92.75

γ1

7.53

6.05

α2

0.7957

0.2622

β2

81.19

91.03

γ2

12.53

13.53

α3

0.1353

0.1288

β3

77.78

81.26

γ3

40.94

48.26

▲Figure 6. The global saliency weight map generated from global
viewing direction bias: a) Global head movement characteristic map; b)
global eye viewing preference map.
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ditional IQA metrics could perform better on images of
this kind of format. We also combined the saliency weight
information aforementioned on part of FR⁃ IQA models to
compare the influence of saliency map with different accu⁃
racy on the evaluation results. Three kinds of saliency
maps, including global head movement characteristic
map, global eye viewing preference map and ground⁃truth
visual saliency map are discussed in this paper. The re⁃
sults are shown in Table 2.
3.2 Performance Comparison

As show in Table 2a, FSIM, GSI and VSI perform better
than other metrics. Although their performance is pretty
well, we still believe that the performance could be im⁃
proved better, e.g., using saliency or other human visual
preference to OIQA. In this paper, we first compare the
SSIM metrics with or without the pre⁃processing method,
which includes a low ⁃ pass filter and downsampling pro⁃
cess. SSIM2 is the metric with pre ⁃processing procedure
while SSIM1 without in Table 2. It is obvious that this pre⁃
processing method contribute a lot to the performance pro⁃
motion of SSIM in the OIQA database. Except for these
models, other state ⁃ of ⁃ the ⁃ art IQA models perform not
well, and they undergo some performance drop when trans⁃
ferring from traditional images to omnidirectional images.
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FR⁃IQA: full reference image quality assessment
FSIM: feature similarity

GMSD: gradient magnitude similarity deviation
GMSM: gradient magnitude similarity mean

GSI: gradient similarity
IW⁃MSE: information content weighted mean squared error

IW⁃PSNR: information content weighted peak signal⁃to⁃noise
ratio

IW⁃SSIM: information content weighted structural similarity
MSE: mean squared error

MS⁃SSIM: multiscale structural similarity
PLCC: Pearsons Linear Correlation Coefficient
PSNR: peak signal⁃to⁃noise ratio
RMSE: root mean square error
SRCC: spearman rank correlation coefficient
SSIM1: structural similarity
SSIM2: structural similarity with pre⁃processing procedure

VIF: visual information fidelity
VSI: visual saliency⁃induced index

▼Table 2. Performance of FR⁃IQA models in terms of PLCC, SRCC and
RMSE. The best three performing metrics are highlighted with bold font

a) Assessing the perceptual quality of omnidirectional images on equirectangular format images
Metrics
FSIMc
GMSD
GMSM
GSI

IW⁃MSE
IW⁃PSNR
IW⁃SSIM
MSE

MS⁃SSIM
PSNR
SSIM1
SSIM2
VIF
VIFp
VSI

PLCC
0.9188
0.7412
0.6768
0.9008
0.6207
0.7371
0.7805
0.3279
0.6745
0.5060
0.5271
0.8888
0.7878
0.7555
0.9087

SRCC
0.9140
0.7378
0.6642
0.8924
0.7328
0.7328
0.7766
0.4971
0.6653
0.4971
0.3479
0.8800
0.7867
0.7501
0.9055

RMSE
5.6800
9.6574
10.590
6.2473
11.280
9.7223
8.9934
13.590
10.621
12.408
12.225
6.5917
8.8614
9.4246
6.0059

b) Assessing the perceptual quality of omnidirectional images on cubic format images
Metrics
FSIMc
GMSD
GMSM
GSI

IW⁃MSE
IW⁃PSNR
IW⁃SSIM
MSE

MS⁃SSIM
PSNR
SSIM1
SSIM2
VIF
VIFp
VSI

PLCC
0.9316
0.7120
0.6448
0.9215
0.6165
0.7179
0.7799
0.3919
0.6699
0.5621
0.4462
0.8843
0.7725
0.7761
0.9236

SRCC
0.9278
0.7042
0.6393
0.9162
0.7110
0.7054
0.7755
0.5693
0.6651
0.5603
0.3870
0.8740
0.7716
0.7699
0.9192

RMSE
5.2273
10.101
10.996
5.5878
11.327
10.014
9.0045
13.235
10.681
11.898
12.875
6.7175
9.1351
9.0723
5.5158

c) Assessing the perceptual quality of omnidirectional images combining head movement direction information (Fig. 6a)
Metrics
FSIMc
GMSM
MSE
PSNR
SSIM1
SSIM2
VSI

PLCC
0.9118
0.6530
0.3420
0.4123
0.4481
0.8967
0.9009

SRCC
0.9049
0.7035
0.5026
0.3958
0.3663
0.8844
0.8946

RMSE
5.9061
10.895
13.518
13.106
12.861
6.3664
6.2451

d) Assessing the perceptual quality of omnidirectional images combining eye viewing direction information (Fig. 6b)
Metrics
FSIMc
GMSM
MSE
PSNR
SSIM1
SSIM2
VSI

PLCC
0.9148
0.7350
0.3407
0.4364
0.4665
0.8988
0.9064

SRCC
0.9078
0.7283
0.5175
0.4154
0.3849
0.8849
0.9005

RMSE
5.8090
9.7549
13.525
12.943
12.725
6.3075
6.0783

e) Assessing the perceptual quality of omnidirectional images combining original saliency map from subjects
Metrics
FSIMc
GMSM
MSE
PSNR
SSIM1
SSIM2
VSI

PLCC
0.9113
0.7508
0.3475
0.4858
0.5083
0.8927
0.9086

SRCC
0.9015
0.7449
0.5317
0.4534
0.4077
0.8779
0.9027

RMSE
5.9245
9.5026
13.489
12.574
12.388
6.4817
6.0071

f)
▲Figure 7. Omnidirectional images of equirectangular format or
cubic format: a) Equirectangular image; b)-g) cubic images, which
are Front, Right, Back, Left, top and bottom in sequence.

e)

a)

g)

b) c) d)
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There is much room to improve these models.
1) Performance Comparison of FR⁃IQA Metrics on Equirect⁃

angular Images and Cubic Images
The performance of these metrics are also calculated on om⁃

nidirectional images in cubic format, as shown in Table 2b.
The best three performing models in Table 2b are also FSIM,
GSI, and VSI. Compared with Table 2a, they have significant
performance improvement. The FSIMc calculated on cubic im⁃
ages get the best performance in Table 2. The significant per⁃
formance improvement also appears in MSE and PSNR met⁃
rics. However, for some other FR ⁃ IQA metrics, the perfor⁃
mance improvement is not obvious. For some FR⁃IQA metrics,
the performance even decreases when calculating on cubic im⁃
ages. It illustrates that this method cannot improve the perfor⁃

mance of all FR ⁃ IQA metrics. We compared the scatter dia⁃
grams of FR⁃ IQA metrics on equirectangular images (Fig. 8)
and on cubic images (Fig. 9), respectively. Detailed illustra⁃
tion will be discussed in Subsection 3.3.

2) Performance Comparison Combining Saliency Weight of
Three Different types

In Tables 2c, 2d and 2e, we display the performance of sev⁃
en FR⁃IQA metrics combining saliency weight with three dif⁃
ferent types, including the global head movement characteris⁃
tic map, global eye viewing preference map and ground⁃ truth
visual saliency map. From these three tables, we find that as
the accuracy of saliency map increases, the performance of
these FR ⁃ IQA metrics increase in general, but the improve⁃
ment is not impressive. Thus we propose that if the accuracy of
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FR⁃IQA: full reference image quality assessmentFSIM: feature similarityGB: Gaussian blurGMSD: gradient magnitude similarity deviationGMSM: gradient magnitude similarity meanGSI: gradient similarityIW⁃MSE: information content weighted mean squared error

IW⁃PSNR: information content weighted peak signal⁃to⁃noise ratioIW⁃SSIM: information content weighted structural similarityMOS: mean opinion scoreMSE: mean squared errorMS⁃SSIM: multiscale structural similarityPLCC: Pearsons Linear Correlation CoefficientPSNR: peak signal⁃to⁃noise ratio

RMSE: root mean square errorSRCC: spearman rank correlation coefficientSSIM1: structural similaritySSIM2: structural similarity with pre⁃processing procedureVIF: visual information fidelityVSI: visual saliency⁃induced indexWGN: white Gaussian noise

▲Figure 8. Scatter plots of subjective MOS versus FR⁃IQA model prediction, including FSIM, FSIMc, GMSD, GMSM, GSI, IW⁃MSE, IW⁃PSNR, IW⁃
SSIM, MSE, MS⁃SSIM, PSNR, SSIM1, SSIM2, VIF, VIFp, and VSI, based on equirectangular format images. The distortion types are JPEG
compression (red points), JPEG2000 compression (green points), WGN (magenta points), and GB (blue points).

100

MO
S

1.00
FSIM

0.88 0.90 0.980.960.940.92

80
60
40
20
0

JPEGJP2KWGNGB

100

MO
S

1.00
FSIMc

0.88 0.90 0.980.960.940.92

80
60
40
20
0

JPEGJP2KWGNGB

100
MO

S

0.35
GMSD

0.05 0.10 0.300.250.200.15

80
60
40
20
0

JPEGJP2KWGNGB

100

MO
S

1.00
GMSM

0.4 0.5 0.90.80.70.6

80
60
40
20
0

JPEGJP2KWGNGB

100

MO
S

1.000
GSI

80
60
40
20
0

JPEGJP2KWGNGB

0.9950.9900.9850.980

100

MO
S

IW⁃MSE

80
60
40
20
0 3 0002 0001 0000

JPEGJP2KWGNGB

100

MO
S

40
IW⁃PSNR

80
60
40
20
0

JPEGJP2KWGNGB

35252015 30

100

MO
S

1.0
IW⁃SSIM

80
60
40
20
0

JPEGJP2KWGNGB

0.80.60.40.2
100

MO
S

MSE

80
60
40
20
0

JPEGJP2KWGNGB

4 0003 0002 0001 0000

100

MO
S

MS⁃SSIM

80
60
40
20
0

JPEGJP2KWGNGB

0.80.6 1.00.40.2

100

MO
S

PSNR

80
60
40
20
0

JPEGJP2KWGNGB

352515 20 30 40

100

MO
S

SSIM1

80
60
40
20
0

JPEGJP2KWGNGB

0.80.60.40.20
100

MO
S

SSIM2

80
60
40
20
0

JPEGJP2KWGNGB

0.90.80.7 1.0

100

MO
S

VIF

80
60
40
20
0

JPEGJP2KWGNGB

0.40.30.20 0.60.50.1

100

MO
S

VIFP

80
60
40
20
0

JPEGJP2KWGNGB

0.40.30.2 0.60.50.1

100

MO
S

VSI

80
60
40
20
0

JPEGJP2KWGNGB

0.980.970 1.000.990.96



45ZTE COMMUNICATIONS
March 2019 Vol. 17 No. 1

saliency map of omnidirectional images is not assured, re⁃
searchers could combining the global saliency weight (Fig. 6)
in their IQA algorithms. We find from the performance in Ta⁃
ble 2 that the performance of some metrics decreases after com⁃
bining the saliency weight. We think it is because that the in⁃
trinsic distortion of equirectangular projection is inconsistent
with the saliency map. Relative issues need further research.
3.3 Differences Between Omnidirectional IQA and

Traditional IQA
We select 16 FR ⁃ IQA models (FSIM, FSIMc, GMSD,

GMSM, GSI, IW⁃MSE, IW⁃PSNR, IW⁃SSIM, MSE, MS⁃SSIM,

PSNR, SSIM1, SSIM2, VIF, VIFp, and VSI) and illustrate their
scatter plots on equirectangular images (Fig. 8) and on cubic
images (Fig. 9). The models we selected contain high perfor⁃
mance metrics (such as FSIMc and VSI) and classical IQA met⁃
rics (such as SSIM and PSNR). As shown in Fig. 8, the scatter
points whose color are magenta represent the distortion type of
WGN. Compared with the scatter points of the other three dis⁃
tortion types, it is obvious that these scatter points are always
far from the fitted curve. The scatter points of WGN are almost
always higher than the scatter points of the other three distor⁃
tion types. It means that these IQA models have predicted low⁃
er quality scores than the ideal values for distortion type WGN.
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FR⁃IQA: full reference image quality assessment
FSIM: feature similarity
GB: Gaussian blur

GMSD: gradient magnitude similarity deviation
GMSM: gradient magnitude similarity mean

GSI: gradient similarity
IW⁃MSE: information content weighted mean squared error

IW⁃PSNR: information content weighted peak signal⁃to⁃noise ratio
IW⁃SSIM: information content weighted structural similarity

MOS: mean opinion score
MSE: mean squared error

MS⁃SSIM: multiscale structural similarity
PLCC: Pearsons Linear Correlation Coefficient
PSNR: peak signal⁃to⁃noise ratio

RMSE: root mean square error
SRCC: spearman rank correlation coefficient
SSIM1: structural similarity
SSIM2: structural similarity with pre⁃processing procedure

VIF: visual information fidelity
VSI: visual saliency⁃induced index

WGN: white Gaussian noise

▲Fig. 9. Scatter plots of subjective MOS versus FR⁃IQA model prediction, including FSIM, FSIMc, GMSD, GMSM, GSI, IW⁃MSE, IW⁃PSNR, IW⁃
SSIM, MSE, MS⁃SSIM, PSNR, SSIM1, SSIM2, VIF, VIFp, and VSI, based on cubic format images. The distortion types are JPEG compression (red
points), JPEG2000 compression (green points), WGN (magenta points), GB (blue points).
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We believe this phenomenon is partly caused by the subjective
ratings and partly caused by the objective IQA models. Anoth⁃
er phenomenon we observed from the scatter plots in Figs. 8
and 9 is that the scatter points of JPEG compression do not fit
well in some metrics. We think it is mainly caused by the sub⁃
jective ratings.

1) Subjective Rating Differences
For the exception to the WGN distortion, we see that this

phenomenon is observed in various IQA models in Fig. 8. In
traditional images, for all kinds of distortions, most IQA mod⁃
els show quite consistent predictions. However, in omnidirec⁃
tional images, exception to the WGN distortion is observed.
Therefore we believe it is partly caused by the subjective rat⁃
ings. We believe that people prefer high ⁃ frequency content
when viewing VR stimuli. And this preference leads to the ex⁃
ceptional subjective ratings. Observers will have more comfort⁃
able visual experiences when viewing high frequency content.
Compared with traditional displays, subjects can only see the
view⁃port image. This limited displaying effects of current VR⁃
HMD also leads to the exceptional subjective ratings. Because
the contents are not completed in the view ⁃port and subjects
will be annoyed with losing image details. We introduce four
types of distortions in this paper, including JPEG compression,
JPEG2000 compression, Gaussian noise, and Gaussian blur.
Gaussian noise adds high frequency information to the image.
The rest three distortions reduce the high frequency informa⁃
tion and image details. For the exception to the JPEG compres⁃
sion distortion, we think humans’perceptual assessment of
color distortion in VR environment is also different with that in
traditional 2D displays. Some following work can be done re⁃
garding this phenomenon.

2) Objective Measure Differences
For the exception to the WGN distortion, we also believe

that this phenomenon is caused by the intrinsic distortion of
equirectangular projection. Fig. 9 shows the scatter diagrams
of MOS versus FR⁃IQA metrics on cubic images and we think
cubic images have little intrinsic distortion. We excitingly find
from the figure that for some models, such as FSIM, GSI, and
VSI, the scatter points of the distortion type WGN are closer to
the fitted curves, compared with Fig. 8, although they also a lit⁃
tle far away from the fitted curve. Thus the performance of
these metrics in Table 2b are better than those in Table 2a.
Thus the phenomenon aforementioned is partly caused by the
intrinsic distortion of equirectangular projection.

4 Conclusion and Future Work
In this paper, we investigate the methodology of assessing

the quality of omnidirectional images. We first construct an om⁃
nidirectional IQA database. The database includes 16 source
images with their corresponding 320 degraded images. We add
four most commonly encountered distortions, including JPEG
compression, JPEG2000 compression, Gaussian noise, and

Gaussian blur. We collect the subjective quality scores, view⁃
orientation information, and eye⁃movement data during the ex⁃
periment. By comparing objective FR ⁃ IQA models on the
OIQA database, we propose that humans prefer high frequency
content and image details in VR HMDs, and the losing of im⁃
age details can do a lot of harm to the visual experience in the
VR case. By comparing the performance of state⁃of⁃the⁃art ob⁃
jective FR ⁃ IQA models tested on the equirectangular images
and cubic images, respectively, we find that calculating the
IQA metrics on cubic images could improve some metrics’per⁃
formance. Visual saliency information should also be com⁃
bined in the IQA metrics, and more accurate saliency informa⁃
tion will make the performance better.
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