
Abstract: Saliency detection models, which are used to extract salient regions in visual
scenes, are widely used in various multimedia processing applications. It has attracted
much attention in the area of computer vision over the past decades. Since most images or
videos over the Internet are stored in compressed domains such as images in JPEG format
and videos in MPEG2 format, H.264 format, and MPEG4 Visual format, many saliency de⁃
tection models have been proposed in the compressed domain recently. We provide a re⁃
view of our works on saliency detection models in the compressed domain in this paper.
Besides, we introduce some commonly used fusion strategies to combine spatial saliency
map and temporal saliency map to compute the final video saliency map.
Keywords: saliency detection; computer vision; compressed domain; visual attention; fu⁃
sion strategy

1 Introduction
he human visual system (HVS) has limited capaci⁃
ty and cannot process everything that falls onto the
retina [1]. Visual attention would selectively bring
important information into focus while filtering oth⁃

er parts to reduce the complexity of scene analysis. Saliency
detection model, which simulates visual attention mechanism,
could identify regions of interest in images or videos. There are
two visual attention mechanisms: bottom⁃up and top⁃down ap⁃
proaches. The bottom⁃up attention [2] is determined by charac⁃
teristics of a visual scene (stimulus⁃driven), while the top⁃down
attention [3] is determined by cognitive phenomena like expec⁃
tations, current goals, and knowledge (goal ⁃ driven). Saliency
estimation from one computational model is shown in Fig. 1,
where the brighter the region is, the more salient it is.

Currently, saliency detection has been applied to the impor⁃
tant preprocessing step in various multimedia processing appli⁃
cations, such as object tracking [4], [5], image retargeting [6],
object detection [7], object recognition [8], person re ⁃ identi fi
cation [9], image compression [10], quality assessment [11]-

[13], abstraction [14], segmentation [15], and so on.
Saliency detection models can be divided into pixel⁃domain

models and compressed⁃domain models. Early research on sa⁃
liency detection mostly focuses on feature extraction in the pix⁃
el domain [16]-[34]. However, most images or videos over the
Internet are basically stored in the compressed domain. For ex⁃
ample, images over the Internet are stored in Joint Photograph⁃
ic Experts Group (JPEG) format, while videos are stored in
H.264 and Moving Picture Experts Group (MPEG2) format.

T
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▲Figure 1. Saliency estimation results [16] on the public database Densely
Annotated Video Segmentation (DAVIS) [17]. From the first column to the
last column: original images, saliency maps, and ground truth maps.



Compressed images or videos are widely used in various multi⁃
media applications over the Internet, because they can reduce
storage space and improve transmission efficiency. The current
saliency detection models have to decompress the compressed
images or videos into the pixel domain for feature extraction,
which is time consuming. To avoid the process, some saliency
detection models are proposed in the compressed domain [6],
[35]-[43].

As a pioneer, Itti et al. [18] proposed a conceptually compu⁃
tational model for saliency detection based on multiscale im⁃
age features including intensity, color, and orientation. Harel
et al. [19] introduced a bottom⁃up visual saliency model (GB⁃
VS) with the new definition of dissimilarity to extract saliency
information. After that, Yang et al. [20] computed visual salien⁃
cy by ranking the similarity of the image elements (pixels or re⁃
gions) with foreground cues or background cues via graph ⁃
based manifold ranking. However, many graph ⁃ based models
[19], [20] heavily depend to the performance of the superpixel
segmentation preprocessing. Therefore, Li et al. [21] intro⁃
duced a saliency detection approach that considers the advan⁃
tages of both region ⁃ based features and image details by the
regularized random walk ranking. Tu et al. [24] proposed a
method for measuring the image boundary efficiently based on
the minimum spanning tree. The method established by Qin et
al. [22] calculates saliency by Cellular Automata ⁃ a dynamic
evolution model, which can obtain the relevance of similar re⁃
gions. Tong et al. [23] exploited both weak and strong models
for saliency detection by developing a bootstrap learning algo⁃
rithm. Recently, deep learning based methods become more
and more popular in saliency detection. Wang et al. [25] esti⁃
mated saliency by integrating local features and global features
extracted by two deep neural networks, respectively. Based on
auto⁃encoder neural network, Zhang [26] presented a saliency
detection model by learning uncertain convolutional features.

Recently, some video saliency detection models were also
explored [28]- [31] in the pixel domain. Kim et al. [28] intro⁃
duced the approach of random walk with restart to detect spa⁃
tially and temporally salient regions. They calculated spatio⁃
temporal saliency by finding the steady ⁃ state distribution of
the walker. In [29], temporal background priors are combined
with spatial background priors to generate spatiotemporal back⁃
ground priors. Then, saliency estimation is conducted by a dual
⁃ graph based structure using spatiotemporal background pri⁃
ors. A spectral foreground extraction algorithm, Quantum Cuts
(QCUT), is applied to estimate the saliency probability of re⁃
gions [30]. Chen et al. [31] designed a video saliency detection
model based on the spatiotemporal saliency fusion and low ⁃
rank coherency guided saliency diffusion. In [44], Li et al. pro⁃
posed an unsupervised approach for video saliency object de⁃
tection by using stacked auto⁃encoder neural network. In that
approach, three saliency cues including pixel, superpixel, and
object levels are extracted based on the algorithms of [45],
[46], and [47]. Then the three saliency cues are fed into

stacked auto⁃encoders to infer a saliency score for each pixel.
The models mentioned above are all saliency detection mod⁃

els in the pixel domain. Recently, there have been some works
explored on saliency detection in the compressed domain. Mu⁃
thuswamy et al. [35] used discrete cosine transform (DCT) coef⁃
ficients [6] and motion vectors [48] as features for MPEG2 vid⁃
eo saliency detection. Khatoonabadi et al. [36] proposed a new
feature, operational block description length (OBDL), as a mea⁃
sure of saliency. The OBDL represents the minimum number
of bits required to encode a given video block under a certain
distortion criterion [36]. In [37], Khatoonabadi et al. intro⁃
duced two video features called Motion Vector Entropy and
Smoothed Residual Norm extracted from the compressed video
bitstream. Using the statistics of these two features in videos,
they proposed a visual saliency detection model for com⁃
pressed video. Two compressed domain features called residu⁃
al DCT coefficient norms and operational block description are
extracted from video bitstream [38], [39]. Then Li et al. [38],
[39] used a fusion algorithm whose fusion coefficients vary
with quantization parameters to fuse the two feature maps for
saliency estimation. Xu et al. [40] first extracted High Efficien⁃
cy Video Coding (HEVC) features in the HEVC domain and
then those features are integrated by the learned support vector
machine for video saliency detection. Jian et al. [41] intro⁃
duced a saliency detection model by extracting three features
including Quaternionic Distance Based Weber Descriptor (QD⁃
WD), pattern distinctness, and local contrast. By exploiting
MPEG4 AVC compression principles, Ammar et al. [42] calcu⁃
lated the intensity, color, orientation, and motion feature maps
by extracting the energy of luma coefficients, energy of chroma
coefficients, gradient of the prediction modes, and amplitude
of motion vectors. Finally, spatiotemporal saliency map is ob⁃
tained by an average fusion algorithm. We proposed a saliency
detection model in the compressed domain for images [6] and
video [43].

The remaining of this paper is organized as follows. Section
2 describes our works in the compressed domain. Section 3
compares our fusion strategies of spatial and temporal saliency
with those from other existing fusion strategies. The final Sec⁃
tion 4 concludes the paper.

2 Compressed⁃Domain Visual Saliency
Models
There are two works in computational modeling of visual at⁃

tention in the compressed domain [6], [43]. In [6], the saliency
detection model in compressed domain is built for 2D images,
while the model is established for visual saliency modeling of
video sequences in [43].
2.1 Saliency Detection Model for Compressed⁃Domain

Image
We proposed a saliency detection model for images in com⁃
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pressed domain [6]. The general framework of the proposed
model is shown in Fig. 2. Three kinds of features (including in⁃
tensity, color, and texture features) are firstly extracted from
DCT coefficients. Then four visual saliency maps (one intensi⁃
ty saliency map, two color saliency maps, and one texture sa⁃
liency map) are estimated by calculating feature contrast based
on small DCT blocks weighted by a Gaussian model. Finally,
by using coherent normalization ⁃ based fusion method to fuse
these saliency maps, the final saliency map is obtained. Some
saliency detection results of the proposed model [6] are shown
in Fig. 3.

This work [6] in saliency detection mainly includes two con⁃
tributions: the first one is how to extract features (intensity, col⁃
or, and texture features) directly from the JPEG bitstream; the
second is to design a new computational model of visual atten⁃
tion based on DCT blocks in the compressed domain. The de⁃
tails of the model are described as follows.

(1) Feature Extraction from the JPEG Bitstream
The color space of the input JPEG images is converted from

RGB color space to YCbCr color space. YCbCr color space
could be used to extract the three kinds of features mentioned
above. Specifically, L channel contains the intensity and tex⁃
ture information while Cb and Cr channels contain color infor⁃
mation. Each channel is divided into 8×8 blocks, and the DCT
is carried out for each small block. DCT coefficients in each
block include the DC coefficient and AC coefficients. Please
note that DC coefficient is a measure of the average energy of
this block, while the remaining 63 AC coefficients represent
high frequency information of this block. Therefore, we could
use DC coefficient in L channel to extract intensity feature L.
DC coefficients in Cb and Cr channels are used to extract two
color features (C1 and C2). AC coefficients in L channel are
used to extract texture feature T.

(2) Saliency Estimation in the Compressed Domain
Four saliency maps (one intensity saliency map, two color sa⁃

liency map, and one texture saliency map) are computed by
feature contrast based on DCT blocks. The saliency value of
each DCT block in each feature map is determined by two fac⁃
tors, including the block differences and weights between this
block and all other blocks of the input image. Intensity and col⁃
or feature differences of each DCT block are calculated by L1⁃
norm distance, while texture difference of each DCT block is
estimated by Hausdorff distance. The saliency value for each
block is proportional to the block difference. The human eye is
more sensitive about the differences between the current block
and nearer blocks compared with the relatively distant area. A
Gaussian model is thus used to weight the block differences for
saliency detection. The saliency map for the nth feature can be
calculated as follows:

Sn
i =∑

j≠ i

1
σ 2π e

- d2
ij

2σ2
Dn

ij, (1)

where dij represents the Euclidean distance between DCT
blocks i and j; n ∈{ }L,C1,C2,T and Dij is DCT block differ⁃
ence; σ is a parameter of the Gaussian model. In the study [6],
σ is set to 5.

According to Eq. (1), different saliency maps are calculated
based on different features. These saliency maps include one
intensity saliency map, two color saliency maps, and one tex⁃
ture saliency map. The final saliency map S for a given JPEG
image can be calculated by fusing these four saliency maps. In
[6], the coherent normalization⁃based fusion method is used to
combine these four saliency maps as follows:
S = β∑N( )k + γ∏N( )k , (2)

where β and γ are parameters determining the weights for
each components. In [6], the two parameters are both set to 1/5.
N is the normalization operation; k ∈ {Sn} .
2.2 Saliency Detection Model for Compressed⁃Domain

Video
Similar with images, videos over the Internet are almost

stored in the compressed domain such as H.264 and MPEG2.▲Figure 2. The framework of the model proposed in [6].

▲Figure 3. Saliency estimation results [6] on the public database in [49].
The first row is original images, while the second row represents saliency
maps.
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In the study [43], a video saliency detection model is proposed
based on feature contrast in the compressed domain.

The framework of the model [43] is shown in Fig. 4. That
video saliency detection model could be roughly divided into
two stages, including spatial saliency and temporal saliency es⁃
timation and fusion of these two kinds of visual saliency. Spe⁃
cifically, spatial saliency is calculated based on the three fea⁃
tures (including luminance, color, and texture) extracted from
the video bitstream. Temporal saliency is calculated based on
the motion features extracted from the motion vectors in video
bitstream. In the second stage, based on a new fusion method
of parameterized normalization, sum and product (PNSP), the
final saliency map for the video frame is calculated. Some sa⁃
liency detection results of the proposed model [43] are shown
in Fig. 5. The details of the model will be described as follows.

(1) Feature Extraction in the Video Bitstream
In MPEG4 advanced simple profile (ASP) video, there are

two kinds of predicted frames: P frames use motion compensat⁃
ed prediction from a past reference frame, while B frames are
bidirectionally predictive⁃coded by using motion compensated
prediction from a past and/or a future reference frame. As
there are two kinds of frames, there are two kinds of ways to
calculate the motion feature. The motion vector MV is used to
represent the motion feature for P frames. The motion feature
for B frames can be calculated by both motion prediction from
the past and future reference frames. Assume the motion com⁃

pensated prediction from the past reference and the future ref⁃
erence frames are MV1 and MV2. The motion feature V of B
frames is computed as follows:
V =MV1 -MV2. (3)
Please note that no matter what kinds of frames are used,

motion features are computed based on DCT blocks. And the
motion feature of P/B frames can be obtained as V. For spatial
features include intensity, color, and texture, they can be ex⁃
tracted as [6].

(2) Saliency Estimation in the Compressed Domain
Based on the motion feature V, the feature map of each vid⁃

eo frame is computed as follows:
Sv
i =∑

j≠ i

wijD
v
ij, (4)

wij = 1
σv 2π e

- d2
ij

2σ2
v , (5)

where Sv
i represents temporal saliency value of the ith DCT

block in the motion feature map; Dv
ij is the motion feature di⁃

fference between DCT blocks i and j; σv is a parameter of theGaussian model. The spatial saliency map Ss is calculated by
linearly combining the four spatial feature maps from intensity,
color, and texture features (L, C1, C2, T).

In [43], based on the characteristics of the spatial saliency
map and temporal saliency map, a new fusion method called
PNSP is proposed. The final saliency map for video frame is
calculated as follows:
S

f = β1S
s + β2S

v + β3S
sSv, (6)

where S
f denotes the final saliency map for the video frame; β1,β2, and β3 are the parameters determining the weights of eachcomponent; Ss is the spatial saliency map and Sv is the tem⁃

poral saliency map.

3 Spatiotemporal Weighting Strategy
Here, we introduce our works on spatiotemporal weighting

strategy [16], [43]. In [16], based on Gestalt theory, the spatial

DCT: discrete cosine transform

▲Figure 4. The framework of the model proposed by [43].

▲Figure 5. Saliency estimation results [43] on the public database
Densely Annotated Video Segmentation (DAVIS) [17]. The first row is
original images, while the second row represents saliency maps.
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PNSP is designed to combine the spatial and temporal saliency
to obtain the final saliency map. We also introduce several
common fusion algorithms in [50] for integrating spatial salien⁃
cy and temporal saliency map.
3.1 Common Fusion Approaches

(1) Normalization and Sum (NS)
The most simple and direct method for fusing spatial salien⁃

cy and temporal saliency is to normalize these two salient
maps to the same dynamic range (between 0 and 1) and then
sum the two maps to get the final saliency map as follows:
S =∑

n

N( )Sn , (7)
where S is the final saliency map; n ∈{ }1,2 and Sn is the
spatial saliency map or temporal saliency map.

(2) Normalization and Maximum (NM)
The fusion algorithm tries to normalize spatial saliency map

and temporal saliency map to the same dynamic range and
then uses the maximum value as the final saliency value at
each location.
S = max

n
N( )Sn , (8)

where max is the maximum operator.
(3) Normalization and Product (NP)
Compared to NS and NM methods, the summation and maxi⁃

mum are replaced by the product operator in NP.
S =∏

n

N( )Sn . (9)

3.2 The Fusion Approach Based on Uncertainty Weighting
Compared with image saliency detection, video saliency de⁃

tection is a more challenging problem due to its complex back⁃
ground and utilization of motion information. So far, only a few
video saliency detection models have been proposed [51]-[53].
In [16], a novel method is proposed to estimate video saliency
by using Gestalt theory and uncertainty weighting.

The algorithm [16] could be divided into two main stages in⁃
cluding the spatial and temporal saliency estimation stage and
the fusion stage of the two saliency maps. Spatial saliency is
calculated by extracted spatial features including luminance,
color, and texture features from a given video frame using DCT
coefficients [6]. Temporal saliency can be measured based on
a psychological study of human visual speed perception [54].
Based on uncertainty weighting strategy, we can fuse the spa⁃
tial saliency map and temporal saliency map for obtaining the
final saliency map. Spatial uncertainty estimation is conceptu⁃
ally rooted in the Gestalt theory including the law of proximity
and the law of continuity [55], [56]. Temporal uncertainty esti⁃
mation is calculated based on the psychovisual studies in [54].
Some saliency detection results of the proposed model [16] are
shown in Fig. 1.

The proximity law of Gestalt theory states that elements
which are close to each other tend to be perceived as a group,
while the continuity law of Gestalt theory indicates that ele⁃
ments which are connected to each other tend to be perceived
as a group. These two laws can be applied to saliency detection
as follows: first, the spatial location which is closer to the sa⁃
liency center in an image is more likely to be a salient loca⁃
tion; second, a spatial location which is more connected to oth⁃
er saliency regions is more likely to be a salient location. Then
the spatial uncertainty for each pixel in the spatial saliency
map is calculated as follows:
Us =Ud +Uc, (10)

where Us is the spatial uncertainty map; Ud is the probabilityof a pixel being salient given its distance from saliency center;
Uc represents the probability of a pixel being salient given its
connectedness to other salient pixels.

When the background motion is very large in the video, or
the local contrast increases, the system cannot detect motion of
the object accurately. This temporal uncertainty evaluation Ut

is conducted based on the psychovisual studies in [54]. There⁃
fore, the spatial and temporal saliency map can be integrated
into spatiotemporal saliency map of the given video sequence
by using these two uncertainty weighting map as follows:
Ssp = UtSs +UsSt

Ut +Us
, (11)

where Ssp is the spatiotemporal saliency map; Ut is the tem⁃
poral uncertainty map; Us represents the spatial uncertainty
map; Ss is the spatial saliency map calculated by DCT coeffi⁃
cients; St is the temporal saliency map calculated by optical
flow algorithm.
3.3 The Fusion approach Based on PNSP Weighting

Another fusion method [43] has already been described in
Section 2.2. And we can find that this fusion method is the
combination of the NS method and NP method mentioned
above. If the salient regions have low spatial saliency value
with high temporal saliency value, the NS method can high⁃
light the saliency by summation operation. If the non⁃salient re⁃
gions have low spatial saliency value with high temporal salien⁃
cy value, the NP method can suppress the saliency by product
operation. Therefore, this algorithm can combine the advantag⁃
es of these two algorithms.

4 Conclusions
In this paper, we review some works in the pixel⁃domain and

compressed⁃domain. We first attempt to provide a comprehen⁃
sive description of two compressed⁃domain saliency detection
models. These two models are designed to handle with differ⁃
ent tasks including compressed ⁃domain 2D images and com⁃
pressed⁃domain 2D video saliency detection. The difficulty of
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the tasks continues to increase since increasing complexity of
scene. Then we exhaustively review our two fusion strategies of
spatial saliency map and temporal saliency map. The PNSP fu⁃
sion algorithm considers the advantages of NS algorithm and
NP algorithm. Another fusion algorithm is designed based on
proximity law and proximity law of Gestalt theory.

Specifically, According to image saliency detection or video
saliency detection, feature contrast for each block is calculated
by the differences between the features of this block and other
blocks in the whole image. In the future, we hope that we could
propose more effective methods to handle the computational
modeling for visual attention.
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