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X'/ Abstract

A recent trend in machine learning is to use deep architec-
tures to discover multiple levels of features from data, which
has achieved impressive results on various natural language
processing (NLP) tasks. We propose a deep neural network -
based solution to Chinese semantic role labeling (SRL) with
its application on message analysis. The solution adopts a six-
step strategy: text normalization, named entity recognition
(NER), Chinese word segmentation and part-of-speech (POS)
tagging, theme classification, SRL, and slot filling. For each
step, a novel deep neural network - based model is designed
and optimized, particularly for smart phone applications. Ex-
periment results on all the NLP sub -tasks of the solution
show that the proposed neural networks achieve state-of-the-
art performance with the minimal computational cost. The
speed advantage of deep neural networks makes them more
competitive for large-scale applications or applications requir-
ing real-time response, highlighting the potential of the pro-
posed solution for practical NLP systems.
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1 Introduction

he goal of semantic role labeling (SRL) is to identi-
fy arguments for a predicate and assign semanti-
cally meaningful labels to them. A semantic role
defines a semantic relation between a predicate
and one of its arguments [1]. Typical roles include agent, pa-
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tient, source, goal, and so on, which are core to a predicate, as
well as time, location, manner, cause, and so forth, which are
peripheral. Such semantic information is important in answer-
ing who, what, where, when, and why questions, which there-
fore is critical to high-level natural language processing (NLP)
tasks such as information extraction [2], summarization [3], ma-
chine translations [4], and question-answering [5].

There is considerable work on English SRL, and the perfor-
mance using automatic parses on the Penn Treebank has ap-
proached 0.81 F-score [6]. Research on Chinese SRL is still in
its infancy. Although most of the machine learning techniques
used in English SRL can be readily transferable to Chinese,
there are a few inherent linguistic properties of Chinese that
make syntactic parsing a particularly challenging task, not to
mention semantic-level tasks. With the fact that Chinese texts
are written without using whitespace to delimit words , the
parsers have to build structures from characters rather than
words. The second has to deal with is that Chinese with its (al-
most) complete lack of morphological marking for parts of
speech certainly exhibits a higher degree of polysemy than
English [7], which makes it hard for the parsers to decide the
part-of-speech (POS) tags of the words.

Chinese SRL, however, is one of the most fundamental NLP
tasks because of its importance in mediating between linguis-
tic meaning and expression. Chinese SRL has received steady
attention since the release of Chinese PropBank [8]. Most of
the previous work focused on finding relevant features for the
model component, and on finding effective statistical tech-
niques for parameter estimation. Although such performance
improvements can be useful in practice, there is a great tempta-
tion to optimize the performance of a system for a specific
benchmark. Furthermore, such systems, especially for those
that use joint solution, usually involve a great number of fea-
tures, which makes engineering effective task-specific features
and structural learning of parameters very hard.

Deep learning algorithm emerged as a successful machine
learning technique five years ago. With the deep architectures,
it became possible to learn high -level (compact) representa-
tions, each of which combines features at lower levels in an ex-
ponential and hierarchical way [9]. Unlike traditional linear
statistical models such as conditional random fields (CRFs),
those feature representations can be automatically discovered
to be relevant to the task of interest, and thus the tasks-specif-
ic engineering could be avoided.

2 Problem and Solution

In this study, SRL is formulated as assigning (task-specific)
labels to words of an input sentence. Once each word of the
sentence is associated with a label from a set of pre - defined
tags, those word-label pairs can be used to fill the slots of se-
mantic templates or frames, which might be further trans-
formed into a query to knowledge bases or databases. For ex-



ample, we receive the following message:

BIR B LR — 2 E AT S EORE I &1 he i H
EJE

“We will have a meeting on the progress of the project with
the colleagues from the technology section in the meeting room
No. 1, 9 am tomorrow.”

The input sentences are first classified into one of the cate-
gories, and each category represents a theme (or event) of inter-
est. Note that different semantic labels can be defined for dif-
ferent themes. For the aforementioned example, its theme is
recognized as “meeting”, and the corresponding semantic la-
bels include topic, date, time, location, people, and so on. Un-
interested or irrelevant words in the sentence are normally la-
beled with a special label “O”. The SRL results are listed as
shown in Table 1.

Some necessary pre - processing steps are required to per-
form SRL task for Chinese, including text normalization, word
segmentation, POS tagging, and named entity recognition
(NER). As shown in Fig. 1, we propose an architecture of Chi-
nese SRL system to integrate multiple modules required for
Chinese SRL.

The proposed system works by the following steps.
® The system takes a Chinese sentence as input.
® The input sentence will be transformed into a standard form

by transitioning from any other to UTF-8 encoding, from full-

width symbols to half-width characters, from traditional Chi-
nese characters to simplified ones, and replacing dialect,
slang and informal expressions with formal words.

® Named entity recognition is performed over the sentence by

a sequence labeling module based on neural networks. This

module is used to identify person names, organizations, and

locations.

® Several kinds of the pre-defined words (usually application-
dependent) are identified from the input sentence. Such
words are used to describe the names of food, idioms, devic-
es, etc. Email addresses, dates, times, punctuations, uni-
form/universal resource locators, phone numbers, percentag-

VTable 1. The SRL results

Words Labels

HIK “tomorrow” DATE

EFILAL“9 am” TIME
1 “at” 0

5 —2x1L % “meeting room No. 1” LOCATION
AT “we” 0
5 “with” (0]
FHARF “technology section” PARTICIPANT

FF4% “have a meeting” 0
18 “discuss” 0

Wi H MR “the progress of the project” TOPIC
o 0
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A Figure 1. Architecture of Chinese SRL system.

es, foreign words, figures, and currencies are also automati-
cally recognized.

Word segmentation and POS - tagging are performed in a
joint way by neural networks using the same architecture de-

signed for named entity recognition. The boundaries of the
words recognized in the previous steps will be taken as con-
straints for this module.

A convolutional neural network with multiple dynamic -
max pooling layers is then used to classify the sentence into
one of several pre-defined themes. A set of semantic labels
that may be used as semantic roles in the next step are also
determined. If the input sentence does not belong to any
theme of interest, it will be discard and does not need fur-
ther processing.
® Each word will be assigned with an appropriate semantic la-
bel using bidirectional long short-term memory (bi-LSTM).

The long short-term memory (LSTM) is a widely used vari-

ant of recurrent neural networks. For each theme, a bi -

LSTM will be trained.
® The associated word-label pairs are extracted to fill the slots

of semantic frame. Frame is a classic knowledge representa-
tion (KR) method [10], which has been successfully used for
many intelligent systems. We, here, use the event extraction
as sample application although the proposed architecture
can be used in many ways.

We will describe how to perform the aforementioned mod-
ules in the next section. A neural network-based model was de-
signed for each core function of the solution. The speed advan-
tage of the neural networks makes them more competitive for
large-scale applications requiring real-time response.

3 Deep Neural Network-Based Models

3.1 Sequence Labeling

Word segmentation, POS tagging and named entity recogni-
tion all can be viewed as assigning labels to units of an input
sentence. Many Asian languages, such as Chinese and Japa-
nese, are written without whitespaces indicating the word
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boundaries. For those languages, the character becomes a
more natural form of input, and the labeling can be performed
at character level. For Chinese word segmentation, each char-
acter will be assigned with one of four possible boundary tags:
“B” for a character located at the beginning of a word, “I” for
that inside of a word, “E” for that at the end of a word, and “S”
for a character that is a word by itself. Following Ng and Lou
[11] we perform joint word segmentation and POS tagging and
NER in a labeling fashion by expanding boundary labels to in-
clude task - specific tags. Taking POS tagging as example, we
describe noun phases using four different tags. A tag “S_NP”
is used to mark a noun phase containing a single character.
Other tags “B_NP”, “I_NP”, and “E_NP” are used to mark
the first, in-between and the last characters of the noun phrase.

For sequence labeling tasks, we choose to use a variant of
neural network architecture first introduced by Collobert et al
[12] for multiple NLP tasks, and reintroduced later by Zheng et
al [13] for joint word segmentation and POS tagging. However,
a different algorithm is used to train the networks, and the
boundaries of the words recognized in other modules will be
taken as constraints for label inference.

The network architecture is shown in Fig. 2. The first layer
extracts features for each character. The next layer extracts fea-
tures from a window of characters. The following layers are
classical neural network layers. The output is a graph over
which tag inference is achieved with Viteri algorithm.

3.1.1 Mapping Characters into Feature Vectors

The characters are fed into the network as indices that are
used by a lookup operation to transform tokens into their fea-
ture vectors. We consider a fixed-sized dictionary D (Unknown
characters are mapped to a special symbol that is not used else-
where). The feature vectors are stored in a character embed-
ding matrix Me Rd X IDI, where d is the dimensionality of the
vector space (a hyper-parameter) and |DI is the size of the dic-
tionary.

Formally, we assume that a sentence x[1:n] is a sequence of
n characters x;, 1 < i << n. For each token x: €D that has an as-
sociated index e; into the column of the embedding matrix, a d-
dimensional feature vector is retrieved by the lookup table lay-
er G(x;)) =Muei, where we use a binary vector vei eRIDI X 1
which is zero in all positions except at the e;-th index. The fea-
ture vector of each character can be initialized at random or pre
-trained on unlabeled corpora, which will be fined-tuned to be
relevant to the task by back-propagating errors.

3.1.2 Label Scoring and Inference

For each character in a sentence, a score is produced for
each label by applying several layers of the neural network
over feature vectors produced by the lookup table. Given an in-
put sentence x[1:n], we consider all successive windows of size
w, sliding over the sentence, from character x; to x,. The char-
acters with indices exceeding the sentence boundaries are

60 | ZTE COMMUNICATIONS December 2017 Vol.15 No. S2

DA\EMAG\2017-12-60/VOL15\RP2.VFT——7PPS/P3

Input widow "A man stands under the tree."
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AFigure 2. The neural network architecture for sequence labeling tasks.

mapped to one of the two special symbols, namely “start” and
“stop” symbols.

Generally, there are strong dependencies between the labels
for the sequence labeling tasks, such as word segmentation,
NER and POS tagging. The labels are usually organized in
chunks, and it is impossible for some labels to follow a particu-
lar label. Given a set of labels T for the task of interest, we in-
troduce a transition score ¢( jli) for jumping from ith to jth label
in successive characters, and an initial scores ( jlo) for starting
from the jth label, where 7, j €T. We want valid label paths to
be encouraged, while discouraging all the others.

Given an input sentence 1.5, the network outputs the matrix
of scores fy(x1.), in which an element of the column i is denot-
ed by fi(Jli,k), indicating the score output by the network with
parameters 6, for the jth label and for the previous label k, at
the position i. The score of a sentence x.,, along a path of la-
bels 1.y is then given by the sum of transition and network
scores:

n

S(xn,,q.yn,n]"g) = Z(t(}’ilyi— D ilxnyis) (1)

i=1

Given a sentence xj;.;, we can find the optimal label path y*



. by maximizing the sentence score:

y:‘”‘ = arg max S5 Y1012 0) ) )

The Viterbi algorithm is the natural choice for this inference.

3.1.3 Training

Given a training example (x, y), we define a structured mar-
gin A(x, v, ¥) loss for proposing a path y for sentence x when y
is the true path. We drop the subscript [1: n] from now for nota-
tion simplification. This penalty is proportional to the number
of labels on which the two paths do not agree. In general, A(x,
v, %) is equal to 0 if y = ¥. The loss function is defined as a pe-
nalization of incorrect paths, where x is a penalization term to
incorrect labels.

Aeyd)= A5, # ). 0

For a training set, we seek to determine all the parameters 6
of the network with small expected loss on unseen sentences.
The score of a path § is higher if the algorithm is more confi-
dent that the path y is correct. In the max-margin estimation
framework, we want to ensure that the highest scoring path is
the true one for all training instances (', '), i = 1, -+, n, and
its score can be larger up to a margin defined by the loss. For
all 7 in the training data:

S(xivyiae)zs(xi’j}ae)-" A(xivyivy) . (4)

These lead us to minimize the following regularized objec-
tive for n training instances:

JO)= %iE"(O) +ae,
El(a) = mgx(s(xi,}?, 0) + A(xivyi’y)) - S(xivyi70) , (5)

where N governs the relative importance of the regularization
term compared with the error. The loss penalizes paths more
when they deviate from the correct one. Minimizing this objec-
tive maximizes the score of the correct path, and minimizes
that of the highest scoring but incorrect one. The objective is
not differentiable due to the hinge loss. The subgradient meth-
od is used to compute a gradient-like direction.

3.2 Sentence Classification

We choose to use a variant of convolutional neural network
with dynamic k-max pooling [14] to find the structure of sen-
tences. The network architecture is shown in Fig. 3. The k-max
pooli ng operations are applied in the network after the convo-
lutional layers, which are used to pool the £ most active fea-
tures at low levels. This network preserves the relative posi-
tions of the most relevant features, and it is sensitive to the or-
der of the characters in the input sentences. Convolutional lay-
ers are often stacked, interleaved with a non-linearity function,
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to extract higher level features (only two convolutional layers
are drawn in Fig. 3 for clarity). The topmost k-max pooling lay-
er also guarantees that the input to the next layer of the net-
work is independent of the length of an input sentence, in or-
der to apply the same subsequent layers.

3.2.1 Convolutional Layer

The characters are fed into the network as indices that are
used by a lookup operation (see Section 3.1.1) to transform
characters into their feature vectors. The lookup table layer ex-
tracts features for each single character, but the features of a
character in context will be influenced by surrounding charac-
ters. We assume that the features of a particular character de-
pend mainly on its neighboring characters, and extract these
features from a fixed size window w (a hyper-parameter). More
precisely, given an input sentence xj.;, the character feature
window produced by the first lookup table layer at position x;
can be written as:

G(xf,—u;/z)
fw)=| 6(x) |, ©)

G(xnm)

Input "The project will be discussed tomorrow morning."
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AFigure 3. The neural network architecture for sentence classification.
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win

where f3"" is a function with trainable parameters 6. The idea
behind the convolution is to perform affine transformations
over each character window to extract local features:

S ) =0V )+ . ’

where the matrices W € RV X (wd) and b € RV are the parame-
ters to be optimized by training. A hyper-parameter V is called
as the number of convolutional units. The trained weights in W
and b can be viewed as a linguistic feature detector that learns
to recognize a specific class of n-grams.

3.2.2 k-Max Pooling Layer

We applied a k-max pooling operation to the output of the
convolutional layer, which is a generalization of max pooling
over time dimension. Given a number k and a sequence Q) € R’
(k < p), k-max pooling selects the subsequence (',... of k-high-
est values in (). The selected values of (".... preserve their rela-

tive order in (). Given an output matrix f3"", the k-max pooling
layer yields another matrix:

k max([fomn]l.l [f&mll]l.jfﬁw)
Jo o (fy")= : : : . )
k max([ f, 0mn]v. 1 L/, omn]v.f i)

where [fs”"];; is the element in the i-th row and j-th column of
matrix f5"".

Multiple convolutional layers are often stacked to extract
higher level features. Different convolutional layers may have
their own window size w and value k. Every column vector of
the matrix produced by the topmost k-max pooling layer is con-
catenated to be fed to further neural network layers. For each
layer, we let k be a function of the length of the input sentence
and the depth of the network. We simply model %, = max(k.,,
(L =1) 1 LXS) for lth layer, where L is the total number of convo-
lutional layers, and k., is the fixed pooling parameter for the
topmost layer.

3.2.3 Classification with Softmax Layer

The fixed-sized vector produced by the topmost k-max pool-
ing layer is fed to two standard linear layers that successively
perform affine transformations over the vector, interleaved with
some non-linearity function o(+), to extract highly non-linear
features. As for non-linear function, we choose the sigmoidal
function.

We add a simple softmax layer to the network to predict
theme categories for each input sentence. The classification is
trained by minimizing the cross - entropy error of the softmax
layer using backpropagation. When minimizing the cross-entro-
py error of the softmax layer, the error will also be propagated
back and influence both the network parameters and the char-
acter representations.

3.3 Semantic Role Labeling
Chinese SRL is still an especially challenging task due to
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the long-range dependency phenomenon that arises when try-
ing to assign semantically meaningful labels to each word for
Chinese sentences. It relates to the rate of decay of the statisti-
cal dependence of two words with increasing the spatial dis-
tance between them. Work on Chinese SRL has been scant and
sporadic [1]. We propose a variant of bidirectional long short-
term memory to perform Chinese SRL for its ability to bridge
long time lags between relevant inputs [15],[16].

3.3.1 Architecture of Bidirectional LSTM

Hochreiter and Schmidhuber proposed a type of recurrent
neural networks (RNN) called LSTM that works better than tra-
ditional RNNs on tasks involving long time lags [15]. Its archi-
tecture permits long short - term memory to bridge huge time
lags between relevant input events, while traditional RNNs us-
ing more costly update algorithms. In Chinese SRL, we want to
access both past and future input features for a given time, and
use a variant of bidirectional LSTM (Fig. 4), first introduced
by Graves et al[17].

The forward and backward processing over the unfolded net-
work over time are done in a similar way to regular network for-
ward and backward passes. For each time, the input to the net-
work is the concatenation of word embedding, vector represen-
tation of the corresponding POS tag, and feature vector of the
NER category. Word segmentation, POS tagging, and NER will
be performed in advance, and their results will be used to gen-
erate the input vector for each word of the input sentence. The
semantic labels will be predicted over the concatenation of net-
work outputs produced by the forward and backward passes us-
ing softmax layer.

3.3.2 Training

The training problem is to determine all the parameters of
the network from training data. Generally, the network is
trained by maximizing the likelihood over all the sentences in

Semantic roles EEEER EEEEE] 2] 2z (EEEER 2 [(FEEEM 0 (EEEEE)
@ 4 his « @ @
Concatenate [ —A e | —L e | e ]
A A AN A )‘\ A A AN AN
Forward LSTM L

Backward LSTM

Input sentence

LST™M

Output gate BLOCK BLOCK
Forget gate CELL || cELL CELL || CELL

Output gate

Forget gate

Input gate Input gate

T T T

Word type  POStag NER category

LSTM: long-short term memory POS: part-of-speech

NER: named entity recognition

A Figure 4. The bi-directional long short-term memory for Chinese SRL.



the training set R with respect to the parameters 6.

o Z log p(ylx,6) )

Y(x.y)eR ?

where x represents a sentence and its associated feature, and y
denotes the corresponding label sequence. The probability p(+)
is calculated from the outputs of the neural network.

Maximizing the log-likelihood with the gradient ascent algo-
rithm is achieved by iteratively selecting an example (x, y) and
applying the following gradient update rule:

d log p(ylx,0) (10)

+
0«0+« 90 s

where a is the learning rate (a hyper-parameter). The gradient
can be computed by a classical back propagation: the differen-
tiation chain rule is applied through the network, until the in-
put word embeddeds.

4 Experiments

We conducted two sets of experiments. The goal of the first
one is to see how well we can go by using the proposed archi-
tecture for Chinese SRL and its pre-processing tasks. The sec-
ond experiment compared the decoding speeds between our
system and the CRFs [18] based system. The four tasks (i.e.
word segmentation, POS tagging, NER, and SRL) are evaluated
by computing the standard F1 -score, which is the harmonic
mean of precision and recall.

4.1 Data Sets

We used different data sets to train and evaluate the perfor-
mance of our neural networks on the word segmentation, POS
tagging, and named entity recognition. For each task, we con-
structed a large data set that comprises data collected from
multiple sources available. For the joint word segmentation
and POS tagging, the corpus contains 3.15 million sentences
(17.29 million characters), and for the NER, it contains 3.15
million sentences (17.29 million characters). As to Chinese
SRL tasks, we manually collected and annotated a set of train-
ing data that includes at least six themes, such as dating, book-
ing, banking, meeting, weather information, and notification.
Each theme can be further divided into several sub - themes.
For example, the system can process the booking messages for
train tickets, airline tickets, and hotel reservations. We took
about ten percent of each data set as the test data that was re-
moved from the training set, and was not seen to the models.

4.2 Pre-Training Character Embeddings

Previous work showed that the performance could be im-
proved by using word or character embeddings learned from
large scale unlabeled data in many NLP tasks both in English
[12][19] and Chinese [13][20]. Unsupervised pre - training
guides the learning towards basins of attraction of minima that
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support better generalization [21]. We leveraged large unla-
beled corpus to learn character embeddings, and then used
these improved embeddings to initialize the character lookup
tables of the networks. A Chinese Wikipedia corpus containing
about 667 MB data was used to train the character embeddings
by Word2Vec tool [22]. The Word2Vec tool provides two mod-
els to train the embeddings, and the preliminary experiments
showed that the Skip-gram performed better than the CBOW.
In all the experiments, we used the character embeddings that
were learned from large unlabeled texts using the Skip-gram to
initialize the neural networks.

4.3 Results

The results of four tasks are reported in Table 2, where the
goals of this research are listed in the second column. We im-
plemented our neural network-based models and others in Ja-
va, and all the experiments were run on the machines
equipped with the same configurations. The hyper-parameters
of all models are tuned on the development sets. All the test re-
sults were obtained over 5 runs with different random initializa-
tion. As shown in Table 2, the proposed neural networks boost
the performances of all the tasks by a fairly significant margin,
particularly for Chinese SRL (10% in average against the goal)
and NER (9% in average).

Table 3 compares the decoding speeds on the test data from
the bakeoff-3, Chinese Treebank (CTB) [23] for our neural net-
work -based system and for two typical CRFs-based word seg-
mentation systems, and Table 4 compares the tagging speeds
for our LSTM -based system with a CRFs-based system devel-

VTable 2. Comparison with the goals of the research

Task Goal Model

Word segmentation (K1) ~85 =90
POS tagging (F1) ~ 80 =388
Named entity recognition (F1) ~75 =84
SRL (F1) ~70 =80

POS: part-of-speech ~ SRL: semantic role labeling

VTable 3. Comparison of the computational costs on Chinese word
segmentation

System Parameters Time(ms)
Tsai et al. [24] 3027k 602
Zhao et al. [25] 3711k 859
Neural network 459k 49

VTable 4. Comparison of the computational costs on SRL

System Parameters Time(ms)
CRFs-based system 28k ~600
LSTM (with 20 cells) 6k ~500

CRF: conditional random field ~ LSTM: long short-term memory
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oped by us on the Chinese SRL task. The decoding speed is re-
ported in the average running time for processing one Chinese
sentence.

In Table 4, we only list the number of additional parameters
required for SRL task, which does not count the parameters
used for the pre-processing tasks and those for storing the char-
acter embeddings. The running times reported in Table 4, how-
ever, are all the time required for Chinese SRL, including the
necessary pre - processing tasks. Regardless of the differences
in implementation, the neural network - based systems clearly
run considerably faster than those based on the CRFs model
that also require much more memory than our neural networks.

S Conclusions

We have described a deep neural network-based model for
the sequence labeling task in Chinese natural language pro-
cessing, a variant of convolutional neural network architecture
with dynamic k-max pooling layer for the character-level sen-
tence classification, and a novel long short-term memory-based
model for the Chinese SRL. The results of experiments show
that the proposed neural networks performed reasonably well
on various NLP tasks, highlighting the potential of the pro-
posed networks for practical SRL and other similar tasks. The
speed advantage of those neural networks makes them more
competitive for the large-scale applications or applications re-
quiring real -time response, especially for the applications de-
ployed on smart phones.
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