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The Very Fast Decision Tree (VFDT) algorithm is a classifica⁃
tion algorithm for data streams. When processing large
amounts of data, VFDT requires less time than traditional de⁃
cision tree algorithms. However, when training samples be⁃
come fewer, the label values of VFDT leaf nodes will have
more errors, and the classification ability of single VFDT deci⁃
sion tree is limited. The Random Forest algorithm is a combi⁃
national classifier with high prediction accuracy and noise⁃tol⁃
erant ability. It is constituted by multiple decision trees and
can make up for the shortage of single decision tree. In this
paper, in order to improve the classification accuracy on data
streams, the Random Forest algorithm is integrated into the
process of tree building of the VFDT algorithm, and a new
Random Forest Based Very Fast Decision Tree algorithm
named RFVFDT is designed. The RFVFDT algorithm adopts
the decision tree building criterion of a Random Forest classi⁃
fier, and improves Random Forest algorithm with sliding win⁃
dow to meet the unboundedness of data streams and avoid
process delay and data loss. Experimental results of the classi⁃
fication of KDD CUP data sets show that the classification ac⁃
curacy of RFVFDT algorithm is higher than that of VFDT.
The less the samples are, the more obvious the advantage is.
RFVFDT is fast when running in the multi⁃thread mode.
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1 Introduction
lassification on data streams refers to build a clas⁃
sification model for dynamic data streams.

A traditional classification algorithm classifies
the existing data by a classifier, and does not

need to construct any classifiers during the classification pro⁃
cess. Compared with the supervised and semi supervised algo⁃
rithms, its performance is greatly improved. However, the clas⁃
sification performance of a traditional classifier cannot meet
the requirements of ever ⁃ changing data streams for real time
and accuracy, so a series of data stream classification mining
algorithms have emerged, such as Hoeffding Tree [1], [2], Very
Fast Decision Tree (VFDT) [3], [4], Concept ⁃ Adapting Very
Fast Decision Tree (CVFDT) [5], combination of classification
and Iterative Dichotomiser 4 (ID4). Among them, VFDT is the
most representative algorithm.

The classification accuracy of VFDT algorithm is generally
similar to that of traditional decision tree algorithms, and when
processing large amounts of data, VFDT needs less time. How⁃
ever, the label values of VFDT leaf nodes have more errors
when training samples are fewer, therefore the classification
ability of single VFDT decision tree is limited and the classifi⁃
cation accuracy cannot be guaranteed.

The Random Forest algorithm is a combinational classifier
with good classification performance [6]. It is constituted by
multiple decision trees; it has high prediction accuracy and
noise⁃tolerant ability, and can make up for the shortage of sin⁃
gle decision tree.

In order to get higher classification accuracy on data
streams, we integrate the Random Forest algorithm into the
VFDT algorithm and design a Random Forest Based Very Fast
Decision Tree algorithm, named RFVFDT. This algorithm intro⁃
duces the criterion of building decision trees in the random for⁃
est classifier for the process of building the decision tree, and
improves the Random Forest algorithm with sliding the time
window to meet the unboundedness of data streams. In order to
test the performance of RFVFDT algorithm, we have done ex⁃
periments with KDD CUP data sets.

2 Related Work

2.1 VFDT Algorithm
A decision tree algorithm is the key method of data classifi⁃

cation. There are many traditional decision tree algorithms
such as ID3 and C4.5. These algorithms need to store the data
and do batch processing, and they are not feasible for data
streams with timeliness requirement.

The VFDT algorithm is proposed to construct the decision
tree by training samples in real time with an acceptable cost,
and its incremental feature can meet the timeliness require⁃
ment of data streams. It is realized by improving the Hoeffding
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decision tree.
The Hoeffding tree is established by converting the leaf

nodes into internal nodes continuously [1]. Each leaf node
maintains statistical information about attributes; these statis⁃
tics are used to calculate the information gain of the attribute.
When a new sample coming, it traversals along the tree from
top to bottom; each internal node in the tree does the division
test; the sample belongs to different branches according to the
different attribute values; eventually it reaches the leaf node of
the tree and the statistics in the leaf node are updated. If the
calculated statistics show that the result meets the Hoeffding
boundary condition, the leaf node becomes an internal node,
and new leaf nodes are generated based on the possible values
of the internal node attribute.

In the process of building a decision tree, the VFDT algo⁃
rithm uses information entropy or Gini index as the standard of
choosing the splitting attribute [2], and uses Hoeffding inequal⁃
ity to determine whether to split the leaf node. The purpose of
using Hoeffding inequality as node splitting condition is to de⁃
termine the number of samples required for the leaf node
changing into the internal node, so that the algorithm may use
fewer samples to establish a decision tree with high accuracy.
The related definitions are as follows:

Definition 1: Let t as a time stamp, xt expresses a data vec⁃
tor arriving at time t, and then data stream can be expressed as
{ }...,xt - 1,xt,xt - 2,... [7].

Definition 2: For n independent observed values of a real⁃
valued random variable r with range R, the mean value of them
is r̄ . The Hoeffding bound ensures that the true value of r is at
least r̄ - ε with confidence 1 - δ [8], [9], i.e.

P(r≥ r̄ - ε) = 1 - δ,ε = R2 ln( )1 δ
2n , (1)

where r is the information gain, R = log2#Classes . The parame⁃
ter Classes is the number of class attribute values.

Definition 3: A leaf node l stores statistics of sample set D.
The expected information for classifying sample set D is

Info(D) = -∑
i = 1

m

pi log2( pi), (2)
where pi is the probability of any one sample in sample set D
belonging to the class of Ci , pi = ||Ci,D / ||D , and m is the num⁃
ber of values of the class attribute. One leaf node has possible
decision attribute A, and attribute A has v values. Then the ex⁃
pected information of classifying set D by attribute A is

InfoA(D) = -∑
j = 1

v ||Dj
||D
× Info(Dj). (3)

Therefore, the information gain of attribute A is
Gain(A) = Info(D) - InfoA(D) [10].

Definition 4: The active division coefficient τ is used to ac⁃

tively choose decision attributes and realize leaf node split
when the values of several attributes’information gain G are
almost equal. When ΔG < ε < τ is met, an attribute with largest
or the second largest information gain in ΔG is selected as the
decision attribute of the leaf node.
Definition 5: One of the effective judgment conditions of

node split is (- -- -----
Gl(Xa) - - -- -----

Gl(Xb)) > ε or ε < τ , where - -- ---
Gl(X) is the

information gain of attribute X in leaf node l, Xa is the attri⁃
bute with the maximum information gain value, and Xb is the
attribute with the second largest information gain value.

The process of classifying the samples using VFDT tree is
as follows: 1) sending samples from the decision tree root to dif⁃
ferent branches according to the decision attribute and the cor⁃
responding sample values of the attribute; recurse the process
until samples reach the leaf node; and 2) labeling the sample
according to the class label of the leaf node. The label value of
the leaf nodes is determined by the distribution of the class val⁃
ues of the training sample arriving at the leaf nodes. When the
number of training samples is small, the number of training
samples arriving at the leaf nodes is relatively small. Under
this circumstance, the label of the leaf node may have more er⁃
rors, and the classification ability of single VFDT decision tree
is limited.
2.2 Random Forest

Random Forest [6] is a combinational classifier based on
Boosting method [11] and with good classification perfor⁃
mance. Like boosting method, Random Forest also consists of
multiple decision trees. Final random forest classifier is
formed by choosing a group of independent decision trees. The
training set for each decision tree in the classifier is produced
by randomly sampling with the bootstrap algorithm. The deci⁃
sion attribute of each leaf node in the decision tree is generat⁃
ed from a small set of attributes acquired in random.

The steps of the Random Forest algorithm are as follows: 1)
The number of decision trees are set as N in the random forest,
the bootstrap method is used to sample the static training set
and produce N training sets, and the different training sets are
independent and identically distributed; 2) For each training
set, the decision tree is established independently. The split⁃
ting process of the leaf nodes includes: 1) selecting m (m <<
M) attributes randomly from the possible decision attributes of
leaf node, where M is the number of attributes of the training
sample; 2) selecting the decision attribute according to the min⁃
imum impurity principle, and realizing the growth of decision
tree; and 3) marking the sample which needs to be classified
according to the Random Forest classifier. Unlike the building
of a traditional decision tree, the Random Forest tree does not
need pruning.

The randomness of Random Forest is the randomness of the
training samples of each decision tree and the randomness of
the selection of the decision attributes of each leaf node in the
decision tree. A lot of theoretical and experimental studies
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have shown that the Random Forest algorithm has good predic⁃
tion accuracy and good tolerance for outliers and noises, and is
not easy to appear over⁃fitting.

3 Design of RFVFDT Algorithm

3.1 The Basic Idea
The RFVFDT algorithm has three parts: building and updat⁃

ing the classifier (or decision trees), classifying samples (or la⁃
beling samples) by the classifier, and evaluating the classifier.

In the process of building decision trees, the RFVFDT algo⁃
rithm adopts the criterion of building decision trees in the ran⁃
dom forest classifier. In addition, it adopts sliding ⁃window to
meet the unboundedness of data streams, and randomly ob⁃
tains the sample from the sliding window based on the time
granularity to guarantee the randomness of the samples. In the
process of splitting leaf node, when a leaf node meets the con⁃
dition nl mod nmin = 0, the RFVFDT algorithm does not calcu⁃
late the information gain of all possible attributes, but selects
attributes randomly before calculating the information gain,
and the decision attribute generates from the randomly select⁃
ed attributes. Thus, the correlation of the decision tree in
RFVFDT can be reduced greatly.

In the process of classifying samples, unlike the VFDT algo⁃
rithm in which the label of a sample is only decided by the
class label of the leaf node, the label of a sample in RFVFDT
algorithm will be determined by the voting result from multiple
decision trees.
3.2 Building and Updating Classifier

In the RFVFDT algorithm, the training samples of each deci⁃
sion tree should be independent with each other. The Random
Forest classifier generates N training sample sets by using the
bootstrap sampling method, and forms the decision trees. Be⁃
cause the RFVFDT algorithm does classification on the data
stream that is infinite, the bootstrap sampling method is not
suitable for it. The sampling method we designed in RFVFDT
is to cache training samples arriving in a period of time by the
sliding window, dynamically update the samples in the sliding
window as the time goes on, and randomly select each training
sample of the decision tree from the sliding window. The slid⁃
ing window based on time granularity is shown in Fig. 1.

Formally, R (N) indicates that there is N time granularities
in the sliding window R, and 1 to N are continuous time
blocks. In the sliding window, the data of the N continuous
time granularities are always maintained. The data in a time
granularity will be updated as a whole and the update frequen⁃
cy is lower.

In order to ensure the independence of training samples in
each decision tree, the training sample of the RFVFDT classifi⁃
er is randomly obtained from the current processing window.

The process of building decision trees of the RFVFDT clas⁃

sifier can be described as Algorithm 1.
Algorithm 1. Building decision tree
Input: root, instance // The instance is the random training
sample in sliding window
Output: Decision tree
1: Determine whether the current decision tree curTree exists.

If not exists, initialize the tree, namely initialize a root and
randomly select a small number of attributes as the attribute
set for node splitting (the small number is sqrt (M), M is the
number of the attributes of instance); otherwise do step 2

2: From the root node of the decision tree, the Instance travers⁃
es into different branches according to the node attribute
values, until into the leaf node l, and the statistics of the
leaf node are updated

3: if nl mod nmin = 0 and not all instances belong to the same
class then // nl represents the number of samples in the leaf
node l, nmin is a threshold for avoiding the excessive compu⁃
tation of the information gain of the node’s attributes

4: Set temporary attribute space, randomly select m attributes
from the M attributes of the training sample (m << M)

5: for the attribute in the random attribute set do
6: According to the statistical value of the leaf node l, cal⁃

culate the information gain of the attribute, namely -Gl7: end for
8: Find Xa , which is the attribute with highest value in -Gl9: Find Xb , which is the attribute with second highest value

in -Gl

10: Compute Hoeffding bound ε = R2 ln (1/δ)
2nl

11: if Xa ≠Xϕ and ((- -- -----
Gl(Xa) - - -- -----

Gl(Xb)) > ε or ε < τ) then ∥Xϕ

means null attribute
12: The leaf node converts into an internal node, and the

attribute Xa is the decision attribute of the node.
13: Determine the number of branches of the split node

according to the number of the values of attribute Xa14: for all branches of the split do

▲Figure 1. Sliding window based on time granularity.
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15: For each branch add a new leaf node with related infor⁃
mation

16: end for
17: end if
18: end if

The process of updating each decision tree in the classifier
is as follows: The training sample starts from the root node of
the decision tree, and enters a certain branch of the internal
node according to its value of the attribute corresponding to
the decision attribute of the internal nodes; the recursive loop
is kept until it reaches the leaf node; after the training sample
arrives at the leaf node l, the statistics are updated; when nl

mod nmin = 0, the algorithm would select the attributes random⁃
ly and then calculate the information gain of these selected at⁃
tributes, and the decision attribute would also be generated
from these attributes. The number of randomly selected attri⁃
butes is noted as m, and m is generally set as sqrt (M) or sqrt
(M)/2, and M is the total number of attributes of the training
sample. When the conditions of the node splitting, i.e. Xa ≠Xϕand ((- -- -----

Gl(Xa) - - -- -----
Gl(Xb)) > εorε < τ) , are satisfied, the leaf node

splits.
3.3 Classifying Samples

For each RFVFDT decision tree in the classifier, the sam⁃
ples to be classified go from the root into different branches
based on the value of decision attribute of each internal node,
and reach the leaf node after top⁃down traversal. The label of
the sample will be decided by the label of the leaf node.

In RFVFDT, the same sample is marked by all the decision
trees in the random forest classifier, and the final label is de⁃
cided by voting. In other words, RFVFDT labels each sample
to be classified in every decision tree of the random forest clas⁃
sifier, and then the label of the sample is decided by the class
label which is in the majority. That is the voting process of the
classifier. To a certain extent, voting by the classifier can avoid
the poor classification performance of single decision tree.

Algorithm 2 shows the process of classifying samples by
the RFVFDT classifier.
Algorithm 2. Classifying samples by RFVFDT classifier
Input: RFVFDT classifier, unInstance // unInstance is the
sample to be classified
Output: The label of unInstance
1: for each decision tree in the RFVFDT classifier do
2: Label unInstance by a decision tree rfvfdtiwith labeli
3: Make real⁃time update on the map (labeli, integer), where la⁃

beli is the label made by rfvfdti and the integer is the number
of labeli in the classification results of each decision tree

4: end for
5: Use the label with the largest corresponding integer in the

map to label unInstance
3.4 Evaluating Classifier

Evaluating the RFVFDT classifier is implemented by com⁃
paring the experimental results of each labeled sample enIn⁃
stance in the test sample set with the actual label value of the
sample to get the overall evaluation value. The process of eval⁃
uating RFVFDT classifier is described in Algorithm 3.
Algorithm 3. Evaluating RFVFDT classifier
Input: RFVFDT classifier, the test sample set enInstances
Output: Evaluation results
1: Initialize statistics cou = 0
2: for each labeled enInstance in the test sample set enInstanc⁃

es do
3: Call the method of classifying the samples, and return the

experimental label value
4: Compare the label value with the actual label of the enIn⁃

stance, and do cou+1 if the values are the same
5: end for
6: return 100.0*cou/(the number of samples in EnInstances)

4 Performance Analysis of RFVFDT
Algorithm
In order to test the performance of RFVFDT algorithm, we

conducted several experiments to compare the RFVFDT algo⁃
rithm with VFDT.
4.1 Experimental Environment and Data Set

The experimental environment is java/JDK 1.7, eclipse
4.4.2, win7 Home Basic 32 bits, and PC with 2.13 GHz, 4 GB.
The data sets of KDD CUP are used in the experiments.

We tested the classification performance of the RFVFDT
classifier with training samples increased. We used two train⁃
ing sets separately to avoid the chanciness of the experimental
results on a single training sample set. The data sets are shown
in Table 1. In order to simulate the data streams, the data read
do not be put back until all the training sample studies are
completed. The classification performance is determined by
the average of the results from multiple tests.
4.2 Accuracy of RFVFDT Classifier with Training

Samples Increased
Fig. 2 shows the comparison results of the classification ac⁃
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▼Table 1. Data set used in the experiments

NA: the number of attributes
NCA: the number of the values of class attributes

NTA_1: the number of training samples
NTA_2: the number of test samples

Data set
Nursery

Connection

NA
9
42

NCA
5
3

NTA_1
380,000
380,000

NTA_2
10,000
10,000
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curacy of the VFDT decision tree and RFVFDT classifier with
different data sets and increasing training samples. The param⁃
eters of the VFDT algorithm are set as: δ = 10-4 , τ = 5% ,
nmin = 200 , and there is no repeated scan for the samples. The
parameters of decision trees in the RFVFDT classifier are con⁃
sistent with the VFDT algorithm, and the number of decision
trees in RFVFDT classifier is set to 30.

From the results in Fig. 2, it is concluded that the classifica⁃
tion performance of each classifier is improved with the in⁃
creasing of the training sample, that the classification accuracy
of the RFVFDT classifier proposed in this paper is higher than
that of the VFDT algorithm, and that the accuracy of the
RFVFDT classifier is more higher than that of the VFDT algo⁃
rithm under the condition of the training sample is relatively
small.
4.3 Processing Efficiency of RFVFDT Classifier

We use the number of samples processed per second to ex⁃
press the processing efficiency.

Using the data set Nursery, we established a VFDT decision
tree and a number of RFVFDT classifiers with different num⁃
bers of decision trees, and tested the processing efficiency of
each classifier with the same classification samples. Fig. 3
shows the results and the algorithms are running in a single
thread serial mode.

As can be seen from Fig. 3, the processing efficiency of the

RFVFDT classifier declines with the number of decision trees
in the RFVFDT classifier increased. The reason is that in or⁃
der to ensure the classification accuracy, RFVFDT maintains a
certain number of decision trees in the classifier. The sample
should be marked by each decision tree in the RFVFDT classi⁃
fier, and the label is voted by the label from each decision tree.

Still using the data set Nursery, we run the RFVFDT algo⁃
rithm in a multi⁃thread parallel mode, and the number of deci⁃
sion trees in the RFVFDT classifier is set to 30. The process⁃
ing efficiency testing results are shown in Fig. 4.

As can be seen from Fig. 4, the processing efficiency of
RFVFDT increases with the number of threads increased,
which means if we run the RFVFDT algorithm under the multi⁃
thread environment such as a cluster, it can keep higher classi⁃
fication accuracy and a fast speed as well.

5 Conclusions
In this paper, based on the Random Forest algorithm and

the data stream classification algorithm VFDT, we designed a
Random Forest Based Very Fast Decision Tree algorithm,
named RFVFDT. The analysis and the experimental results of
doing classification on KDD CUP 99 data sets have shown that
the classification accuracy of the RFVFDT algorithm is higher
than that of VFDT, and the RFVFDT algorithm can keep fast
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RFVFDT: Random Forest Based Very Fast Decision Tree VFDT: Very Fast Decision Tree

▲Figure 2. The classification accuracy with the size of the training
sample set increased.

b) Experimental results on the data set Connection

a) Experimental results on the data set Nursery

▲Figure 3. The processing efficiency with different numbers of
decision trees.

RFVFDT: Random Forest Based Very Fast Decision Tree VFDT: Very Fast Decision Tree

▲Figure 4. The processing efficiency of RFVFDT with different
numbers of threads.
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and also achieve higher classification when parallelly running
with multiple threads.
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