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Abstract

This paper comes up with a SDN Based Vehicle Ad⁃Hoc On⁃Demand Routing Protocol (SVAO), which separates the data forward⁃
ing layer and network control layer, as in software defined networking (SDN), to enhance data transmission efficiency within vehi⁃
cle ad⁃hoc networks (VANETs). The roadside service unit plays the role of local controller and is in charge of selecting vehicles to
forward packets within a road segment. All the vehicles state in the road. Correspondingly, a two⁃level design is used. The global
level is distributed and adopts a ranked query scheme to collect vehicle information and determine the road segments along which
a message should be forwarded. On the other hand, the local level is in charge of selecting forwarding vehicles in each road seg⁃
ment determined by the global level. We implement two routing algorithms of SVAO, and compare their performance in our simu⁃
lation. We compare SVAO with popular ad⁃hoc network routing protocols, including Optimized Link State Routing (OLSR), Dy⁃
namic Source Routing (DSR), Destination Sequence Distance Vector (DSDV), and distance⁃based routing protocol (DB) via simula⁃
tions. We consider the impact of vehicle density, speed on data transmission rate and average packet delay. The simulation results
show that SVAO performs better than the others in large⁃scale networks or with high vehicle speeds.
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1 Introduction
owadays, with the popularity of personal vehicles,
transportation systems are facing many problems,
including traffic congestion, environment pollu⁃
tion, increasing energy consumption, etc. [1].

Therefore, the research of intelligent transportation system
(ITS) has become a magnet for researchers in recent years, in
which vehicle ad⁃hoc networks (VANETs) play a key role. In
VANETs, a vehicle can either communicate with another vehi⁃
cle directly via Vehicle⁃to⁃Vehicle (V2V) communications, or
communicate to infrastructure such as a road side unit (RSU)
via Vehicle⁃to⁃Infrastructure (V2I) links [2]. As an intersection
of traffic network and traditional ad ⁃ hoc network, VANETs
hold some of their features, for example, it has decentralized,
self ⁃ organizing and dynamic topology. VANETs also have
unique features in aspect of structure, support high ⁃mobility
scenarios and implement special traffic applications.

Message/packet routing and forwarding have been always a
core issue for VANETs. How to find, build and choose an ap⁃
propriate route in a highly dynamic vehicle network can be a
tough problem, especially with stability, packet delay, compu⁃
tation overhead, and bandwidth taken into account.

Quite a lot of work has been conducted on designing routing
protocols and forwarding mechanisms for VANETs. Consider⁃
ing the information required for routing protocols, the current
routing work in VANETs can be concluded as follow: topology
based protocols, position based protocols, map based proto⁃
cols, and road based protocols. Topology based protocols route
and forward according to the topology of road segments, no mat⁃
ter whether there exists a global route table such as Destina⁃
tion Sequence Distance Vector (DSDV) [3], or a local one such
as Dynamic Source Routing (DSR) [4] and Ad⁃hoc On⁃demand
Distance Vector Routing (AODV) [5]. Position based protocols
only care for the position of vehicles such as Greedy Perimeter
Coordinator Routing (GPCR) [6], or the position of RSUs such
as Intersection ⁃ based Geographical Routing Protocol (IGRP)
[7]. Map based protocols attempt to take some road segment
states into account. Geographic Source Routing (GSR) [8] con⁃
siders about the crossroad, while Shortest⁃Path⁃Based Traffic⁃
Light ⁃ Aware Routing (STAR) [9] concerns the impact of the
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traffic light. Road based protocols focus on the communication
among road segments such as Vehicle⁃Assisted Data Delivery
(VADD) [10]. However, most of the researches above mainly fo⁃
cus on distributed routing discovery and selection process. In
reality, due to the difficulty of coordinating among the nodes,
the data transmission efficiency is limited.

Software defined networking (SDN) is a promising technolo⁃
gy aiming to reinvent the Internet and improve the network
transmission efficiency. It separates the data forward layer and
the network control layer, realizing a more effectively central⁃
ized network resource allocation and scheduling. It hammers at
making the network more intelligent and realizing reasonable
network resource utilization. In a traditional network, the net⁃
work control layer and data forward layer are tight coupling on
the routing unit, which makes it hard for applying the latest
network control technology on it. So the traditional routing unit
is so⁃called“simple”and“dumb”[11]. It is also referred to as
“Internet ossification”[12]. On the one hand, researchers have
to take various hardware differences between routers into ac⁃
count when they want to apply a new routing protocol. On the
other hand, when hardware needs to be updated, whether to
support the operation of the existing routing protocol should be
considered as well. That is what SDN focuses on. SDN sepa⁃
rates the logic control layer and data forward layer, so as to
spearate the route unit and control unit. In detail, the routing
unit is responsible for forwarding according to the flow table.
The generation, maintenance, configuration of flow table is
managed by the control unit. The separation of control layer
and data forward layer realizes flexible forward strategy man⁃
agement of SDN system.

However, as SDN is originally designed for general cable
wide area networks (WANs) and local area networks (LANs),
the routing and forwarding mechanism need to be redesigned
when we try to apply SDN into VANETs. A VANET involves
wireless sensor network, wireless cellular network, mobile self⁃
organizing network, and more. Furthermore, the node mobility,
architecture, and traffic rule effect of the VANET make it more
complicated than the traditional wireless network.

This paper comes up with a SDN based on⁃demand routing
mechanism under the on⁃demand VANETs forwarding scenar⁃
io, aiming at improving the routing and forwarding efficiency.
The largest challenge of this paper is redesigning routing and
forwarding mechanism in VANETs. This paper proposes a two⁃
level structure protocol, SDN Based Vehicle Ad⁃Hoc On⁃de⁃
mand Routing Protocol (SVAO), including the distributed glob⁃
al level consisting of local controllers (LCs) and the centralized
local level consisting of vehicles. The global level is responsi⁃
ble for calculating and distributing the route among road seg⁃
ments/LCs, while the local level in charge of calculating the
route for each vehicle in each section. We implement two rout⁃
ing algorithms of SVAO in this paper, Bellman⁃Ford algorithm
and Floyd algorithm, to explore the difference of their perfor⁃
mance. Finally, we compare the performance of the new proto⁃

col with four traditional self⁃organizing network routing proto⁃
cols (Optimized Link State Routing (OLSR), DSR, DSDV and
distance ⁃ based routing protocol (DB)). The simulation result
shows that the proposed protocol performs better.

2 Related Work
The routing protocol is vital for VANETs, whose features in⁃

clude highly dynamic topology, wide coverage and low robust⁃
ness. A suitable routing protocol can keep up a good transmis⁃
sion quality in VANETs. According to different types of need⁃
ed information, the current routing protocols in VANETs can
be divided into the following four categories: topology based
protocols, position based protocols, map based protocols, and
road based protocols.
2.1 Topology Based Protocols

DSDV [3] is a table⁃driven scheme based on Bellman⁃Ford
algorithm. Each entry in the route table contains a sequence
number, which identifies whether this entry is valid. The se⁃
quence number is generated by the destination node, and peri⁃
odically updated by sending packets. Routing information is
updated by sending packets among nodes periodically and trig⁃
gered incremental updates packets more frequently.

DSR [4] is a source routing type on⁃demand routing proto⁃
col. DSR is beacons⁃less, which means that the update of the
network topology information will not rely on periodically send⁃
ing Hello packet (beacons). The main process of establishing a
route described as follow: at the very beginning, the source
node floods the RouteRequest packet to the whole network;
once the destination node receives a RouteRequest packet, it
will return a RouteReply packet along the reverse path; lastly
the route tables alongside the path are updated by adding the
route from the source node to the destination node.

AODV [5] floods route messages to conduct route discovery,
similar to DSR. The difference between them is that AODV is
a node routing scheme, that is, when a node (whether it is the
destination node or not) receives a RouteRequest packet, and
this node has cached the latest route towards the destination
node, it will not forward this packet but return a RouteReply
packet along the reverse path and update the route table along⁃
side the path.

Due to the high⁃mobility and highly dynamic network topolo⁃
gy in VANETs, the main difficulty of topology⁃based protocols
is how to reduce the route discovery cost, time cost and re⁃
source cost. If the time cost is high, the latest route will lose ef⁃
ficacy frequently.
2.2 Position Based Protocols

GPCR [6] is a greedy routing protocol without link state. Dif⁃
ferent from traditional routing protocols, nodes directly take
use of the position information of their neighbors to establish a
route instead of finding the shortest path towards destination
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node or judging the reachability of the route. The source node
always greedily sends packets towards the node that is most
close to the destination node, until it could not reach the desti⁃
nation node. Then it will begin a new round of forwarding and
the greedy strategy will be adopted in a new node again, until
the packet reaches a closer node towards the destination node.

IGRP [7] is designed to solve the QoS routing problems un⁃
der the city traffic scenario. Since it may in fact not be feasible
and economical to absolutely deploy RSUs, IGRP attempts to
ensure the maximum packet received rate by changing the
point⁃to⁃point routing strategy to check whether the RSUs exist.
2.3 Map Based Protocols

GSR [8] is a routing protocol based on map and vehicle posi⁃
tion. It uses Dijkstra algorithm to compute the shortest path
from the source node towards the destination node. Each cross⁃
road acts as an anchor node, and a greedy forwarding strategy
is adopted between each two anchor nodes. With a high data
packet reception rate, GSR is adaptive to the situation that con⁃
tains more vehicles and larger traffic density. It does not suit⁃
able for the condition with less car and poor connectivity.

STAR [9] takes the impact of the traffic light into account. It
regards the traffic light as a main factor in the dynamic net⁃
work topology in the practical city traffic scenario. The state of
the traffic light in crossroad will be treated as an influence fac⁃
tor in the packet forwarding strategy. In practice, STAR has
lower average delay, higher packet reception rate and higher
TCP throughput capacity in unit time.
2.4 Road Based Protocols

VADD [10] adopts a store ⁃ and ⁃ forward strategy which is
adaptive to the scenario with low vehicle density and poor con⁃
nectivity especially. Predicting the future position of the vehi⁃
cle, every packet will be marked with a packet transfer delay,
which ensures the vehicle can store the packet until the vehi⁃
cle reaches next road.

The distributed routing protocols in current vehicle net⁃
works aim at taking the balance among route computation over⁃
head, link hops, link quality and link stability. Due to the dy⁃
namic nature of VANETs, a distributed protocol may cause
large link state delay to discover a route. To settle the prob⁃
lems above, this paper proposes an SDN based on⁃demand for⁃
warding routing protocol which adds local controller as a road⁃
side unit in current VANETs and gets use of the advantages of
centralized method to get an optimized routing mechanism.

Recently, there are already some works on SDN in VANETs.
S.⁃A. Lazar and C.⁃E. Stefan concluded that SDN and fog work⁃
ing together can be the best solution to VANETs, after over⁃
viewing both side of works [13]. K. Liu and J. K. Y. Ng were
the first focusing on scheduling cooperative data dissemination
in hybrid infrastructure⁃to⁃vehicle (I2V) and vehicle⁃to⁃vehicle
(V2V) communication environments [14]. A. Kazmi and M. A.
Khan tried to deal with problems in topology dynamics and

connectivity losses. They exploited SDN planes by partitioning
VANETs to work in distributed manner, which is better than
traditional VANETs architectures [15]. X. Xiao and X. Kui an⁃
alyzed the traces of taxies in Shanghai to find out the regular
pattern of the inter⁃contact time between moving vehicles and
intersections, and the duration of each contact, making way for
the future study of SDN VANETs [16]. A. Di Maio and M. R.
Palattella focused on the security issues for enabling SDN in
VANETS in real use cases (smart parking, smart grid of elec⁃
tric vehicles, platooning, and emergency services) [17]. A. Ka⁃
zmiEmail and M. A. Khan kept their eyes on single point of
failure (SPOF) in SDN, coming up with an abstracted VANET
model but also complying with SDN principals [18].

3 System Model and Introduced Coefficient
In this section, we firstly describe the system model and

then introduce the coefficient used in proposed protocol.
3.1 Sytem Model

Firstly, the city road is simplified into a neat network dia⁃
gram. We assume that every vehicle moves towards the same
direction in each road. That is, this paper only considers one⁃
way road. A roadside control unit named LC will be placed in
every crossroad (Fig. 1), which is responsible for collecting all
the information of the vehicles on this road and computing
route. LCs can communicate with each other to exchange infor⁃
mation about road segment states.
3.2 Link Stability Coefficient

In VANETs, the transmission quality and efficiency are in⁃
fluenced by many factors, such as the hop number of the link,
the relative speed of the vehicles in the link, etc. For the sake
of quantitative evaluation, we propose a link stability coeffi⁃
cient (CV) to evaluate the stability of different link. The follow⁃
ing notions are used in our formulas.

•n is the hop count of link between two adjacent LC,

LC: local controller

▲Figure 1. The positions of LC.

LC A LC B

Range of LC BRange of LC A

Direction
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• sd is the standard variance of the vehicle speed on the
link,

•av is the average velocity of all the car in the road,
•Vi is the velocity of the car i.
The formula of CV is shown as follow. (1) and (2) take the

relative velocity and node number of link into account. (3) re⁃
fers to the coefficient of variation in math, ensuring the CVs of
different road links with different node numbers can be com⁃
pared immediately.

sd= 1
n∑i = 1

n

( )Vi - aV 2 , (1)

av=∑Vi

n
, (2)

CV= sd
av *100%. (3)

4 Two⁃Level Structure Protocol Design
Based on the system model, we propose a two ⁃ level SDN

based Vehicle Ad⁃Hoc On⁃Demand Routing Protocol (SVAO),
with a global level and a local level. The global level is distrib⁃
uted, using the ranked query scheme to query the objective ve⁃
hicle information and the improved AODV method to calculate
the route among multiple road segments/LCs. The local level is
centralized, using Bellman⁃Ford algorithm and Floyd algorithm
to maintain a stable route between two adjacent LCs. That is,
to explore the different impacts of the routing algorithms, this
paper implements two type of shortest path algorithms for com⁃
puting route.
4.1 Local Level

The local level is responsible for computing the route for ev⁃
ery vehicle on each road. Firstly, we need to maintain a stable
vehicle link between two adjacent LCs. Every vehicle will
flood Hello Message (IDv, GPS, Speed) to LC periodically.
When a vehicle enters a road segment, its Hello Message will
be collected by the LC. Within a certain time, LC will collect
all the hello information from the vehicles on the road, and try
to build a network topology for the road. Since the Hello Mes⁃
sage contains the velocity information of the vehicle, LC can
predict the vehicle movement trajectory. Furthermore, LC will
simulate and predict the topology changes according to the net⁃
work topology we build above. At last, LC try to maintain a
shortest transmission path from this LC towards the next adja⁃
cent LC, using Bellman ⁃ Ford algorithm (Algorithm 1) and
Floyd algorithm (Algorithm 2).
Algorithm 1. The Bellman⁃Ford Algorithm

• T := road network topology

• for each vehicle i do//initialization
• Distant[i]=10000;
• Distant[s]=0;
• end for
• for each edge(u,v) in T do
• if edge(u,v) == 1 then
• w(u,v) =1;
• else w(u,v) =0;
• end for
• boot neg =false;
• for each nodes u in T do //relaxation
• for each nodes v in T do
• if Distant[u] +w(u,v) < Distant[v] then
• Distant[v] = Distant[u] + w(u,v)
• neg = true;
• end for
• end for
• if neg == false then
• end;
• else send error;

Algorithm 2. The Floyd Algorithm

• T := road network topology
• D:= the minimum distances between any two vehicle
• for each vehicle i do//initialization
• for each vehicle j do
• D[i][j]=infinity;
• end for
• end for
• for each vertex v
• D[v][v]=0;
• end for
• for each edge(u,v) in T do
• if edge(u,v) exist then
• D[u][v]=1;
• end for
• for k from 1 to size(T) do //floyd
• for k from 1 to size(T) do
• for k from 1 to size(T) do
• if D[u][v] > D[u][k] + D[k][v] then
• D[u][v] = D[u][k] + D[k][j];
• end for
• end for
• end for

4.2 Global Level
The global level is responsible for finding the position of the

objective vehicle and for calculating the global route among
road segments/LCs. We assume that vehicle S needs to send a
message to the vehicle D. Firstly, vehicle S sends a RouteRe⁃
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quest message towards LC, asking for the position of D. If LC
finds the location of D, it will return a route table to S, indicat⁃
ing the next hop.
4.2.1 Ranked Query Stratergy

Once a LC receives a RouteRequest packet, it will begin to
query for the position of vehicle D. In order to reduce the que⁃
ry cost, LC uses a ranked query strategy like cellular network.
That is, LC is divided into two levels: the first level LC caches
all the vehicle information in the road segment under its juris⁃
diction (Vehicle_ID, Direction, Speed), and then the second
level LC only caches the vector of LC ID and vehicle ID in⁃
stead (Vehicle _ID, LcID). The ratio between the first level LC
and second level LC should be 20:1.

The ranked query strategy process is as follows:
1) Fisrtly, LC queries whether vehicle D is within the scope of

its signal coverage.
2) If not, LC will send the query request to its second level LC.

The second level LC then queries for the information of vehi⁃
cle D among all the first level LCs within its signal coverage.

3) If not, the second level LC will flood the query request with⁃
in all the second level LCs.

4) The process above is repeated until the position of vehicle D
is found.

4.2.2 Computing Global Route Using Improved AODV
Algorithm

Until now, each LC has maintained a network topology for
corresponding road segment. Then, we need to compute a glob⁃
al route among road segments/LCs, connecting source vehicle
S and destination vehicle D. We use the optimized AODV algo⁃
rithm to get the route running in LC. The algorithm is shown as
follow:
1) LC broadcasts a RREQ (Route Request) packet to other LCs.
2) To reduce broadcast scale and constrain RREQ broadcast

direction, LC checks whether the next hop is wihtin the rect⁃
angle constituted by source S and destination D (Fig. 2). If

not, LC drops the packet.
3) LC counts the passed LC number N from source vehicle S to

itself. N will be compared and the best one in smaller
CV_max will be selected; If N_new > N_his, we just drop
the packet.

4) Within a certain time, the destination LC has received a se⁃
ries of RREQ packets. To make a best decision, LC tends to
select the route with the smallest N, and the smallest
CV_max takes the second place in the case of the same N.
Then the destination LC sends a RREP (Route Request Re⁃
spond) packet following in reverse route taken by the RREQ
packet, updating the routing table of all the passed LCs.

5) LC adds the first vehicle information of the next road sege⁃
ment/LC into the route table, and broadcast the route table
to all the vehicles within its jurisdiction.

5 Simulation Results and Analysis
For the sake of cost and safety, it is impossible to setup ex⁃

periments with a practical network topology, which needs a
large number of cars. So researchers usually test their solu⁃
tions via simulation. We also setup experiments in NS⁃3, a fa⁃
mous simulation platform, and use Simulation of Urban MObili⁃
ty (SUMO) to generate vehicle trajectory files.
5.1 Simulation Setup

In order to evaluate the performance of the proposed routing
protocol, we compare SVAO with OLSR, DSR, DSDV and DB
within different vehicle density, at different vehicle speeds and
in different communication ranges. Moreover, as this paper im⁃
plement two different route computing algorithm, Bellman ⁃
Ford and Floyd, there are two different versions of SVAO in
the following figures, while SVAO ⁃ BF represents the SVAO
version using Bellman ⁃ Ford and SVAO ⁃ Flo represents the
Floyd version. Data transmission and average packet delay are
measured to get the contrast ratio. The simulation specifica⁃
tions with NS⁃3 are shown in Table 1.

We use map software SUMO to generate a three⁃ lane road,
whose length is 2 km. The road is uniformly divided into two
sections. One section ranges from 0 km to 1 km and the other
from 1 km to 2 km. At the very beginning of the simulation, the
road is empty. Then the vehicles begin to appear in a random
starting point at the beginning of the first section, moving for⁃
ward to the second section at a certain speed. This paper sets
vehicle S on the roadside that is 5.1 m away from the begin⁃
ning of the road as the source vehicle and vehicle D on the end
of the road as the destination vehicle. Vehicle S will send pack⁃
ets to vehicle D constantly.
5.2 Impact of Vehicle Density on Protocol Performance

The data transmission rate and average packet delay are im⁃
portant indicators to evaluate the performance of a routing pro⁃
tocol. We compare all the routing protocols quantitatively by
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LC: local controller
▲Figure 2. LC ignores unnecessary broadcast directions.
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Vehicle D

Ignore unnecessary
broadcast direction
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changing the density of nodes in the network. Fig. 3 shows the
packet reception rate under different vehicle densities. The av⁃
erage speed of each vehicle is 15 m/s. The horizontal axis
shows that there will be a new vehicle appear in the very begin⁃
ning of the road every n seconds. Under the same conditions,
SVAO holds a better data transmission rate than OLSR, DS⁃
DV, DSR and DB. Along with the increasing number of nodes,
i.e. the network scales larger, OLSR performs stably with a low
value, DSDV and DSR performs undulated, and DB performs
worse and worse. On the other hand, with the network scale ex⁃
panding, SVAO maintains a stable lower value. SVAO⁃BF per⁃
forms more stable than SVAO⁃Flo. It is because the time com⁃
plexity of Floyd algorithm is higher than Bellman ⁃Ford. That
means it will cost more time to compute route when the density
is getting higher. Both of them hold a good performance in aver⁃
age packet delay with a high vehicle density.

As for average packet delay illustrated in Fig. 4, the superi⁃
ority of SVAO is remarkable and intuitive. In general, simula⁃
tion results show that, as the number of nodes grows, SVAO ob⁃
tains better performance and is more adaptive to the large ⁃
scale network. When it comes to the average packet delay, the

two algorithms of SVAO perform well and similar, because
both of them can find a relatively shortest road for routing.
5.3 Impact of Vehicle Velocity on Protocol Performance

It can be seen from Fig. 5 that at the same vehicle velocity,
SVAO has an observably better packet reception rate. Along
with the increase of speed, i.e. the road topology changes more
frequently, all the protocols are observed a decline. The DSDV
and DSR performance drop shapely, while the decline of
SVAO and DB are unapparent. From the perspective of aver⁃
age packet delay (Fig. 6), with the vehicle speed gradually in⁃
creasing, SVAO always keeps the best average packet delay (a
lower value), while DSDV and OLSR perform worse. When it
comes to the comparison between SVAO⁃BF and SVAO⁃Flo,
we can see that they have the similar trend. When the vehicle
goes faster, SVAO⁃Flo performs a little better. In short, simula⁃
tion results show that with the vehicle speed increasing, i.e.
the network topology of the road changes drastically, SVAO
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▼Table 1. Simulation setup

BF: Bellman⁃Ford Algorithm
CCH: control channel
DB: distance⁃based routing protocol

DSDV: Destination Sequence Distance Vector
DSR: Dynamic Source Routing

Flo: Floyd Algorithm
OLSR: Optimized Link State Routing
SCH: service channel

SVAO: SDN Based Vehicle Ad⁃Hoc
On⁃Demand Routing Protocol

Parameter
SCH transmission radius (m)
CCH transmission radius (m)

Vehicle speed (m/s)
Node movement mode
Packet size (byte)
Routing protocol
Road number

Road length (m)

Simulation value
400
1000

10, 15, 20, 25, 30
Random
1000

SVAO⁃BF, OLSR, SVAO⁃Flo, DSR, DSDV, DB
2

1000

▲Figure 3. Packet reception rates under different vehicle densities.

BF: Bellman⁃Ford Algorithm
DB: distance⁃based routing protocol

DSDV: Destination Sequence Distance Vector
DSR: Dynamic Source Routing

Flo: Floyd Algorithm
OLSR: Optimized Link State Routing
SVAO: SDN Based Vehicle Ad⁃Hoc

On⁃Demand Routing Protocol

▲Figure 4. Average packet delay under different vehicle densities.

BF: Bellman⁃Ford Algorithm
DB: distance⁃based routing protocol

DSDV: Destination Sequence Distance Vector
DSR: Dynamic Source Routing

Flo: Floyd Algorithm
OLSR: Optimized Link State Routing
SVAO: SDN Based Vehicle Ad⁃Hoc

On⁃Demand Routing Protocol

▲Figure 5. Packet reception rates under different vehicle velocities.

BF: Bellman⁃Ford Algorithm
DB: distance⁃based routing protocol

DSDV: Destination Sequence Distance Vector
DSR: Dynamic Source Routing

Flo: Floyd Algorithm
OLSR: Optimized Link State Routing
SVAO: SDN Based Vehicle Ad⁃Hoc

On⁃Demand Routing Protocol
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has a more stable and excellent packet reception rate and aver⁃
age packet delay.
5.4 Impact of Communication Range on Protocol

Performance
Fig. 7 shows that SVAO has a better performance on packet

reception rate under the same vehicle communication range.
Along with the communication range increasing, the road topol⁃
ogy becomes more complex, but the connectivity of road topolo⁃
gy improves at the same time. In view of packet reception rate,
the order is SVAO > DB > DSDV > DSR > OLSR. However,
when the vehicle communication range becomes larger (larger
than 400 m), DB performs better than SVAO. That is because
DB can find a shorter path towards the destination easier al⁃
though the topology becomes more complex. The average pack⁃
et delay illustrated in Fig. 8 is similar to sections 5.2 and 5.3, i.
e. SVAO can obtain a stable and better performance. In gener⁃
al, along with the increase of the vehicle communication range,
the road topology becomes more complex and SVAO performs
better in both packet reception rate and average packet delay.
Moreover, as shown in Fig. 7, the SVAO⁃Flo has a higher time
complexity than SVAO⁃BF and the performance of SVAO⁃Flo
can be better within a certain density and different communica⁃
tion ranges. That is, SVAO⁃Flo is more adaptable under differ⁃
ent communication ranges.
5.5 Impact of Route Computation Interval on SVAO

Performance
In this subsection, we collect data information from SVAO⁃

BF with different route computing intervals. SVAO⁃BF adopts
centralized network architecture, and routing discovery and
computation process are conducted on the LC, which effective⁃
ly reduces the route computing overhead. Therefore, how to
achieve balance on the route computation cost and time cost is
an important research direction. We quantitatively evaluate
the impact of different route computation intervals on SVAO⁃

BF performance. It can be seen from Fig. 9 that a 10 s-14 s
route computation interval can be a balanced choice. On the
one hand, reducing the interval cannot improve the packet re⁃
ception rate but can increase the route computing overhead.
On the other hand, increasing the route computing interval will
significantly reduces the SVAO⁃BF packet reception rate.

6 Conclusions and Future Work
In this paper, we propose a SDN based on⁃demand routing

protocol (SVAO), utilizing the separation of the data transfer
layer and network control layer of SDN to enhance the data
transmission efficiency within VANETs. Different from similar
works on VANETs, our main work focuses on redesigning the
network control layer and data transfer layer in VANETs, mak⁃
ing SDN implemented in VANETs. This paper comes up with a
two⁃ level structure, including a distributed global level and a
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▲Figure 6. Average packet delay under different vehicle velocitie
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▲Figure 7. Packet reception rates under different vehicle
communication ranges.
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centralized local level. The simulation results show that, in
view of packet reception rate and average packet delay, SVAO
performs better and more stable than traditional ad⁃hoc routing
protocols (DSR, DSDV, OLSR and DB). In more detailed,
SVAO⁃Flo has a similar performance with SVAO⁃BF no matter
in average packer delay and packet reception rate, and SVAO⁃
Flo is more adaptable under different vehicle communication
ranges.

In future work, we may focus on the connection between two
adjacent links. How to obtain the balance between the node
number in a link and the stability of a link will be a promising
direction. What’s more, the simulation results show that
SVAO performance will decline sharply under high⁃speed con⁃
ditions. This needs further optimization.
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