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Action recognition is an important topic in computer vision.
Recently, deep learning technologies have been successfully
used in lots of applications including video data for sloving
recognition problems. However, most existing deep learning
based recognition frameworks are not optimized for action in
the surveillance videos. In this paper, we propose a novel
method to deal with the recognition of different types of ac⁃
tions in outdoor surveillance videos. The proposed method
first introduces motion compensation to improve the detection
of human target. Then, it uses three different types of deep
models with single and sequenced images as inputs for the
recognition of different types of actions. Finally, predictions
from different models are fused with a linear model. Experi⁃
mental results show that the proposed method works well on
the real surveillance videos.
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1 Introduction
ction recognition in surveillance videos has long
been an important research topic in the computer
vision community. Automatic or machine aided sur⁃
veillance technologies can be widely used in pub⁃

lic areas like airport, banks, shops, etc.
The currently used action analysis methods usually contain

the following steps: detection, tracking and recognition. Tradi⁃
tionally, some handcrafted visual features are required to be ex⁃
tracted from the video in order to make further computation for
recognition. These traditional features include color histo⁃
grams, scale ⁃ invariant feature transform (SIFT), histogram of
oriented gradient (HoG), etc. The detection, tracking and recog⁃
nition algorithms usually rely on these kinds of computed fea⁃
ture values. However, these manually designed features may
suffer from their limitation in describing complicated actions
in complex environment. Therefore, recognition algorithms re⁃
lying on this kind of features do not always work very well in
many real applications [1]-[3]. In recently years, features auto⁃
matically learnt from deep neural networks are widely used in
the computer vision community because of their great success⁃
es in many real applications [4], [5]. So far, there have been
some work concentrating on applying deep learning methods
on video analysis applications, for example, 3D convolutional
neural networks (3D ⁃ CNN) [6], recurrent neural network [7]
and two⁃streams models [8], [9]. All these methods highlight on
general framework for video analysis. While for the specific
problem of action recognition in the surveillance videos, there
exists room for further improvement.

For example, the recognition algorithm for different types of
human actions could be treated in different ways. Some actions
could be comparatively easy to be recognized by single frames
because of their characteristic appearance. Such actions in⁃
clude fighting with others or riding a bicycle. However, some
other types of actions may not be easy to distinguish by merely
single frames. For instance, some frames of walking and run⁃
ning, especially jogging, may look very similar in appearance.
In order to distinguish these actions, the temporal information
that describing the motion of the actions is more helpful. There⁃
fore, the single model is not adequate to make classification for
all types of human actions in surveillance videos. A composite
method that combines both single image based recognition and
images sequence based models could potentially be a good so⁃
lution to this problem.

Motivated by the issues discussed above, we propose novel
action recognition for surveillance videos in this paper. The
proposed method contains improvement modifications in hu⁃
man detection and tracking methods, as well as a novel inte⁃
grated action recognition strategy with the help of three differ⁃
ent types of deep neural network models. The novelty and ad⁃
vantages of the proposed algorithm are as follows.

The detection algorithm in the proposed algorithm uses true
detections from the detector and the motion points extracted
from foreground motion information to compensate for miss de⁃
tections. This modification could tackle with the issue of rapid
appearance changes and occlusion of objects that often occur
in the surveillance videos.

In the proposed network framework for action recognition, a
novel fusion strategy from the spatial frames based network
model and from the temporal frames based network model is
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used to make final action recognition. Specifically, models of
different structures are used to tackle with the different types
of actions in surveillance videos, considering their static and
dynamic properties. In the end, recognition results from both
the models are fused to produce the final action classification
result. Specifically, the proposed recognition algorithm relies
more on a sufficiently sophiscated network model based on sin⁃
gle frame input for some action that is distinguishable from
static image frame like fighting among people or riding a bicy⁃
cle. While for human actions not very distinguishable from sin⁃
gle input image, the proposed algorithm would switch to rely
more on a temporal model based on stacked image frames to
provide more accurate action prediction results. For both spa⁃
tial and temporal recognition models, the input image patches
are expanded to the minimal square regions that completely
cover the detection boxes of the objects.

Moreover, the cascade classification strategy is applied to
the spatial recognition network model and temporal network
model to improve the algorithm efficiency. To realize this,
some thresholds are set on some predicted scores from the spa⁃
tial recognition network. If the predicted scores on these layers
are higher than the specified thresholds, the corresponding tar⁃
get object belongs to that specific action. In this way, the recog⁃
nition process of the succeeding temporal network is skipped
by the algorithm. The advantage is that in the prediction pro⁃
cess, more computing resources could be saved on recognizing
these simple actions and runtime efficiency could be improved.

Besides, a special network was applied to provide more ac⁃
curate judgment on discerning whether detected image regions
contain real foreground content or are false alarms from the de⁃
tection algorithm instead. To realize this, the proposed algo⁃
rithm applies a comparatively simple structured network to the
detection regions in the image frame and its only aim is to
check whether the image regions are real foreground or not.
We intentionally set low threshold to this model so that only
background regions with very high confidence are filtered out
and the chances of missing any real foreground objects in the
video are accordingly reduced. As this simple network model
is applied only on the regions returned by the detection and
tracking algorithm, the computation burden introduced by this
background filtering network is in fact very limited.

2 The Approach

2.1 General Framework
In general, the proposed method first receives the captured

video data as input. Then improved human detection and track⁃
ing algorithms are used to detection human regions in the origi⁃
nal videos. Based on the detection and tracking results, pro⁃
posed action recognition algorithms are applied to predict the
action labels for every object obtained.

The first step is to detect and track persons in the video. We

adopt the widely used tracking⁃by⁃detection method to achieve
this. Specially, we calculate the motion points of the figures
during the person detection and use these motion points ex⁃
tracted from foreground motion information to compensate for
miss detections in the video.

The recognition module includes three different neural net⁃
works (Fig. 1). The proposed recognition algorithm is based on
the neural network models to distinguish different actions in
the videos. All the contextual information of the target person
in the video is utilized. The proposed recognition algorithm us⁃
es both spatial and temporal information in the video sequenc⁃
es to achieve better recognition results.

The first network model (the upper row of Fig. 1) is used to
further filter non⁃human patches returned by the detection and
tracking algorithm. This network is comparatively simple in
structure and takes non temporal data as its input. If the ob⁃
tained prediction by this network shows that the input image
patch is of high confidence of background image, then the algo⁃
rithm will skip all the rest part of the recognition module.

If the obtained prediction by the first background filtering
network shows that the input image patch is not of high confi⁃
dence of background image, this image data will be sent into
the second action recognition network model in the middle row
in Fig. 1. This recognition model is much more complicated in
structure to help discern different types of actions in each im⁃
age patch received. Different from the background filtering net⁃
work, this recognition network expands the input image patch
to square size region on the original frame, so that it includes
more contextual information to improve recognition actions on
some action classes. If the output of this network shows that
the input data belongs to some action with a high confidence,
then the algorithm will take the corresponding action as the fi⁃
nal prediction.

If the output of the spatial recognition network fails to give
prediction to some action with high confidence, the designed
algorithm will rely on the results of object tracking and use a
temporal action recognition model that takes stacked sequence
of image patches of some object to recognize its action, as
shown in the bottom row in Fig. 1. Because this model takes
the stacked sequence of image patches as input, it is better at
capturing motion information of the target object. Similar to the
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▲Figure 1. Network fusion for action recognition.
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spatial network, this temporal network requires the input im⁃
age patches to be expanded to the minimal square bounding
box covering the original detection region to include more con⁃
textual information.

Finally, the results from the spatial and temporal networks
are fused by a linear model to get the final predicted scores on
each action class concerned.

Each component of the proposed method is described in de⁃
tail in the rest of this section.
2.2 Foreground Motion Information Extraction

The first step in the designed algorithm is to detect and
track human regions in a surveillance video. The purpose here
is to track every person appeared in the surveillance video in
real time. Our method is based on the tracking ⁃ by ⁃ detection
philosophy and consists of three parts: foreground motion infor⁃
mation extraction, object detection and object tracking. Our ob⁃
ject detection and tracking is aided by foreground motion infor⁃
mation.

First, we adopt a background subtraction method called
ViBe [10] to filter the static background of video frames. Then
edge and contour detection is performed on the resulting im⁃
age. We only keep the centers of contours to represent the de⁃
tected objects for simplicity.

So far, these centers represent the moving parts of our ob⁃
jects in a single frame. We made the centers more informative
by tracking them. We adopt the Kalman Filter [11] to track
these center points so that every point is assigned by an ID dur⁃
ing its life time. These center points with ID are called“mo⁃
tion points”and play an important role in improving the perfor⁃
mance of detection and tracking.
2.3 Object Detection

There are many successful person detectors proposed in pre⁃
vious years [12]. In this work, we adopt the aggregated channel
features (ACF) [13] detector due to its advantages on both
speed and accuracy. We train
the detector on pedestrian datas⁃
et consisting INRIA Person and
our labeled video. We also pro⁃
pose two methods, filtering and
compensation, to improve the de⁃
tector in our application.

We use filtering to deal with
obvious yet common false posi⁃
tives, such as lamp posts, trees
and traffic cones. Because our
surveillance cameras are station⁃
ary, the size of a person is usual⁃
ly linearly related to where he
appears in the region. Therefore,
objects like traffic cones and
trees can be filtered out easily.

In video, rapid appearance change and occlusion of objects
often happen. So our person detector cannot detect a person in
every frame of a video. We propose a novel method by using
the true detections from the detector and the motion points ex⁃
tracted from foreground motion information to compensate for
missed detections.

Supposing there is detection D from the detector in frame
F , we use the following procedure to determine if the object
contained in it is lost in frame F + 1 or not.

1) Let N be the set of motion points contained in D ,
n = |N| , k = 0 .

2) For every motion point in N , if we can find the motion
point in frame F + 1 with the same ID and belongs to some
bounding box, put it into set S , otherwise k = k + 1 .

3) If k/n < 0.5 , most of the motion points are still in some
bounding box in frame F + 1 . In this case, we think the bound⁃
ing box that contains the most points from S is the detection
that matches D (Fig. 2a).

4) If k/n > 0.5 , it is very likely that detection D is lost in
frame F + 1 (Fig. 2b). We use set S to reconstruct it.

5) S contains the“moved”motion points of D . For every
point in S , we put a bounding box that has the same relative
position to it as D around it. These boxes represent the place
where D should be in frame F + 1 with respect to the move⁃
ment of every motion point. We then find a bounding box that
covers all these boxes, rescale it to the size of D , and make it
the reconstructed detection of D in frame F + 1 (Fig. 2c).

In Fig. 2d, the red box is the detection from last frame,
green box is the covering box and blue box is the compensated
detection. The idea here is similar to object tracking, however,
it only works for moving objects.
2.4 Object Tracking

Our person tracker is an online tracker that integrates the
detector’s responses and appearance templates. The tracking
is performed by assigning every target a tracker with the Kal⁃
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▲Figure 2. Illustration of human detection with motion information.
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man Filter and the target’s appearance templates. At each
frame, the tracker will predict the target’s new position with
the Kalman Filter, calculate a voting map with appearance tem⁃
plates, do mean ⁃ shift tracking on the voting map and update
the Kalman Filter. Then detections are associated with every
tracker. Every tracker updates its appearance template when
assigned a new detection. We also adopt the idea of tracker hi⁃
erarchy [14] to select the most effective tracking strategy.

The result of human detection and tracking is saved as a se⁃
quence of object ID and object bounding box, denoted as
O( )i, t ={ }I

( )i
t ,R( )i

t , (1)
where O(i, t) is the target information of object ID i at time
step t in the video, and I

( )i
t

is the image content of this object
detected at time step t . While R

(i)
t is the bounding box infor⁃

mation about this object at time step t in the video. The val⁃
ues in R

(i)
t is a four dimensional vector (x,y,w,h) marking

the upper left corner location, width and height of the bound⁃
ing box.
2.5 Background Filtering by Simple Spatial Neural

Networks
During the real time recognition process, the extracted tar⁃

get image region is input into the background filtering network
model. As shown in Fig. 3, the background filtering network is
based on single image input, which is the image data returned
by the detection and tracking algorithm. Sample input images
patches for this network (Fig. 4) may include both real human
figures and some false alarms from the previous detection and
tracking step.

After the input layer, there exist several convolution layers
to extract the visual features from the image. To improve the
training effect, the rectified linear units (ReLU) and max pool⁃
ing layer are connected to each convolution layer in the net⁃
work. Afterwards, several fully connection layers are appended
to the last convolution layer to further encode the learnt visual
features. In all fully connection layers except the last one, Re⁃
LU layers and dropout layers are applied to achieve non⁃linear
transformation of feature values and generalization improve⁃
ment. The last fully connection layer outputs are connected to
a sigmoid layer and transform the output values to class proba⁃
bilities. In this case, it outputs whether the input image data is
foreground human figure or background image. The number of

convolution and fully connection layers could be set to meet
the computation capacity of the deploying hardware.

After this step, the algorithm could filter out the non ⁃ fore⁃
ground areas returned by the detection and tracking algorithm.
Therefore, when used in combination, the detection and track⁃
ing algorithm could adjust the decision threshold to allow more
potential foreground images to pass in order to reduce the miss⁃
ing rate of real human objects. Because this model is computed
only on the image regions returned by the detection and track⁃
ing algorithm rather than the sliding windows on the whole im⁃
age, no intensive computation consumption is introduced by
this network model during running time.
2.6 Spatial Action Recognition Model Based on Single

Image
After the background filtering, only foreground figure imag⁃

es are supposed to be obtained. In this step, the algorithm in⁃
troduces a more complicated recognition network in structure
to recognize the action type in the image region. In this net⁃
work (Fig. 5), context information about the target region is al⁃
so taken into consideration to improve the recognition perfor⁃
mance.

The general network framework is very similar to the back⁃
ground filtering network, but with more complicated network

structures like more convolu⁃
tion layers and fully connection
layers. The input layer of this
network expands the input im⁃
age regions to cover more con⁃
text information about the tar⁃
get object. Specifically, it ex⁃
pands the detection region to
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▲Figure 3. Structure of the background filtering network model.
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the minimal square areas that cover the original object regions.
Some sample input image data to the recognition network are
shown in Fig. 6. As we can see, when expanded to square re⁃
gions, the input image covers more contextual information to
the target human. For example, in the upper image of Fig. 6,
the person in red shirt is included as the context of the target
person in green at the center of the whole image patch. This
contextual information would be very helpful to recognize that
the target person’s action is to fight with another person. In
the lower image of Fig. 6, the expanded square box image re⁃
gion would cover more road context with regard to the person
in center, giving more indication that person is walking alone
the road and not possible in fighting with someone else.

After the input, the algorithm also uses convolution layers to
extract the visual features from the image, together with ReLU
and the max pooling layer connected to each convolution layer
in the network. Afterwards, fully connection layers are append⁃
ed to the last convolution layer to further encode the learnt vi⁃
sual features. Also, in all fully connection layers except the
last one, ReLU layers and dropout layers are applied to
achieve non⁃linear transformation of feature values and gener⁃
alization improvement. The last fully connection layer outputs
are connected to a sigmoid layer and transform the output val⁃
ues to class probabilities. In this case, it outputs the probabili⁃
ty of some specified action classes. The number of convolution
and fully connection layers could be set to meet the computa⁃
tion capacity of the deploying hardware. In order to learn more
complicated feature representation, this network uses more
convolution layers and fully connection layers than the back⁃
ground filtering network model.

As mentioned, the output of the spatial recognition network
is a vector of action class probabilities. It is then possible to
set certain a decision threshold. When the output value is

greater than the specified deci⁃
sion threshold, the algorithm
will take this high confidence
class label as the final predict⁃
ed action class for the target per⁃
son.

2.7 Temporal Action Recognition Model Based on
Stacked Images

If the previous spatial action recognition model fails to out⁃
put the action class prediction probabilities higher than the
specified threshold, the temporal action recognition model will
be introduced to help action predictions. Different from the
spatial network model, this temporal model takes stacked im⁃
age patches as its input data. The stacked image patches are or⁃
dered sequence of the target object in the video. Because these
sequenced images contain the object information at different
time, this temporal recognition model has more advantages at
motion information capture. This would be advantageous in dis⁃
tinguishing those actions featured by human motion at a small
period of time. The general framework of the proposed tempo⁃
ral model is depicted in Fig. 7.

In order to get the stack motion images of a certain object,
the temporal recognition model utilizes the tracking results ob⁃
tained by the tracking algorithm. The stacked image patches
could be represented as
input( )M3 = éë ù

ûI
( )i
t - k ; ... ; I ( )it , ( )2

where I
( )i
t

is the image content of this object detected at time
step t. This means that the stacked image patches come from
the current and history object appearances in a short time inter⁃
val. In the temporal network, each convolution filter size in the
first convolution layer is h by w by c, k , where h , w is the
height and width of the filter, c is the number of input image
channels, and k is the number of stacked image patches in
the input data. Some sample stacked image patches are illus⁃
trated in Fig. 8. These image patches are also expanded to min⁃
imum covering square areas to include contextual information.

As the image patches input into the convolution layers are
stacked according to the ordered temporal sequence, content of
the first few channels in the input data must contain actions
happening earlier than those on the bottom channels. This
makes the parameters of the first few channels in the convolu⁃
tion layers always to be applied to action patches happening
earlier than those of the last few channels during the training
phase. As the interactions of earlier behavior and later behav⁃
ior are modeled by weighted addition of products between con⁃
volution parameters and image content at different time stages
in sequenced order, temporal information is automatically and
properly learned by this layer architecture in the process of er⁃
ror back ⁃ propagation algorithm during network training. Be⁃
sides, the time span between the image patches also affects the
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▲Figure 5. Structure of the spatial recognition network model.

▲Figure 6. Sample input data to the spatial recognition network model.
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tuning of convolution parameters, which is part of the learning
of temporal information.

After the input, the algorithm also uses convolution layers to
extract the visual features from the image, together with ReLU
and the max pooling layer connected to each convolution layer
in the network. Afterwards, fully connection layers are append⁃
ed to the last convolution layer to further encode the learnt vi⁃
sual features. Also, in all fully connection layers except the
last one, ReLU layers and dropout layers are applied. The last
fully connection layer outputs are connected to a sigmoid layer
and transform the output values to class probabilities. In this
case, it outputs the probability of some specified action classes.
2.8 Fusion of Recognition Models

After the spatial and temporal recognition models are
trained, we apply a fusion strategy to better combine the action
predictions from them. The basic idea is to use a linear func⁃
tion to aggregate both classification scores returned by the two
models. Therefore, for each action to be recognized, the final
prediction score after fusion could be written as

p( )action = wS pS( )action + wT pT( )action + b, (3)
where pS( )action and pT( )action are the action prediction
scores returned by the spatial recognition model and temporal
recognition model respectively. Besides, wS and wT are the
weights balancing these two scores, and b is the bias parame⁃
ter. The values of wS , wT and b could be learnt on the valid⁃
ation dataset by using the linear regression model.

3 The Experiment
All the data used in the experiment are collected from out⁃

door surveillance videos. These
videos include actions of walk⁃
ing, running, kicking, fighting
and riding.

In order to train the models
for recognition, we manually la⁃
beled the human actions in a

set of videos. In total, the labeled video length is more than 30
hours and we collected more than 5000 labeled trails of human
figures in the videos. The tool we used to annotate the videos is
the open⁃sourced ViPER software.

The recognition models are trained from scratch on some ex⁃
isting large scaled image and video datasets and fine⁃tuned on
the surveillance data. For the spatial and temporal recognition
models, we first use ImageNet image data to train the struc⁃
tured models from randomly initialized network parameters.
Separate and stacked image frames extracted from UCF ⁃ 101
dataset are then used to fine ⁃ tune the networks for the first
round. Finally, the pre⁃trained networks are used to fine⁃tune
our surveillance data with the action labels of interest. During
the training, we adopt image patch mirroring, different scaling
ratios and random cropping techniques to improve model gen⁃
eralization.

In our experiment, we set five convolution layers and three
fully connection layers for the first background filtering net⁃
work. For the second spatial recognition network model, we set
16 fully connection layers for the three in the first background
filtering network. For the third temporal recognition network
model, we set five fully connection layers for the three in the
first background filtering network to balance recognition perfor⁃
mance and time efficiency.

The test set contains videos of around 22 minutes. The ob⁃
tained detection rate of the proposed method is 0.9751 on the
test set. The average recognition precision of the recognition al⁃
gorithms on the test set is 0.9251. Table 1 compares recogni⁃
tion precisions on the tested action classes and the perfor⁃
mance of the baseline algorithm with ordinary single image
based CNN model. As we can see in the table, our proposed
method outperforms the baseline model in predicting all the
evaluated action classes. For those actions with comparatively
distinguishing static appearances such as fighting and riding,
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▲Figure 7. Structure of the temporal recognition network model.

▲Figure 8. Sample input data to the temporal recognition network model.
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CNN: convolutional neural networks

Action
Walk
Run
Kick
Fight
Ride

Average

CNN
0.7961
0.8332
0.9246
0.9383
0.9558
0.8896

Our method
0.8500
0.8859
0.9535
0.9596
0.9764
0.9251
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the performance of the baseline CNN method is comparatively
close to ours. While for some ambiguous actions more depen⁃
dent on temporal information to distinguish, such as walking
and running, our method outperforms the baseline method by a
larger margin. Therefore, fusion with temporal information with
the stacked images based model is able to improve the classifi⁃
cation performance for different kinds of actions.

Fig. 9 shows some recognition results in the test. The red
bounding boxes in the figure marks the detection area on the
human figures. Different characters stand for different action
label predicted. Here“w”stands for walking,“r”stands for
running,“k”stands for kicking,“f”stands for fighting, and
“b”stands for riding.

4 Conclusions
In the paper, a novel action recognition algorithm is pro⁃

posed to deal with the automatic video surveillance problems.

The proposed algorithm mainly features in motion compensa⁃
tion during detection, background filtering before recognizing,
different fusion settings of spatial and temporal network mod⁃
els for different types of action to recognize. The experiment
shows that the proposed method produces good results on the
surveillance video data.
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▲Figure 9. Examples of the recognition results.
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