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Abstract

With the increasing prevalence of social networks, more and more social network data are published for many applications, such
as social network analysis and data mining. However, this brings privacy problems. For example, adversaries can get sensitive in⁃
formation of some individuals easily with little background knowledge. How to publish social network data for analysis purpose
while preserving the privacy of individuals has raised many concerns. Many algorithms have been proposed to address this issue.
In this paper, we discuss this privacy problem from two aspects: attack models and countermeasures. We analyse privacy con⁃
cerns, model the background knowledge that adversary may utilize and review the recently developed attack models. We then sur⁃
vey the state⁃of⁃the⁃art privacy preserving methods in two categories: anonymization methods and differential privacy methods. We
also provide research directions in this area.
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1 Introduction
ocial network is a very popular platform where peo⁃
ple make new friends and share their interests. A
dramatically increasing number of users have joined
social networks. Social network service providers

hold a large amount of data. To some extent, these data provide
a great opportunity to analyse social networks, while at the
same time, it brings privacy concern.

Normally, in order to preserving users’privacy, social net⁃
work data are published without identity information, which is
replaced by meaningless numbers or letters. However, Back⁃
strom et al. [1] pointed out that simply removing the identities
of vertices could not preserve the privacy. Users can still be
identified by attackers based on various background knowl⁃
edge.

Many privacy preserving methods were proposed to defend
against these attacks. Unlike the case in traditional relational
datasets, privacy preserving in social network data publishing
is a challenging problem:
•All the identities in the social network are connected with

each other by edges, so any small modification may cause
big changes to other vertices, sub⁃graph and even the whole
network.

•It is very difficult to modify background knowledge because
there are so much information can be used as background

knowledge to re⁃identify the identities and breach the priva⁃
cy.

•It is difficult to quantify information loss and utility. There
are many elements in social networks, such as hubs, be⁃
tweenness and communities, so we cannot simply compare
two networks by vertices and edges. Additionally, utility is
different based on different applications. We cannot use a
unified standard to measure the utility.
Utility and privacy are contradicting elements. Most privacy

preserving methods acquire a high level of privacy guarantee
at the expense of utility. How to balance utility and privacy is a
key problem when designing a privacy⁃preserving algorithm.

Our contributions in this paper are summarised as follows:
•We model the background knowledge that can be used by

adversaries to break users’privacy.
•We classify the possible attack methods into two categories.

One is that the adversary attempts to re ⁃ identify a specific
person, and the other is that the adversary attempts to identi⁃
fy as many individuals as possible.

•We categorise the anonymization methods into two groups:
anonymization and differential privacy. We review the priva⁃
cy preserving models developed in recent 5 years.
The rest of this paper is organised as follows. We summarise

the attack models in section 2. In section 3, we review the state⁃
of⁃the⁃art privacy preserving methods from two categories: ano⁃
nymization and differential privacy. Then we conclude the pa⁃
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per and give the research direction in the future in section 4.

2 Attack Models
With the development of social network analysis and min⁃

ing, privacy becomes an urgent problem that needs to be
solved. While simply moving identifier is far from preserving
the information, any background knowledge can be used by the
adversary to attack the privacy easily.
2.1 Background Knowledge Attacker Utilizes

Background knowledge is the information that is known to
adversaries, which can be used to infer privacy information of
an individual in the social network. It plays an important role
in modeling privacy attacks and developing countermeasures.
We explore possible background knowledge that can be used
by the adversary.

1) Vertices degree
Vertices degree represents how many direct connections be⁃

tween a node and its neighbours. Once the degree of the user is
different from others in the graph, the vertex is re ⁃ identified.
For example, in Fig. 1, node 3 and node 4 can be identified di⁃
rectly if the adversary knows Carl has three friends and Danna
has only one friend.

Tai et al. [2] identified a new attack called friendship attack,
which is based on degree pair of an edge. They launched both
degree and friendship attacks on 20Top ⁃ Conf dataset and
proved that the friendship attack causes a much more privacy
disclosure than the degree attack.

2) Neighbourhood
Neighbourhood refers to the neighbours of an individual who

have connections with each other. Attackers make use of this
kind of structural information to identify individuals [3], [4].
For example, in Fig. 2, if attackers know Bob has three friends
and two neighbors and they connected with each other, Bob

can be recognized in the anonymized graph.
Ninggal et al. [5] proposed another kind of attack called

neighbourhood⁃pair attack, which uses a pair of neighbourhood
structural information as background knowledge to identify vic⁃
tims. Such attacks assume attackers know more information
than neighbourhood attacks do, so attackers have a higher
chance to distinguish users in a dataset.

3) Embedded sub⁃graph
Sub⁃graph refers to a subset of the whole graph. Some adver⁃

saries create few fake nodes and build links using a specific
way before the data is published, and then match the target
graph with reference graph based on the sub⁃graph which has
been planted. In Fig. 3, the grey part is the original graph, the
black part is the sub⁃graph embedded by the adversary. Nor⁃
mally, the embedded sub⁃graph is unique and easy for attack⁃
ers to identify after the dataset is released.

4) Link relationship
The relationship between two vertices also can be acquired

by an adversary. Wang et al. [6] considered that the public us⁃
ers’identities are public and not sensitive. They utilized the
connection between victims and public users to perform attack.
For example, in Fig. 4, A, B, and C are public users, such as
BBC and Michael Jackson. Their identities are publicity, and
if attackers know vertex d has one hop to A and C and two
hops to B, d can be identified.

Sun et al. [7] committed a mutual friend attack. Their algo⁃
rithm identifies a pair of users who connect to each other based
on the number of mutual friends. For example, in Fig. 5, the
numbers on the edge represent the number of mutual friends
between two nodes. If the adversary knows Alice and Ford
have two mutual friends, then she/he can identify a and c com⁃
bined with other reference information (e.g. degree).

▲Figure 1. A degree attack.

▲Figure 2. A neighbourhood attack. ▲Figure 5. A mutual friends attack.

▲Figure 3. An embedded
sub⁃graph attack. ▲Figure 4. A fingerprint attack.
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5) Attributes of vertices
Attributes of individuals in a social network are represented

as labels to vertices. Attackers may get the attributes of vic⁃
tims, such as age, sex and occupation. Such information can be
helpful for adversaries to compromise users’privacy. For ex⁃
ample, in Fig. 5, if the attacker knows Alice is a girl, Ford is a
boy, he can identify them specifically by checking labeled sex
information.
2.2 Attack Methods

There are two types of attacks. The first one is that the adver⁃
sary tries to identify a specific person in the released dataset
[5]-[7]. The other one is that the adversary attempts to identify
as many individuals as possible. Most studies focus on the sec⁃
ond one.
2.2.1 Structural Based Attacks

The first structural attack for re⁃identifying the vertices mu⁃
tually present in two real and large social networks was pro⁃
posed by Narayanan et al. [8]. They seeded 4⁃cliques and iden⁃
tified them by degrees and common neighbour counts. The
propagation phase is based on the similarity score between the
identified node and candidate node who has at least one
mapped neighbour with the identified node. Their algorithm
correctly identified 30.8% vertices just with 12.1% error. In
their later work, Narayannan et al. [9] improved the seed identi⁃
fication process and formulated it as a combinatorial optimiza⁃
tion problem, which improves the robustness compared with
previous works.

Competing with Narayanan et al. [8], Peng et al. [10] pro⁃
posed a two ⁃ stage de ⁃ anonymization algorithm. The attacker
first plants a small specially designed sub ⁃ graph Gf , then
propagate it based on two dissimilarity metrics. The experi⁃
ment results showed their algorithm had a better efficiency
even when the seed set was very small than Narayanan’s algo⁃
rithm. Besides, the incorrect identification number grows slow⁃
ly when the initial seeds are growing. However the algorithm
proposed by Peng et al. performed not well for large perturba⁃
tion percentage. Besides, the test dataset used was too small
with just hundreds of vertices.

Simon et al. [11] presented a Grasshopper algorithm. They
selected the top degree nodes as seeds and introduced a
weighting scheme based on the number of mappings in the
nodes’neighbourhood and set convergence criteria. Their algo⁃
rithm achieved a better result compared to [8] when the attack⁃
er has a rather noisy knowledge (lower similarity between two
graphs), but does not always have a good result on different da⁃
tasets.

Ji et al. [12] defined two vectors in terms of many structural
attributes. They used these vectors to map nodes between two
networks. Only 5-10 seed nodes are enough to de⁃anonymize.
However the complexity and computational cost of this algo⁃
rithm are very high.

There is another research group [13]-[16] maping the verti⁃
ces between two similar graphs based on the graph matching al⁃
gorithm. For example, Yartseva [13] introduced a simple perco⁃
lation ⁃ based graph matching algorithm. This algorithm starts
from a pre⁃matched seed set, and then maps the nodes with at
least r neighbours that have been matched. In order to improve
the precision, Korula et al. [15] matches the vertices from high
degree to low degree according to the number of similarity wit⁃
nesses. Chiasserini et al. [16] extended Yartseva’s work [13]
to a more realistic case that considering the power⁃low degree
distribution. It makes the seed set as small as n.
2.2.2 Other Attack Methods

Most attacks are based on structure of the graph. However,
there are other methods used to disclose users’privacy. Faresi
et al. [17] and Goga et al. [18] used labeled attributes to corre⁃
late identical accounts on different social sites. Nilizadeh et al.
[19] proposed a community⁃based de⁃anonymize method. They
partitioned the graph into many communities. The algorithm
identifies the seed communities first, and then maps the com⁃
munities by creating a network of communities. Sharad et al.
[20] proposed an automated de ⁃anonymization method, which
formulates the de ⁃ anonymizaiton problem as a learning task.
The related research [21]- [27] focuses on predicting the link
relationship, which can be used to disclose users’privacy as
well.

3 Countermeasures
It is widely recognized that simply moving users’identity

cannot guarantee their privacy. Many researchers pay much at⁃
tention to this problem. We categorise the state⁃of⁃art privacy
preserving methods into two categories: anonymization and dif⁃
ferential privacy. Table 1 shows the privacy models corre⁃
sponding to attack models.
3.1 Anonymization

Anoymization is a popular method for preserving privacy,
which is extensively used for social network data publishing.
▼Table 1. Privacy models

Privacy model

k⁃degree [29]
structural diversity [34]
k2⁃degree⁃anonymity [2]

k⁃neighbor [3]
k⁃NMF⁃anonymity [7]
k⁃isomorphism [68]
k⁃automorphism [69]

differential Privacy [52]

Attack model
Degree
√
√

√
√

Friendship

√

√

Neighbourhood

√

√
√

Sub⁃graph

√
√
√

Mutual friends

√

√
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We review these privacy preserving methods in this section.
Table 2 summarises recently developed anonymization meth⁃
ods from three aspects of privacy breach.
3.1.1 Preserving Vertices Identity

Most studies in recent years focus on preserving users’iden⁃
tity, preventing adversary re⁃ identifying vertices in the graph.
The main anonymization methods are based on k ⁃ anonymity
[28], which means there are at least k nodes have the same
structure with each other in the graph. It is realized by chang⁃
ing the structure of the original graph.

1) Graph Modification
Graph modification is a way that makes the graph satisfy k⁃

anonymity by adding or deleting edges or nodes. State ⁃ of ⁃ art
graph modification methods are summarised as follows.

In 2008, Liu and Terzi [29] first answered the question“how
to minimally modify the graph to protect the identity of each in⁃
dividual involved?”They studied the vertices re⁃identity prob⁃

lem based on the degree background knowledge and provided
a dynamic⁃programming algorithm for generating the k⁃anony⁃
mous graph based on the desired degree sequence.

Liu and Li [30] pointed out that the algorithm proposed in
[29] had uncertainties. For example, if the anonymous graph
construction process is random, the results will be totally differ⁃
ent from the original graph. They developed two degree se⁃
quence partition algorithms. Those algorithms partition the de⁃
gree sequence according to the partition cost calculated by the
sum of difference of max neighbor vertices to their target de⁃
gree. The nodes with smallest degree and distance are consid⁃
ered for constructing the graph satisfying k⁃degree anonymiza⁃
tion. Noisy nodes are added when adding edges only cannot
satisfy the constraint.

In order to guarantee the utility of anonymized graph, Wang
et al. [31], [32] defined a measure standard Hierarchical Com⁃
munity Entropy (HCE) based on the hierarchical random graph
(HRG) model to represent the information embedded in the
graph community structure. They proposed an algorithm modi⁃
fying edges that change the original graph to the nearest k⁃ano⁃
nymizaiton graph.

Ninggal and Abawajy [33] introduced a utility⁃awared graph
anonymizaiton algorithm. They use two metrics, Shortest Path
Length (SPL) and Neighbourhood Overlap (NO) to quantify the
utility. Compared to the scheme in [29], the algorithm in [33]
introduces less distortion and improves utility preservation.
However, this algorithm was only tested on four small datasets
with hundreds of vertices. Besides, the computational cost of
the algorithm is expensive.

Tai et al. [34] introduced a new privacy problem for protect⁃
ing the community identity of vertices in the social network
against degree attack. Even the graph satisfies k ⁃degree ano⁃
nymity, community identity still can be breached if the sets of
nodes with the same degree belong to the same community.
The authors proposed a structural diversity model by adding
edges to make sure that the nodes with the same degree are dis⁃
tributed to at least k communities.

Tai et al. [2] introduced a Degree Sequence Anonymization
algorithm to defend the friendship attack. The algorithm clus⁃
ters vertices with similar degree, constructs at least k edges be⁃
tween two clusters by adding and deleting, and then adjusts
the edges to k⁃anonimization under some conditions.

Zhou and Pei [3] provided a practical solution to defend
neighborhood attack. They proposed a coding technique based
on the depth⁃first search tree to represent neighborhood compo⁃
nents. The algorithm tries to modify similar vertices as much
as possible by adding edges to the vertices with the smallest
degree, making sure every neighborhood sub⁃graph is isomor⁃
phic to at least k⁃1 other sub⁃graphs. But it does not consider
the graph metric that may destroy the utility of the graph. In or⁃
der to solve this problem, Okada et al. [35] extended the node
selection function. They selected the closest node with the
smallest degree and most similar label to suppress the changes

ANQ: aggregate network queries
BD: based on distance
CL: clustering
DIL: descriptive information loss
EA: edge addition
ED: edge deletion

ESH: edge shifting
ESW: edge swapping
GGP: general graph properties
HCE: the change of Hierarchical

Community Entropy value
LG: label generalization

LRP: link retention probability
PESW: possibility edge swapping

RE: reconstruction error
REA: random edge addition
SIL: structural information loss

UPM: The Utility Preserving Magnitude based on
shortest path difference metric and
neighborhood⁃overlap metric

VA: vertices addition
VD: vertices deletion
VSP: vertices splitting

▼Table 2. Characters of anonymization algorithms

Anonymizationalgorithms
[29]
[30]
[31]
[33]
[34]
[2]
[3]
[35]
[7]
[36]
[4]
[44]
[45]
[46]
[48]
[49]
[50]
[40]
[38]

Operation

EA, ESW
EA, VA

EA, ED, ESH
EA, ED
EA, VSP
EA, ED
EA, LG
EA, LG
EA, ED

LG, EA, NA
EA

EA, ED, VA
EA, VA

LG
REA
ESH
ESH
CL
CL

Information loss(anonymization cost)
BD
BD
HCE
UPM
BD
BD
BD
BD
BD
BD
BD
BD
BD
BD
BD
－

－

SIL&DIL [51]
SIL

Usabilityevaluation
GGP
GGP
GGP
GGP
GGP
GGP
ANQ
GGP
GGP

GGP, ANQ
GGP
GGP
GGP
GGP
GGP

LRP, RE, GGP
GGP
GGP
SIL

Privacy disclosure
Vertices

√
√
√
√
√
√
√
√
√
√
√
√
√
√

√
√

attributes

√
√
√
√

links

√
√
√
√
√
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of the distance of nodes. If the distance exceeds the threshold,
the algorithm adds a noise node to suppress the changes of dis⁃
tance.

Wang et al. [36] considered the situation that attackers ex⁃
plore the sensitive information with labeled neighbourhood in⁃
formation as background knowledge. Their algorithm groups
closest nodes according to the label sequence similarity. With
different labels, each group contains at least one node. The au⁃
thors modified the graphs in each group by label generaliza⁃
tion, edge insertion and node insertion to make them isomor⁃
phic.

Sun et al. [7] proposed k⁃NMF anonymity to defend mutual
friends attacks. This algorithm ensures that there exist at least
k⁃1 other friend pairs in the graph that share the same number
of mutual friends. The algorithm puts the edges into several
groups and anonymizes each edge in the group one by one by
adding edge. The algorithm chooses the candidate node that
has maximum mutual friends with the vertex that need to be an⁃
onymized to ensure the utility of the graph, because the more
mutual friends between the two vertices, the less impact the
edge addition will have on the utility of the graph.

2) Clustering Methods
Clustering ⁃based methods group the closest nodes together

and show the original graph with super vertices and super edg⁃
es. It shrinks the graph considerably, so it is not suitable for an⁃
alysing local structure [37]. However it is a good method for an⁃
swering aggressive queries.

Sihag [38] used clustering methods to make the vertices sat⁃
isfy k⁃anonymization. They modeled the clustering process as
an optimization problem and applied the genetic algorithm for
choosing the best solution. The structural information loss pro⁃
posed in [39] is used as the fitness function. A better solution
is generated in each iteration until the terminating condition is
satisfied.

Tassa and Cohen [40] introduced a sequential clustering al⁃
gorithm to anonymise social network data. All nodes are clus⁃
tered randomly to N/K groups (N is the vertices number, and K
represents the cluster size). If Co is the cluster that node v be⁃
longs to, the information loss is calculated when moving v from
Co to other clusters Ct. Node v is moved to the cluster that fits
it best. This process is repeated until no vertices need to be
moved to another cluster. This algorithm performs better in
terms of reducing information loss and maintaining graph attri⁃
butes than other clustering algorithms in [39] and [41]. In addi⁃
tion, the authors first applied the privacy preserving algorithm
to a distributed social network.
3.1.2 Preserving Sensitive Attributes

The main method for preserving attributes in the social net⁃
work is l⁃diversity [42], [43]. As an extension of the k⁃anonymi⁃
ty model, the l⁃diversity model reduces the granularity of data
representation by using such techniques as generalization and
suppression.

Paper [4], [44]-[46] all used l⁃diversity to protect the sensi⁃
tive labels. Motivated by the observation that the nodes with
high degree are usually famous people who have a relatively
low privacy requirement, Jiao et al. [45] classified the nodes in⁃
to three categories: High privacy requirement, middle and low,
provided a personalized k⁃degree⁃ l ⁃diversity (PKDLD) model
to protect nodes’degree and sensitive labels. Chen et al. [46]
protected sensitive attributes in a weighted social network us⁃
ing l⁃diversity technology.

Rajaei et al. [47] provided ( α, β, γ, δ ) Social Network Pri⁃
vacy (SNP) to protect directed social network data with attri⁃
butes against four types of privacy disclosure: presence, sensi⁃
tive attribute, degree and relationship privacy. They grouped
nodes with a high number of different properties and partition
attributes to few tables and connected them by group IDs. This
algorithm answers aggregate queries with high accuracy and
maintains more data utility because the exact value is pub⁃
lished and degree distribution is not changed. However, some
false individuals would be generated during the process of ano⁃
nymization, which may cause some errors.
3.1.3 Preserving Link

The basic technology for preserving link privacy is random
perturbation. The main strategy is edge addition, deletion and
switch.

Mittal et al. [48] proposed an algorithm preserving link pri⁃
vacy based on random walk. Their algorithm introduces fake
edges with specific probability and defines a parameter t to
control the noise that they want to add to the original graph.

Fard et al. [49] proposed a sub⁃graph⁃wise perturbation algo⁃
rithm to limit link disclosure. They modeled the social network
as a directed graph and partitioned vertices into some sub ⁃
graphs according to the closeness of nodes. The destination
nodes are replaced by the nodes randomly selected from all
destination nodes in the sub⁃graph with a certain probability.
The algorithm preserves more graph structures compared with
selecting from the whole graph. However, with the increasing
of the number of sub ⁃ graphs, each sub ⁃ graph becomes very
small, which increases the threats of identifying the link. In or⁃
der to solve this drawback, neighbourhood randomization [50]
was proposed. Selecting the destination nodes from the neigh⁃
bourhood of the source node can avoid partition graph.

Ying and Wu [51] theoretically analysed how well the edge
randomization approach protected the privacy of sensitive
links, while Tassa and Cohen [40] believed that it is elusive
and high non⁃uniform. Ying and Wu pointed out that some hub
nodes with high degree are still distinguishable even when the
algorithm has a high perturbation parameter. In addition, the
random perturbation fails to provide a lower anonymization lev⁃
el (when k is small).
3.2 Differential Privacy

The main methods for protecting users’privacy are to modi⁃
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fy the graph structure. Generally, these methods can only de⁃
fend one specific kind of attacks and have no ability to resist
the newly developed approaches. However, differential privacy
[52] has been proved performing well in this direction.

Differential privacy is a mechanism that makes little differ⁃
ence to the results of the query with the addition or deletion of
any tuple by adding random noise on the output. It works well
on the tabular dataset preserving privacy. Some researchers al⁃
so apply it to social networks [53]- [62], because it does not
need to model background knowledge that is still a challenge
for traditional anonymization methods. Besides, differential pri⁃
vacy is based on mathematics, which provides a quantitative
assessment method andmakes the level of privacy protection
comparable. We introduce it from two sides: node privacy and
edge privacy.
3.2.1 Edge Privacy

Edge privacy makes negligible difference to the result of the
query by adding or deleting a single edge between two individ⁃
uals in the graph. The privacy dK⁃graph model [63] was used
to enforce edge differential privacy [56]-[58]. The dK⁃series is
used as the query function, but controllable noise is added
based on the sensitivity parameter. In order to reduce the noise
added to the dK⁃series, Sala et al. [57] provided a Divide ran⁃
domize and Coonquer (DRC) algorithm, partitioning the data of
dK⁃series into clusters with similar degree. It significantly re⁃
duces the sensitivity for each sub⁃series.

Wang and Wu [58] pointed out that Sala’s approach was
based on local sensitivity that may reveal information of the da⁃
taset (the example in [64]). Therefore, this approach could not
achieve rigorous differential privacy. The authors in [58] used
smooth sensitivity to calibrate the noise and achieved a strict
differential privacy guarantee with smaller noise.

Xiao et al. [59] provided a novel sanitization solution that
hides users’connection to others through differential privacy.
They used the hierarchical random graph model (HRG) to infer
the social network structure and record connection probabili⁃
ties between all pair of vertices in the graph. In order to reduce
the sensitivity, the Markov Chain Monte Carlo (MCMC) method
is designed to sample a good HRG from the whole space. The
sanitized graph is generated based on the identified HRG. This
algorithm achieves a desirable utility due to smaller sensitivity
compared with state⁃of⁃the⁃art works and effectively preserves
some structural properties.

Edge privacy is a weaker guarantee than node privacy. Ad⁃
versaries may still learn some general information. For exam⁃
ple, high⁃degree nodes may have an identifiable effect on the
query results [65]. However, it is practically strong enough in
many applications, such as answering queries about individual
relationship.
3.2.2 Node Privacy

Node privacy means adversaries do not have the ability to

learn any information of an individual. It is very difficult to
achieve node privacy while to guarantee the accurate query re⁃
sult, because the sensitivity is a very big result from adding or
deleting nodes and connected edges. The query results would
be too noisy to be applied in real life [66], [67], but it was
proved a strong guarantee in some cases [65]. Some studies
[54], [55] contributed to reduce sensitivity and returned accu⁃
rate answers. However, existing algorithms cannot provide a
good utility for practical applications. It is still an open prob⁃
lem.

4 Conclusions and Future Direction
In this paper, we first summarised and analysed the adver⁃

saries’attack methods to provide a good reference for re⁃
searchers to design privacy preserving algorithms. Then we sur⁃
veyed recently developed privacy preserving methods in two
categories, anonymization and differential privacy. Though the
privacy preserving methods are developed very well in the rela⁃
tional dataset, it is still in its infancy in social network datas⁃
ets. For traditional method, there are few open problem need to
be solved. First, define the information loss. The great majority
of preserving methods do not have a specific definition of infor⁃
mation loss. The number of edge and node addition and dele⁃
tion is used to judge anonymizaiton cost, which is unreason⁃
able. Second, defend against attacks with multiple types of
background knowledge. If we want to develop traditional anon⁃
ymization methods for privacy preserving, we need to consider
that adversaries have various background knowledge, which is
very practical in real life. Differential privacy can overcome
some disadvantages of the traditional methods. For example, it
does not based on any background knowledge and can quantify
the level of privacy preserving as well. However, we cannot ap⁃
ply it directly, because the sensitivity of social networks is very
high. How to reduce the sensitivity with less noise is a key re⁃
search problem in the future.
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