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Image ⁃ Based Rendering (IBR) is one powerful approach for
generating virtual views. It can provide convincing animations
without an explicit geometric representation. In this paper,
several implementations of light field rendering are summa⁃
rized from prior arts. Several characteristics, such as the regu⁃
lar pattern in Epipolar Plane Images (EPIs), of light field are
explored with detail under 1D parallel camera arrangement. It
is proved that it is quite efficient to synthesize virtual views
for Super Multi⁃View (SMV) application, which is in the third
phase of Free ⁃ Viewpoint Television (FTV). In comparison
with convolutional stereo matching method, in which the inter⁃
mediate view is synthesized by the two adjacent views, light
field rendering makes use of more views supplied to get the
high⁃quality views.
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1 Introduction
ree ⁃ Viewpoint Television (FTV) enables users to
view a 3D scene by freely changing viewpoints as
they do naturally in the real world. FTV is ranked
as the top of visual media for its infinite number of

views to display [1]. It provides a very realistic glasses⁃free 3D
viewing without eye fatigue. Since the first phase of FTV, i.e.
Multi ⁃ View Video Coding (MVC), was proposed in 2001 [2],
the applications of 3DTV has developed from stereo viewing to
auto⁃stereoscopic viewing and Super Multi⁃View viewing.

With the blooming of Super ⁃ Multi ⁃ View (SMV) displays,
hundreds of linearly or angularly arranged, horizontal parallax
ultra⁃dense views are required. SMV, one specific scenario in
the third phase of FTV, aims at displaying hundreds of very

dense and very wide baseline views [3]. Due to the limited
bandwidths, it is not realistic to efficiently encode hundreds of
views for viewers. In addition, different from 3D video (3DV),
depth⁃image⁃based⁃rendering (DIBR) could not be applied for
lack of depth map in SMV application.

As a simple and robust IBR method for generating new
views, the 4D light field rendering simply combines and resam⁃
ples the available images to generate the virtual views [4] with⁃
out explicit depth map and corresponding information. Light
field is a promising representation to describe the visual ap⁃
pearance of a scene and the special linear structure of Epipo⁃
lar Plane Image (EPI) can be exploited to estimate accurate
depth map which is essential for rendering quality.

The remainder of the paper is organized as follows. In sec⁃
tion 2, we introduce the four⁃dimensional light field and ana⁃
lyze EPI in light field. Section 3 summarizes the rendering
method based on light field, including depth estimation and
view synthesis. Finally, conclusions are drawn in section 4.

2 FourDimensional Light Field and EPI
As we can describe each image by the location and orienta⁃

tion of the camera, light field is defined as the radiance to rep⁃
resent the related information [4]. The light field can be repre⁃
sented by a 5D function f (x,y,z,θ,ϕ) . The five dimensional
quantity function describes the flow of light at every 3D space
position ( x,y,z ) for every 2D direction ( θ,ϕ ) [5], and the in⁃
tensity of the specified ray is f . When there is no light disper⁃
sion in the scene, all the coincident rays along a portion of free
space (between solid or refractive objects) have the same color
[6]. Under these conditions, the 5D representation can be re⁃
duced to 4D function as L(u,v,s, t) , which is called 4D light
field. 4D light field is composed of two plane ( u,v ) and ( s, t ),
as shown in Fig. 1. The ( s, t ) plane contains the focal points of
the views, and the ( u,v ) plane means image plane. L(u,v,s, t)
can be viewed as an assignment of an intensity value to the ray
passing through ( u,v ) and ( s, t ) [7].

It is difficult to think about 4D light field, so we fix the row
value t to drop our visualization by one dimension. Along the
s axis, an array of camera views is stacked. The 2D subspace
L(u,s) is called the EPI, and an example is shown in Fig. 2.
EPI consists of Epipolar lines which are the intersection of epi⁃
polar plane and the camera plane in computer vision. In the
EPI, adjacent line comes from adjacent view captured by cam⁃
era. Assuming the scene is Lambertian, the rays contained in
such planes have same intensity and color. If cameras are lin⁃
early arranged with the same interval, the EPI seems to be com⁃
posed of many straight lines with different slopes (Fig. 2). With
such constraints, let us consider the light field geometry (Fig.
3). p =(x,y,z) is an arbitrary point in space, while A and B
are the corresponding projection points on the image plane
from adjacent camera. If the adjacent camera’s distance is
∆s , it is clear that the offset ∆x = x2 - x1 in the corresponding
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image plane can be computed using (1)
∆x = - f

Z
∆s (1)

where f is the focal length which is the distance between two
parallel planes and Z is the depth of the point.

Since d =∆x/∆s = -f/Z is a constant called disparity for
one given 3D space point, the slope of the line which is com⁃
posed of projection points from different views in EPI is relat⁃
ed to its depth if the point is visible.

3 Light Field Rendering Analysis
Rendering methods based on light field analysis can be de⁃

composed into 2 parts: depth estimation and view synthesis.
Disparity is represented by the slope of lines in EPIs (Fig. 2).
Disparity estimation is to detect the lines and calculate the cor⁃
responding slope (Sec. 3.1). Given the disparity information,
virtual views are easy to synthesize by DIBR (Sec. 3.2).
3.1 Depth Estimation

The quality of the virtual views, and hence the quality of the
3DTV experience, relies heavily on the depth map accuracy
[8]. Compared with traditional stereo matching methods, depth
estimation through EPI characteristic can make use of more
views’information. It is apparent that estimating the depth
from more views can be more reliable and accurate. The depth
estimation methods in EPI can be classified into two kinds:
global line detection and local disparity estimation. Both the
two methods estimate the depth map by detecting and comput⁃
ing the slope in EPIs. The main difference of the two methods
is whether making full use of rows in EPI.
3.1.1 Global Line Detection Method

Global line detection is the most common and most estab⁃
lished depth estimation method in light field analysis. Similar
to the stereo matching method which looks for corresponding
image features in two or more camera views, the global line de⁃
tection method is to determine the slope for every pixel in the

EPI, i.e.to find the right corresponding projection points in dif⁃
ferent rows. The slope of the line is related to disparity de⁃
scribed in detail in Section 2.

Although each pixel in EPI has its directionality associated
with disparity, the correspondence may not be reliable if pixel
is in smooth area because its surroundings are pixels with simi⁃
lar intensity. Based on this analysis, we give the general steps
of global line detection method: 1) Extracting the characteristic
pixels with high edges confidence in each EPI; 2) defining a
cost function according to the coherence of intensity and gradi⁃
ent to determine directionality of each characteristic pixel, and
3) assigning disparity values to the pixels of the homogeneous
interior region in EPI, for example, using interpolation [9] or
fine to coarse procedure [10].

Compared with stereo matching, the global line detection
method has higher reliability for the characteristic points.
Many algorithms have been proposed to estimates disparity
through locating the optimal slope of each line in EPIs [11]-
[19]. Here we introduce two typical algorithms. Kim [10] pro⁃
posed an algorithm which first estimates the reliable depth
around object boundaries and then processes the homogeneous
interior regions in a fine⁃to⁃coarse procedure, which can yield
precise object contours and ensure smoothness in less detailed
areas. According to the results in Fig. 4, Kim’s method focus⁃
es on the closeups and has better performance in homogeneous

•

▲Figure 1. 4D light field.

▲Figure 2. Camera views and EPI.

▲Figure 3. Geometry mapping.
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regions and areas around object contours. The latest method
utilizes intensity pixel value, gradient pixel value, spatial con⁃
sistency as well as reliability measure to select the best slope
from a predefined set for every pixel in EPI. In this method,
the spatial smoothness constraint can handle the pixels both in
edge and in homogeneous regions [20].

In general, the disparity estimation is reliable by computing
the slope of the line from plenty of views in the absence of oc⁃
clusion. The occluded pixels at occlusion boundaries should
be detected to alleviate error estimation, for example, re ⁃pro⁃
jecting the EPIs and filling in occluded pixels using depth
propagation [20]. However, the global line detection method is
highly complex and may be challenging to run in real time with
limited processing capabilities since every characteristic pixel
needs to search all the rows in EPIs for choosing the optimal di⁃
rection.
3.1.2 Local Disparity Estimation Method

Instead of detecting straight line with expensive matching,
the local disparity estimation method by directly computing
the slope in EPIs can obtain fast disparity estimation. Dan⁃
sereau first proposed a directly computing method to extract
depths applying gradient operators on the EPIs obtained from
the light field [21]. To achieve higher quality, Wanner and
Goldlucke [7] applied a structure tensor to measure pixels’di⁃
rections on a 3*3 stencil in EPI. The structure tensor is also
used in 4D field to estimate depth [22]. The structure tensor J
applied in EPI plane (x, s) is presented in (2), where Gσ repre⁃
sents a Gaussion smoothing operator at an outer scale σ and
Sx, Ss denote the horizontal and vertical gradients calculated
on an inner scale ρ in EPI. Optimal inner and outer parame⁃
ters are found after testing a number of different parameter
combinations, and the disparity can be computed using (3).

J = é
ë
ê

ù
û
ú

Gσ*(SxSx) Gσ*(SxSs)
Gσ*(SxSs) Gσ*(SsSs) = é

ë
ê

ù
û
ú

Jxx Jxs

Jxs Jss
(2)

dx,s = ∆x
∆s

= 2Jxs

Jss - Jxx
(3)

To yield a higher quality depth map from the 4D light field,
we need to add some optimization approaches. Since the local
disparity estimation only takes into account the local structure
in EPI, if there is no dominant orientation in the neighborhood,
i.e. homogeneity or multiple orientations, the structure tensor
cannot give a reliable estimation. Li [23] proposed a method to
refine the certainty maps produced by the structure tensor.
And the disparity map would be more convincing if applying
consistent disparity labeling globally on the EPI [24]. Howev⁃
er, this is a computationally very expensive procedure, and it
is far too slow. In order to obtain quality disparity map, we em⁃
ploy denoising or globally optimization on individual views.
Table 1 shows the speed and accuracy of depth estimation

(b) Graph Cut

▲Figure 4. Kim’s method compared with two⁃view stereo methods on the Mansion data set [10].

(d) Dense seed&grow(c) CostVolume Filte(a) Input (e) Semi⁃global match (f) Kim’s method

EPI: Epipolar Plane Image MSE: Mean Squared Error SSIM: Structural Similarity

▼Table 1. Average disparity reconstruction accuracy and speed for this
local disparity estimation method compared to a multi⁃view stereo
method on light field benchmark database

Parameters for all methods were turned to yield an optimal SSIM measure, but for completeness
MSE and the percentage of pixels with disparity or depth error larger than a given quantity are
shown [7], and TV⁃L1 means Total Variation regularization with L1 norm.

Algorithm

Proposed
EPI

algorithm

Multiview
stereo

(all 9*9
views)

Multiview
stereo

(center
views

crosshair)

Dataterm
only

TV⁃L1

smoothing
Global

optimization
Dataterm

only
TV⁃L1

smoothing
Global

optimization

Structure
tensor only
TV⁃L1

smoothing
Global

optimization

Average run
time

All
views
6 s

1.6 s

5.5 h

101 s

1.6 s

5.5 h

44 s

1.6 s

5.5 h

Single
views

\

0.02 s

240 s

1.25 s

0.02 s

240 s

0.55 s

0.02 s

240 s

Accuracy

SSIM

0.87

0.94

0.93

0.77

0.91

0.92

0.74

0.91

0.92

MSE

0.029

0.018

0.019

0.037

0.023

0.027

0.043

0.021

0.023

Disparity error

≥1.0

0.70

0.43

0.54

0.85

0.54

0.71

0.93

0.46

0.57

≥0.5

1.95

1.28

1.4

2.89

1.71

1.9

3.48

1.64

1.71

≥0.1

16.60

9.85

8.82

14.61

9.13

7.51

18.73

10.91

8.34

Depth error

≥1.0%

0.32

0.18

0.23

0.45

0.19

0.08

0.58

0.18

0.09

≥0.5%

3.66

2.45

2.44

6.93

3.68

3.48

8.77

4.14

3.17

≥0.1%

55.69

47.83

46.71

46.36

41.65

37.34

51.44

45.21

39.64
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with optimization or not for this method compared to a multi ⁃
view stereo. It is clear that this method is much faster than the
multi ⁃view stereo because it does not need to match pixels at
different locations. In addition, the accuracy of the depth map
is a little better than the results using the multi ⁃ view stereo
method since multi ⁃ view method is more likely to find the
wrong matching patch, leading to lower accuracy.

3.2 View Synthesis Utilizing DIBR
After the step of disparity estimation, we synthesize arbi⁃

trary virtual views we need. View synthesis can be done by uti⁃
lizing DIBR to generate new views with depth map available.
Compared with the MPEG depth estimation which uses stereo
matching based on 2 or 3 input views and view synthesis refer⁃
ence software, the results of the synthesized views show that
light field method is better objectively for most of the scenes
and always visually better [25]. The DIBR procedure is briefly
introduced below.

For the camera is 1D parallel arrangement, once the depth
value z is calculated, we can use DIBR easily by mapping ev⁃
ery pixel from the reference view to the virtual view using (4)
[26].

xv = xr - f∙( )tx,v - tx,r
Z

= xr - d (4)
where xv and xr are the positions of x in camera plane in virtu⁃
al and real view respectively, and d is disparity which is relat⁃
ed to the depth z and the baseline (tx,v - tx,r) .

Applying the DIBR method, every pixel in reference view
can be projected to the virtual view with disparity map accord⁃
ing to (4). The geometry matching procedure is illustrated in
Fig. 3. For a point C in virtual view, its unique corresponding
point in reference view is A. If C is a point in integer pixel posi⁃
tion, the intensity of C is equal to A. However, during the pro⁃
cedure of mapping, maybe more than one point in the refer⁃
ence view map to one point in the virtual view. To solve this
problem, we can choose the corresponding pixel which has
smallest depth in reference view. Another problem is that some
positions in the virtual view cannot find their corresponding
points in the reference views because of occlusion. Therefore,
hole filling needs to be done, which has great impact on the
quality of synthesized views. We can preprocess the depth data
or inpaint the synthesizing view [27] to deal with this problem.

4 Conclusion
In this paper, we summarize several major methods of light

field virtual view rendering based on EPI ⁃ representations in
SMV application. Compared with stereo matching, the method
of light field analysis can obtain better depth estimation. With
a more accurate depth map, it is apparent that the virtual views’
quality is higher. In addition, rendering complexity is also in⁃

cluded in this paper. Methods based on global line detection to
estimate depth is more time ⁃ consuming than the methods
based on local disparity estimation. Apparently, the local dis⁃
parity estimation method saves more time at the cost of degrad⁃
ing the quality of virtual views. For current use cases, it is
more suitable to use local disparity estimation to compute the
depth map for SMV application because of the requirement of
real⁃time.
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