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Abstract

Providing efficient packet delivery in vehicular ad hoc networks (VANETs) is particularly challenging due to the vehicle move⁃
ment and lossy wireless channels. A data packet can be lost at a forwarding node even when a proper node is selected as the for⁃
warding node. In this paper, we propose a loss⁃tolerant scheme for unicast routing protocols in VANETs. The proposed scheme
employs multiple forwarding nodes to improve the packet reception ratio at the forwarding nodes. The scheme uses network coding
to reduce the number of required transmissions, resulting in a significant improvement in end⁃to⁃end packet delivery ratio with
low message overhead. The effectiveness of the proposed scheme is evaluated by using both theoretical analysis and computer sim⁃
ulations.
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1 Introduction
ehicular ad hoc networks (VANETs) have been at⁃
tracting interest in recent years for their potential
role in intelligent transport systems. Due to node
movement and the lossy wireless channels, pro⁃

viding efficient multi ⁃ hop communication between a source
node and a destination node is a well⁃known challenging prob⁃
lem. In order to provide an efficient communication, the follow⁃
ing issues should be considered: 1) the selection of an efficient
multi⁃hop route, 2) providing reliable transmission to the next
forwarding node. Many protocols have been proposed to handle
the first issue [1]-[8]. However, the second issue has not been
discussed seriously. In this paper, we focus on the problem of
how to provide efficient packet delivery to the selected forward⁃
ing node.

Since vehicle movement could directly affect the perfor⁃
mance of data transmission, many protocols have been pro⁃
posed to take into account vehicle mobility in the forwarding
node selection. Shafiee and Leung [1] have proposed a protocol
which takes the connectivity of routes into consideration for its
route selection logic to maximize the chance of packet recep⁃
tion. Yang et al. [2] have proposed an approach which takes in⁃

to account vehicle densities and traffic light periods to esti⁃
mate the probability of network connectivity and data delivery
ratio for transmitting packets. Goonewardene et al. [3] have pro⁃
posed a clustering scheme named robust mobility adaptive
clustering (RMAC) to strategically partition the network into
smaller segments. RMAC selects optimal cluster heads by con⁃
sidering vehicle speed, locations and direction of travel. In our
previous work, we have proposed QLAODV [4], an extension of
Ad Hoc On ⁃ Demand Distance Vector (AODV) Protocol [5].
QLAODV learns the best route by using a Q ⁃ learning algo⁃
rithm and dynamically switches to a new route before the
breakage of the current route. By taking account of vehicle
movement and available channel bandwidth in the route selec⁃
tion, QLAODV can attain a high packet delivery ratio. There
also have been some protocols [6], [7] utilizing position infor⁃
mation for the route selection.

In a lossy environment, a packet can be lost at a forwarding
node, resulting in the failure of packet delivery. The easiest
way to recover from the packet loss is retransmitting the packet
[8]. However, the retransmission increases the end⁃to⁃end de⁃
lay, and also affects upper layer protocol (such as TCP) behav⁃
iors. Another alternative is to use multi ⁃ path routing [9]. Al⁃
though the multi⁃path routing approach can improve the packet
delivery ratio, it also increases the message overhead due to
the maintenance of the redundant paths, resulting in an in⁃
crease of MAC layer contention time in the neighborhood. An⁃

August 2016 Vol.14 No. 3 ZTE COMMUNICATIONSZTE COMMUNICATIONS 13

V

1



D:\EMAG\2016-08-52/VOL13\F1.VFT——9PPS/P

Special Topic

A Cooperative Forwarding Scheme for VANET Routing Protocols
WU Celimuge, JI Yusheng, and YOSHINAGA Tsutomu

other approach utilizes an auxiliary node to transmit a packet
when a packet loss occurs at the forwarding node [10]. Howev⁃
er, the message overhead is large when the packet loss ratio is
high.

In this paper, we propose a cooperative forwarding scheme
which can be used for unicast routing protocols. The scheme
uses linear network coding [11] to improve the packet forward⁃
ing ratio without increasing the message overhead. Network
coding can utilize the broadcast nature of the wireless channel
and therefore it has attracted much attention recently. There
have been many protocols applying the ideas from network cod⁃
ing [10]-[15].

Lee et al. [12] have proposed a network coding ⁃ based file
swarming protocol for VANETs. There have been some proto⁃
cols utilizing network coding for content distribution in
VANETs [13], [14]. Ye et al. [15] have proposed a direct peer⁃
to ⁃ peer data sharing scheme based on network coding. Has⁃
sanabadi and Valaee [16] have employed a random network
coding approach to provide reliability for safety messages.
Wang et al. [17] have considered seamless information spread
in joint vehicle to infrastructure (V2I) and vehicle to vehicle
(V2V) communication networks using a network coding⁃based
technique. However, these previous works do not consider the
issue of how to improve the reception reliability in a unicast
protocol.

The proposed scheme employs a cooperative forwarding ap⁃
proach with multiple forwarder selection based on network cod⁃
ing. The scheme uses a slave forwarding node for each master
forwarding node to improve the packet forwarding probability.
Benefited from the cooperation between the master forwarding
node and slave forwarding node, the proposed scheme is resis⁃
tant to packet losses without increasing the total number of
transmissions. The proposed scheme can be applied in any uni⁃
cast routing protocol. We apply the scheme to AODV, QLA⁃
ODV, and Optimized Link State Routing (OLSR) Protocol [18],
and evaluate the performance of the proposed scheme using
both theoretical analysis and network simulations.

The remainder of the paper is organized as follows. In sec⁃
tion 2, we give a detailed description of the proposed scheme.
In section 3, we give a theoretical analysis of the proposed
scheme. Next, we present simulation results in section 4. Final⁃
ly, we present our conclusions in Section 5.

2 Proposed Scheme

2.1 Design Overview
The aim of this approach is not to provide a completely new

routing protocol. In contrast, we propose a scheme which can
be incorporated into routing protocols. The proposed scheme is
a general solution which does not assume any specific VANET
scenario. In the proposed scheme, the data packets are trans⁃
mitted in pairs. The source node encodes two consecutive pack⁃

ets (using linear network coding) to get two encoded packets
and transmits the encoded packets. By using network coding,
the proposed scheme can improve the packet delivery ratio
without increasing message overhead. Without loss of generali⁃
ty, we use network coding only for the packets that belong to
the same flow (since different flows could use different forward⁃
ing nodes, the problem would be more complicated).
2.2 Selection of and Routes for Slave Forwarding Nodes

In typical routing protocols, each sender node specifies a for⁃
warding node (next hop) for data transmissions. The proposed
scheme specifies a slave forwarding node for each master for⁃
warding node (the forwarding node specified by the correspond⁃
ing routing protocol) to improve the packet reception probabili⁃
ty. The slave node is selected by the master node. The selec⁃
tion of the slave node could have a significant impact on the
packet forwarding probability. In the proposed protocol, the
master node selects the most stable and nearest neighbor to be
its slave node. For the slave node selection, a vehicle driving
in the same direction is preferred. Since the distance and driv⁃
ing directions are taken into account for the slave node selec⁃
tion, the scheme is scalable with the size of road (including the
number of lanes). We assume each node transmits hello mes⁃
sages periodically (1 packet per second). Each node knows its
position information and attaches the position information and
velocity information to the hello messages. Stability is estimat⁃
ed by calculating the hello message reception ratio. In the case
where the position information is not available, each master
node selects its slave node by only considering the hello mes⁃
sage reception ratio. More specifically, each vehicle selects the
neighbor node which has the highest hello message reception
ratio. If multiple nodes have the same ratio, the inter ⁃vehicle
distance and driving directions are considered. Note that the
slave node is recalculated for each pair of original packets.

In a reactive routing protocol such as AODV, the slave node
address is attached with the route reply messages. In a proac⁃
tive routing protocol, the slave node is attached to the periodi⁃
cal messages which are used for the route table update. In this
way, the sender node knows the master forwarding node and
the slave forwarding node. The sender node then specifies the
master node and slave node for the data forwarding. The slave
forwarding node overhears the messages which are used for
route table updates (route reply in AODV) in order to know the
next hop nodes for the corresponding traffic flows. If a packet
loss occurs at the master node , the slave node forwards the
packet on behalf of the master node.

This paper does not address the master forwarding node se⁃
lection problem. The master forwarding nodes can be deter⁃
mined by any routing protocol. The proposed scheme does not
change the basic forwarding procedure of the selected routing
protocol. Instead, the proposed scheme improves the packet re⁃
ception probability of the specified (master) forwarding nodes.
Therefore, the proposed scheme is able to provide multi ⁃ hop
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packet delivery based on the route selected by the correspond⁃
ing routing protocol.
2.3 Packet Encoding at the Source Node and Forwarding

Nodes
The proposed scheme uses linear network coding [11] with

fixed coding vectors. The coding coefficients are selected from
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Since the number of packets for each generation is 2, any
two coding vectors of C = (c1, c2, c3, c4)T could be used for en⁃
coding the packets. The source node encodes the packets us⁃
ing any two coding vectors. We can transform from any two en⁃
coded packets to other two encoded packets. For example, we
can get [y3, y4] from [y1, y2]. This is very useful for improving
the packet forwarding ratio by cooperation among the master
forwarder and slave forwarder (because each node can decode
the packets as long as the node receives any two packets).

In order to make the decoding at the receiver node possible,
each sender node has to add the generation information
(unique number for each generation) and the coefficient infor⁃
mation to each encoded packet. After receiving a packet, the
receiver can know the linear combination used by the sender
from the coefficient information, and know the generation infor⁃
mation to which the current packet belongs to. In the random
network coding, the sender node at least has to add the number
for the generation information, the coefficient for a and the co⁃
efficient for b. In the proposed scheme, by using the fixed coef⁃
ficients, we only need to transmit the generation information
and the index of the combination used (the index is from 0 to 3
in our case; a+b has the index of 0, and so on). Therefore, the
proposed scheme can reduce the size of coefficient overhead
because the scheme only requires two bits to carry the coeffi⁃
cient information (there are only four combinations as shown in
(2)). In the proposed scheme, the coefficients are selected from
GF(23). Note that there are many possible combinations which
can satisfy the requirement of the proposed scheme (the only
requirement is that the four combinations are independent of
each other). Therefore, (2) is not the only option.
2.4 Network Coding Assisted Cooperative Forwarding
Scheme
In the proposed scheme, the source node specifies a slave

forwarder for a master forwarding node. The source node pro⁃
cesses network coding based on packets in pairs. The source
node uses the network coding algorithm to encode two consecu⁃
tive packets, and transmits the encoded packets. Upon receiv⁃
ing a packet, the master forwarding node transmits the packet
immediately. In contrast, the slave forwarding node may re⁃en⁃
code the received packet depending on the reception status.
As shown in Algorithm 1, upon receiving an encoded packet,
the slave node first checks whether the received packet is the
first packet of the corresponding generation or not by using the
generation information attached in the packet. If the packet is
the first one, the node waits for a short period of time (T) to
check whether it could receive the second encoded packet or
not (T is set to 50 ms based on our experience [19]). If the mas⁃
ter node has transmitted two packets (for the same generation)
already, the slave node does nothing. If the slave node has re⁃
ceived only one packet and the master node has not transmit⁃
ted this packet before, the node transmits the packet immedi⁃
ately. If the node received two packets, the node transmits a
new encoded packet (with a different linear combination). We
use the next combination (in terms of combination index) of the
combination with higher index (between two packets in the
same generation). For example, if the received packets are a+b
and a+2b, the next combination is 2a+3b; if the received pack⁃
ets are 2a+3b and 3a+5b, the next combination is a+b. Note
that, the proposed scheme works on the top of IP layer. This
means that the procedure defined in Algorithm 1 is indepen⁃
dent of MAC layer specifically IEEE 802.11p [20].

As shown in Fig. 1, the source node Src1 encodes the pack⁃
ets [a, b] to get the linear combinations [a + b, a + 2b]. The
source node specifies the master forwarding node M1 and slave
forwarding node S1. The nodes M1 and S1 receive the packet
a+b and a+2b respectively. After that, M1 and S1 forward the
packets they received. In this way, the nodes M1 and S1 can
successfully receive two encoded packets (receive from each
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Algorithm 1. Actions at the slave forwarder upon reception of
an encoded packet

IF (This is the first received packet this generation) THEN
Wait for a shortort period of time (T ) to check whether could receive
the second encoded packed or not.

ENDIF
IF (Two transmission at the master forwarder are confirmed) THEN

IF (This is the only one received packet of this generation) THEN
IF (The master node has not transmitted the same packet before) THEN

Transmit the packet immediately .
ENDIF

ELSE
Transform two endoded packets to get a new encoded packet
(any one of other two different linear combinations),
and transmit the new packet.

ENDIF
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other one packet). Although M1 is not the final destination
node, it is important to receive the packets in order to retrans⁃
mit the packets when needed.

When the slave node S2 receives both two encoded packets,
the node uses a linear transformation of the two encoded pack⁃
ets to get 2a+3b and transmits 2a+3b. This is to improve the
packet reception probability at the next hop forwarders. For ex⁃
ample, a node can retrieve the original packets as far as any
two of {a+b, a+2b, 2a+3b, 3a+5b} are received. As shown in
Fig. 1, upon receiving 2a+3b, node M3 can decode the packets
as far as the node receives a+b. If the packet transmitted at
node S2 was a+b, node M3 would fail to decode the packets
even if the node received a+b from node M2. The forwarding
node waits for a short period of time (T) to check whether the
master node transmitted the packet or not. For example, node
S3 does not forward any packets because node M3 already has
forwarded two packets.
2.5 Advantage of the Proposed Scheme

The advantage of the proposed scheme over the existing ap⁃
proaches comes from two main elements: the use of slave for⁃
warding node and the use of network coding.

By overhearing the transmissions happening at the master
forwarding node, the slave forwarding node can forward a pack⁃
et when a packet loss occurs at the master node. This is more
efficient than retransmitting the packet at the upstream sender
node.

Now we explain why we use network coding. As shown in
Fig. 2, the master forwarding node (M) does not receive the
first packet (a for the left figure; a+b for the right figure) while
the slave forwarding node (S) receives both packets. Let’s as⁃
sume node S fails to detect the transmission from node M. This
can happen frequently because of the following two reasons: 1)
node M has failed to get the transmission opportunity (MAC
layer) (although node M is supposed to transmit before node S,
the transmission order can be changed due to MAC layer con⁃

tention, 2) node M has transmitted the packet, but the node S
has failed to detect this transmission due to overhearing failure
(but it is possible to detect this after node T1 forwarding the
packet). Without network coding, node S sends packet a first.
After node S knows that node M does not receive packet b, it
will send packet b. This requires 3 transmissions to forward the
packet a and b to the node T1. However, with network coding,
we can do it by using only 2 transmissions. As shown in Fig. 2
(right), node Src1 transmits 2 encoded packets a+b and a+2b.
Upon receiving the packets, node S transmits 2a+3b which is a
linear combination of a+b and a+2b. Node T1 can successfully
retrieve the original packets (a and b) after the reception of a+
b and 2a+3b. Therefore, the proposed scheme can significantly
reduce the number of transmissions.

In this paper, we use deterministic coefficients. Note that
the random network coding cannot achieve this result. In the
random network coding, the coefficients are chosen indepen⁃
dently and randomly. A node can decode the original packets
if the node receives 2 encoded packets from the same genera⁃
tion (generated at the same node). However, when the node re⁃
ceives 1 packet from the master node and 1 packet from the
slave node, the node may fail to decode the packet. In the pro⁃
posed scheme, when both packets of the same generation are
received by the slave forwarding node, the node re⁃encodes the
received packets and then transmits. Since the master node
does not re⁃encode the packets, the encoded packet sent by the
master node and the encoded packet sent by the slave node are
linearly independent. This ensures a node can decode the origi⁃
nal packets upon its reception of two encoded packets regard⁃
less of the upstream sender node (whether the master forward⁃
ing node or slave forwarding node). This can significantly in⁃
crease the packet forwarding probability. Since the proposed
scheme transmits 2 encoded packets for a pair of original pack⁃
ets, the total number of transmissions remains the same. By us⁃
ing this network coding assisted cooperative forwarding
scheme, the proposed scheme can improve packet forwarding
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▲Figure 1. An example for network coding⁃assisted forwarding of the proposed scheme.

▲Figure 2. An example for showing the benefit of network coding without network coding (left) and with network coding (right).
The numbers between the parentheses are used to show the transmission order.
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ratio without extra transmissions.
2.6 Important Considerations

The proposed scheme sends encoded data packets in pairs.
This incurs a concern of the possible delay to the first packet.
However, in real⁃world scenarios, one packet is always impossi⁃
ble to contain all necessary information that should be deliv⁃
ered. This means that there are always more than two packets
consecutively arriving in the send queue. This means that the
delay between two consecutive packets is negligible. Moreover,
by using the proposed scheme, the forwarding probability at
forwarding nodes can be improved and therefore the number of
route breaks decreases. As a result, many unnecessary control
messages (such as route request messages due to the frequent
route discoveries) can be avoided, which reduces contention
delays at the MAC layer.

In the proposed scheme, each master forwarding node se⁃
lects the most stable and nearest neighbor as the correspond⁃
ing slave forwarding node. The packet loss probability at the
slave node can be different from the master node. However, the
proposed scheme can considerably improve the packet forward⁃
ing probability even when the packet loss probability at the
slave node is higher (see section 3). The proposed scheme does
not increase the congestion level at the slave node and the
neighborhood because the number of transmissions remains
the same. In vehicular networks, road width is always much
smaller than the transmission range. As a result, the neighbors
of the master node (including the slave node) experience simi⁃
lar MAC layer contentions regardless of the sender (is whether
the master node or not).

3 Theoretical Analysis
For a fair comparison, we only consider protocols in which

only one next hop node is selected for a particular route (in the
proposed scheme, the average number of forwarding nodes for
each packet is the same). We assume independent packet loss⁃
es for different packets. In vehicular networks, the packet loss
correlation could be totally different for different scenarios. For
simplicity, we first analyze the performance with the assump⁃
tion that the quality of the link which connects the master for⁃
warding node and a node x is the same with the link which con⁃
nects the slave forwarding node and the node x. Then, we con⁃
duct analysis for the case where the slave node experiences a
different packet loss probability. A slave forwarding node can
successfully overhear all packets transmitted from the master
forwarding node. This assumption is reasonable because the
slave forwarding node is located very near from the master for⁃
warding node.
3.1 Successful Forwarding Probability

We first analyze the case of typical unicast routing ap⁃
proach. The next hop node is specified by the upstream sender

node. If the packet loss probability of the link (which connects
the sender node and the next forwarding node) is pl (for sim⁃
plicity, we assume this probability is constant), the probability
that both data packets (two consecutive data packets) being
successfully received by the next hop forwarding node is
FP =(1 - pl)2 .In the proposed scheme, the slave forwarding node forwards
a packet when the master forwarding node fails to receive the
packet. A node can retrieve the corresponding native packets
when the node receives two linearly independent encoded
packets. We can easily know that two encoded packets generat⁃
ed at the same node are linearly independent. As mentioned
before, the encoded packet sent by the master node and the en⁃
coded packet sent by the slave node are also linearly indepen⁃
dent.

Therefore, for the proposed scheme, the forwarding only
fails when 1) the total number of received packets at two for⁃
warding nodes (the master forwarding node and the slave for⁃
warding node) is smaller than 2; or 2) both forwarding nodes re⁃
ceive only one packet and the packet received at two forward⁃
ing nodes are the same. Therefore, the successful forwarding
probability is

When pl is 0.1, this probability is 0.9801. However, with⁃
out the proposed scheme we get only 0.81. This shows the net⁃
work coding assisted cooperative forwarding scheme can signif⁃
icantly improve the successful forwarding probability.
3.2 Number of Transmissions for Each Hop

Here we analyze the distribution of possible numbers of
transmissions for the two consecutive packets. We assume the
packet is retransmitted until the packet is successfully re⁃
ceived by the next hop forwarding node(s). For the original uni⁃
cast routing approach, each packet is transmitted to the next
hop node. Therefore, for two consecutive packets, we can calcu⁃
late the probability that the number of transmissions is equal
or lower than K as

The number of transmissions is equal or lower than 2 (K=2)
means that both packets are successfully delivered to the next
hop node. Therefore, the probability that the number of trans⁃
missions is equal or lower than 2 is (1 - pl)2 . When K is 3, we
can first calculate the probability that the number of transmis⁃
sions is larger than 3 ( P[ ]NT > 3 ). The number of transmis⁃
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sions is larger than 3 only when 1) first 3 packets are all lost;
or 2) the only one packet of the first 3 packets is received.
Based on this we can calculate the probability that the number
of transmissions is equal or lower than 3 as
1 - p3

l - æ
è
ç
ö
ø
÷

31 ( )1 - pl p
2
l . Similarly, we can calculate the proba⁃

bility for different values of K as in (4).
For the proposed scheme, we can calculate the probability

that the number of transmissions is equal or lower than K as

Based on (4) and (5), we draw the cumulative distribution
functions for various numbers of possible transmissions in Fig.
3. In the figure, the line“Proposed ( pl =0.1)”shows the cumu⁃
lative probability for the proposed approach when pl (the
packet loss probability of the link) is 0.1. When pl is 0.3, for
the proposed scheme, the probability that the number of trans⁃
missions is equal or lower than 3 is 0.981127. This means that
the proposed approach can deliver almost all packets with 3
transmissions. However, for the original approach, in order to
provide 0.97% reception probability, the number of transmis⁃
sions should be at least 5. We can observe that the expected
number of transmissions for the proposed scheme is much
smaller than the original method.
3.3 Analysis for Different Packet Loss Probabilities at the

Slave Node
Now we analyze the performance of the proposed scheme in

the case where the master node and slave node have different

packet loss probabilities. We use pl and -
pl to denote the

packet loss probability for the master node and slave node re⁃
spectively. We can calculate the successful forwarding proba⁃
bility by extending (3) as

The average number of transmissions per hop by extending
(5) can be calculated as

Based on (7), Fig. 4 shows the cumulative distribution func⁃
tion for different packet loss probabilities at the slave node.
The proposed scheme can significantly reduce the number of
transmissions even when the packet loss probability at the
slave node is higher than the master node.

4 Simulation Results
We used network simulator ns⁃2 (version 2.34) [21] to con⁃

duct simulations in Street scenario [22], [23]. Simulation pa⁃
rameters are shown in Table 1. Simulation parameters were de⁃
fined according to IEEE 802.11p [20]. We simulated IEEE
WAVE multi⁃channel operation [24] by dividing each 100 ms
channel time into two equal parts, a CCH interval and an SCH
interval. All traffics generated by the simulation were transmit⁃
ted in SCH intervals. We used the tiger line map file [22] and
real street map based model [23] to generate realistic vehicle
movement scenarios. We used a 2500 m × 2500 m square area
in Midtown Manhattan in New York City (Fig. 5). The Nakaga⁃
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▲Figure 3. Cumulative distribution function for various numbers of
possible transmissions.
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▲Figure 4. Cumulative distribution function for various numbers of
possible transmissions and different packet loss probabilities.
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mi model was used to simulate the channel fading. The parame⁃
ters of the Nakagami model are shown in Table 2. We used
these parameter values because they model a realistic wireless
channel of vehicular ad hoc networks [25].

Other simulation parameters were the default settings of ns⁃
2.34. The proposed scheme was implemented with AODV [5]
(we call AODV with the proposed scheme as AODV⁃proposed),
QLAODV [4] (QLAODV⁃proposed) and OLSR [18] (OLSR⁃pro⁃
posed). QLAODV takes into account the vehicle movement for
the route selection. OLSR is a well ⁃ known proactive routing
protocol. The proposed scheme was also compared with AODV⁃
XOR (AODV with traditional network coding), QLAODV⁃XOR
(QLAODV with traditional network coding) and OLSR ⁃ XOR
(OLSR with traditional network coding). Here, we use“tradi⁃
tional network coding”to denote the approach in which XOR
coding is used to forward packets for bi ⁃ directional unicast
flows [26]. In the simulation, traffic flows were selected ran⁃
domly. For AODV⁃proposed, QLAODV⁃proposed and OLSR⁃
proposed, each slave node was selected by taking into account
the hello reception ratios at the corresponding master node.
The hello reception ratio was updated for each hello interval
based on the number of received hello messages in the last 10
seconds. In order to clearly show the performance of the pro⁃
posed scheme, we use the same access category Access Catego⁃
ry Best Effort (AC_BE ) for all packets (since the proposed
scheme is an enhancement to the routing protocol, the MAC
layer issues (packet prioritization etc.) are outside the scope of
this paper). In the following simulation results, the error bars
indicate the 95% confidence intervals.
4.1 Packet Delivery Ratio
Fig. 6 shows the packet delivery ratio for various numbers of

nodes in Street scenario. From the results, we observe that the
proposed scheme significantly improves the packet delivery ra⁃
tio of all protocols (AODV, QLAODV, and OLSR). By incorpo⁃
rating with QLAODV, the proposed scheme can provide the
highest packet delivery ratio. These results show that the pro⁃
posed scheme is necessary in a lossy environment. This is be⁃
cause in many cases, it is very difficult to select a very reliable

next hop node. Traditional network coding ⁃based approach is
unable to improve AODV and QLAODV notably. This is be⁃
cause different traffics could use different forwarding nodes, re⁃
sulting in a very small chance of network coding at the forward⁃
ing nodes. OLSR intends to use multipoint relay (MPR) nodes
for routing, which improves the chance of network coding.
However, the improvement is still very limited because differ⁃
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▼Table 1. Simulation environment

Topology
Number of nodes

Mobility generation
Traffic flows
Packet size
MAC/PHY

Average transmission range
Multi⁃path fading
Simulation time

2500 m × 2500 m
100-300

Ref. [22], [23]
30 CBR flows, each with 32 kbps, AC_BE

512 bytes
IEEE 802.11p (24 Mbps)

250 m
Nakagami model
500 seconds

AC_BE: Access Category Best Effort

AODV: Ad Hoc On⁃Demand Distance Vector Protocol
AODV⁃XOR: AODV with traditional network coding

OLSR: Optimized Link State Routing Protocol
OLSR⁃XOR: OLSR with traditional network coding
QLAODV: Q⁃Learning Ad Hoc On⁃Demand Distance Vector Protocol

QLAODV⁃XOR: QLAODV with traditional network coding

▲Figure 5. Street scenario corresponding to a square area of size
2500 m × 2500 m in Midtown Manhattan.

▼Table 2. Parameters of Nakagami model
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▲Figure 6. Packet delivery ratio for various numbers of nodes.
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ent nodes could select different MPRs. The proposed scheme
can significantly improve the packet delivery ratio in various
node densities. This is because the proposed scheme does not
incur extra overhead as compared with the original routing pro⁃
tocol.
4.2 End􀆼to􀆼End Delay

Fig. 7 shows the end ⁃ to ⁃ end delay. AODV ⁃proposed and
QLAODV⁃proposed show small improvements over AODV and
QLAODV respectively. The proposed scheme can reduce the
number of route discoveries (due to route errors) by providing a
higher reliability at the forwarding nodes, which results in a
lower channel contention time at each node. QLAODV and
QLAODV⁃proposed show a low end⁃to⁃end delay due to the dy⁃
namic route change mechanism which uses shorter routes for
data transmissions. Note that the delay of OLSR is dependent
on the number of nodes which determines the overhead of con⁃
trol messages. Since the overhead of the proposed scheme does
not increase with the node density, the proposed scheme can
reduce the end⁃to⁃end delay of AODV and QLAODV in vari⁃
ous node densities.
4.3 Normalized Control Overhead

A comparison of the normalized control overhead is shown
in Fig. 8. The normalized control overhead is defined as the
size (in bytes) of control packets generated divided by the size
of data packets that arrive at receivers. We observe that the
proposed scheme can reduce the normalized control overhead
significantly by improving packet delivery ratio (for all proto⁃
cols) and reducing the number of route discoveries (for AODV
and QLAODV). AODV ⁃ proposed shows a significantly lower
overhead than AODV. This shows that the proposed scheme is

efficient especially when the packet loss probability at the for⁃
warding node is high.

5 Conclusions
We proposed a network coding ⁃ based cooperative forward⁃

ing scheme for unicast routing protocols in vehicular ad hoc
networks. The proposed scheme can be easily applied to typi⁃
cal routing protocols. The proposed scheme can significantly
improve the packet reception ratio at the forwarding nodes by
employing network coding to utilize the broadcast nature of
wireless communications. The theoretical analysis and simula⁃
tion results showed the proposed scheme can considerably im⁃
prove the packet delivery ratio without increasing message
overhead.
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▲Figure 7. End⁃to⁃end dealy for various numbers of nodes.

AODV: Ad Hoc On⁃Demand Distance Vector Protocol
AODV⁃XOR: AODV with traditional network coding

OLSR: Optimized Link State Routing Protocol
OLSR⁃XOR: OLSR with traditional network coding
QLAODV: Q⁃Learning Ad Hoc On⁃Demand Distance Vector Protocol

QLAODV⁃XOR: QLAODV with traditional network coding

▲Figure 8. Normalized control overhead for various numbers of nodes.

AODV: Ad Hoc On⁃Demand Distance Vector Protocol
AODV⁃XOR: AODV with traditional network coding

OLSR: Optimized Link State Routing Protocol
OLSR⁃XOR: OLSR with traditional network coding
QLAODV: Q⁃Learning Ad Hoc On⁃Demand Distance Vector Protocol

QLAODV⁃XOR: QLAODV with traditional network coding
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