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Managing large⁃scale complex network infrastructures is chal⁃
lenging due to the huge number of heterogeneous network el⁃
ements. The goal of this survey is to provide an overview of
event mining techniques applied in the network management
domain. Event mining includes a series of techniques for au⁃
tomatically and effectively discovering valuable knowledge
from historical event/log data. We present three research
challenges (i.e., event generation, root cause analysis, and
failure prediction) for event mining in network management
and introduce the corresponding solutions. Event generation
(i.e., converting messages in log files into structured events)
is the first step in many event mining applications. Automat⁃
ic root cause analysis can locate the faulty elements/compo⁃
nents without the help of experienced domain experts. Fail⁃
ure prediction in proactive fault management improves net⁃
work reliability. The representative studies to address the
three aforementioned challenges are reviewed and their main
ideas are summarized in the survey. In addition, our survey
shows that using event mining techniques can improve the
network management efficiency and reduce the management
cost.
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Abstract

1 Introduction
owadays in China, there are more than six hundred
million netizens [1]. On April 11, 2015, the num⁃
ber of simultaneous online users of the Chinese in⁃
stant message application QQ reached two hundred

million [2]. The fast growth of the Internet pushes the rapid de⁃
velopment of information technology (IT) and communication
technology (CT). Many traditional IT service and CT equip⁃
ment providers are facing the fusion of IT and CT in the age of
digital transformation, and heading toward ICT enterprises.
Large global ICT enterprises, such as Apple, Google, Micro⁃
soft, Amazon, Verizon, and AT&T, have been contributing to
the performance improvement of IT service and CT equipment.

As a result, the performance of IT service and CT equipment
has become increasing powerful. The speed of the world’s top
high⁃performance computing system, Chinese Tianhe⁃2 super⁃
computer, is 33.86 petaflop [3]. The data I/O of a modern Inter⁃
net backbone router is more than tens of terabytes per seconds,
while its routing table usually consists of millions of routes.
The scale of modern networks becomes larger and larger. A
global information grid [4] built by the US military is capable
of collecting, processing, storing, disseminating and managing
information from more than two million nodes.

These large⁃scale, high⁃performance ICT networks are sup⁃
ported by ICT network infrastructures. ICT network infrastruc⁃
ture refers to the combination of all computing and network
hardware components, as well as software resources of an ICT
network. Computing hardware components include computing
servers, storage systems, etc. Network hardware components in⁃
clude routers, switches, LAN cards, etc. Software resources in⁃

clude virtual machine platforms, operating systems, security
applications, network operation and management platforms,
etc. These resources facilitate the communications and servic⁃
es between users and service providers.

The network infrastructure of a large ICT enterprise, e.g., a
world⁃wide online shopping company like Amazon, usually has
several world⁃wide data centers. Each data center has tens of
thousands of servers, switches, routers, firewalls, as well as oth⁃
er affiliated systems like power supply systems or cooling sys⁃
tems. A typical architecture of data centers is shown in Fig. 1
[5]. The ICT network infrastructure for Carriers is even more
complex. For example, besides data centers, there are nation⁃
wide communication networks in a 3G/4G network infrastruc⁃
ture (Fig. 2) [6]. Each communication network includes access
network equipment, core network equipment, transport net⁃
work equipment, and other application systems, containing
tens of thousands of network elements that provide authentica⁃
tion, billing, data/voice communications, and multimedia ser⁃
vices. These large⁃scale complex networks introduce many dif⁃
ficulties in designing, architecting, operating, and maintaining
the corresponding network infrastructures, on which multiple
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complex systems are coordinated to ensure that the computa⁃
tion and communication functions work smoothly. Cloud tech⁃

nology is widely used in modern ICT network infrastructures
due to the development of virtualization technology and its low
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▲Figure 1. The typical architecture of a data center [5].
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▲Figure 2. An example of 3G/4G network infrastructure [6].
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cost. But cloud technology also brings hierarchy and heteroge⁃
neity to network infrastructures. During the operation and
maintenance of network infrastructures, equipment failure,
communication error and system misconfiguration have high
impact on the reliability of the whole network [7]-[9], as a re⁃
sult of unstable upper⁃level service and business. Traditional⁃
ly, system administrators resolve the aforementioned incidents
according to the workflow consisting of detection, localization
and repair, by using network tools such as ping, traceroute,
and tcpdump, or network monitor toolkits such as Nagios [10],
Zabbix [11], and OpsView [12]. This process has been well ⁃
known and experienced as a labor ⁃ intensive and error ⁃ prone
process and may not be effective when the systems/networks
become large and complex.

Fortunately, several industry organizations have already
paid attention to these issues and put lots of efforts on making
specifications related to best practices in operating and main⁃
taining large ⁃ scale complex systems/networks. In the IT ser⁃
vice area, Information Technology Infrastructure Library (ITIL)
[13] is a collection of specifications for service management,
with which the best practices are organized according to the
full life cycle of IT services including incident management,
failure management, problem management, configuration man⁃
agement, and knowledge management. In the carrier service ar⁃
ea, international organizations, such as ITU⁃T [14] and TM Fo⁃
rum [15], also make recommended specifications for managing
telecommunication network infrastructures, partial ideas of
which are borrowed from ITIL.

Fig. 3 shows a general workflow of problem detection, deter⁃
mination and resolution for IT service providers prescribed by
the ITIL specifications [16]. The workflow aims at resolving in⁃
cidents and quickly restoring the provision of services while re⁃
lying on monitoring or human intervention to detect the mal⁃
function of a component [16]. For problem detection, there is

usually monitoring software running on servers or network ele⁃
ments, which continuously monitors the status of network ele⁃
ments and detects possible problems by computing metrics for
the hardware and software performance at regular intervals.
The monitoring software would issue an alert if those metrics
are not acceptable according to predefined thresholds, known
as monitoring situations, and emits an event if the alert does
not disappear after a period. All events coming from the net⁃
work infrastructure are consolidated in an enterprise console,
where these events are analyzed and corresponding incident
tickets are created, if necessary, in an Incident, Problem, and
Change (IPC) system. System administrators are responsible
for the problem determination and resolution based on the de⁃
tailed information in these tickets. The efficiency of these re⁃
sources is critical for the provisioning of the services [17].

However, the best practices in those specifications only pro⁃
vide the guidance on operating and maintaining network infra⁃
structure, which is a standard workflow of consecutive proce⁃
dures and definitions. Many key issues in these procedures are
not answered in these specifications, especially in large⁃scale
complex networks. The challenges in managing large⁃scale net⁃
work infrastructures are listed as follows:
1) Large complex network infrastructures are heterogeneous

and often consist of various network elements made by dif⁃
ferent equipment makers. There are different software com⁃
ponents running on the various network elements and gener⁃
ating huge amount of messages and alerts in different types
and formats. The heterogeneity complicates the management
work [18], [19] and understanding these messages and alerts
is not an easy task. In a small network, system administra⁃
tors can analyze the messages and alerts one by one, and un⁃
derstand their corresponding event types. Apparently, it is
not practical in large complex networks. Automatic event
generation is important for reducing the maintenance cost
with limited human resources.

2) The diagnosis and resolution depend on experienced system
administrators who analyze performance metrics, alert logs,
event information and other network characteristics. Unex⁃
pected behaviors are usually discovered in daily operation
of large complex networks. Malfunction of certain network
elements can cause alerts in both upper⁃level business appli⁃
cations and other connected network elements. The scale
and complexity of root cause analysis [20] in such networks
are often beyond the ability of human operators. Therefore,
automatic root cause analysis is necessary in managing large
complex network infrastructures.

3) Root cause analysis is to identify the actual network element
that causes an alert, while failure prediction tries to avoid
the situation where the expected services cannot be deliv⁃
ered [21], [22]. Proactive fault management can enhance the
network reliability, which is usually done by system adminis⁃
trators based on predefined business rules. With failure pre⁃
diction, proactive fault management can be more efficient.

DB: Database IPC: Incident, Problem and Change
▲Figure 3. A general workflow of problem detection, determination
and resolution [16].
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Failure prediction based on historical incident tickets and
server attributes plays an important role in managing large
complex network infrastructures.
Mining valuable knowledge from events and tickets can effi⁃

ciently improve the performance of system diagnosis. In this
survey, we focus on recent research studies dealing with the
above three challenges. The reminder of this survey is orga⁃
nized as follows. Section 2 reviews the event generation ap⁃
proaches. Root cause analysis and failure prediction are inves⁃
tigated in Section 3 and Section 4, respectively. Finally, Sec⁃
tion 5 concludes the survey.

2 Event Generation
The monitoring software on network elements in large com⁃

plex networks generates huge amount of alerts, alarms, and
messages, indicating the equipment status at real time. These
alerts, alarms, messages are usually collected in log files. Con⁃
tents of the data in log files may include time, element name,
the running states of software components (e.g., started, inter⁃
rupted, connected, and stopped), and other performance param⁃
eter values. In this section, we mainly focus on the methodolo⁃
gies of event generation from log files.

The contents of log files in some systems are unstructured,
that is, each event is stored as a short message in plain text
files, such as server logs, Linux logs and Hadoop logs. In other
systems, the logs may be semi ⁃ structured or structured, e.g.,
Window event logs, database management system logs. Such
logs are often stored in a database. Each record in the database
represents an event, often including time, server name, process
name, error code and other related information. A lot of data
mining algorithms are based on structured or semi ⁃ structured
data, while unstructured textual logs cannot be handled by
these algorithms. Event generation is to convert textual logs in⁃
to structured events for later analysis.

A simple log example is shown in Table 1 [23], in which
messages from a Simple File Transfer Protocol (SFTP) log are
collected from a FTP software called FileZilla. Each line in Ta⁃
ble 1 is a short message describing a certain event. In order to
analyze the behaviors of FTP visits, these raw log messages
need to be translated into types of events. The generated
events are usually organized by timeline so that people can un⁃
derstand the behaviors and discover event patterns [24]. In Ta⁃
ble 1, Message 4 is the event of uploading a webpage to the
FTP server, and Message 9 is an error alert that the operation
of creating a new directory is not successful. By converting raw
log messages into canonical events, these events are able to be
correlated across logs from different elements.

It seems that obtaining events from the log files is not a diffi⁃
cult task. However, due to the heterogeneity of network infra⁃
structures, each network element generates raw messages with
its own format and contents. These messages may be disparate
and inconsistent, which creates difficulty in deciphering

events reported by multiple network elements [24]. For exam⁃
ple, it is supposed that we need to perform the following task:
if any element stops, the system administrator is notified by
email. Given the variability among different network elements,
one element might record“The server has stopped”in the log
file, while another one might record“The server has changed
the state from running to stop.”The inconsistency in log files
makes the above task difficult. All the messages indicating the
stop status from all network elements must be collected, in or⁃
der to write a program to automate this simple task. This is less
possible in large complex networks with newly added network
elements and many legacy network elements.

When one needs to analyze the historical event data across
multiple elements, it is necessary to encode semantics in a sys⁃
tem ⁃ independent manner. All raw log messages in log files
should be consistent in semantics across similar fields, which
allows the organization of common semantic events into catego⁃
ries. The converted canonical events provide the ability of de⁃
scribing the semantics of log data as well as the initial connec⁃
tion of syntax to semantics [24]. The research studies on event
generation can be classified into three categories: log parser,
classification, and clustering. The main characteristics of ap⁃
proaches in each category are summarized in Fig 4.
2.1 Log Parser

A straightforward solution is the log⁃parser⁃based approach,
in which a log parser is built for log files in different formats.
The system administrators must be familiar with the type and
format of each raw message and understand its meaning, so
that they can develop text parsers to extract the detailed seman⁃
tic information from these messages accurately. Some messag⁃
es might be easily parsed using simple regular expression.
Clearly, the approach is not efficient for large complex network
infrastructures, in which there are heterogeneous network ele⁃
ments having different log⁃generating mechanisms, and dispa⁃
rate formats and contents. In addition, the legacy systems with⁃

▼Table 1. An example of messages in a simple file transfer protocol
log [23]

ID
1
2
3
4
5
6
7
8
9
10
…

Logs
2010⁃05⁃02 00:21:41 Command: cd“/disk/storage006/users/lt...
2010⁃05⁃02 00:21:42 Command: cd“/disk/storage006/users/lt...
2010⁃05⁃02 00:21:42 Command: put“E:/Tomcat/apps/record1.html”“/disk/...
2010⁃05⁃02 00:21:42 Status: Listing directory /disk/storage006/users/lt...
2010⁃05⁃02 00:21:42 Status: File transfer successful, transferred 1,232 bytes...
2010⁃05⁃02 00:21:42 Command: put“E:/Tomcat/apps/record2.html”“/disk/...
2010⁃05⁃02 00:21:42 Response: New directory is:“/disk/storage006/users/lt...
2010⁃05⁃02 00:21:42 Command: mkdir“libraries”
2010⁃05⁃02 00:21:42 Error: Directory /disk/storage006/users/lt...
2010⁃05⁃02 00:21:44 Status: Retrieving directory listing...
…
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out reliable log generation libraries make this problem even
harder.

The approaches of building log parsers based on the analy⁃
sis of source code have been investigated by many researchers.
Xu et al. [25], [26] proposed that the source code can be
viewed as the schema of logs and the structure of raw log mes⁃
sages can be inferred from the schema. The event type and
event format are determined based on the schema, and the vari⁃
able values are extracted from source code as the attributes of
events.

IBM autonomic computing toolkit allows general data collec⁃
tion from heterogeneous data sources and uses the Generic Log
Adapter (GLA) [27] to convert raw log messages into the Com⁃
mon Base Event (CBE) format. Modern software packages are
likely to be open sources, e.g., Hadoop and Apache Tomcat, to
which the above approaches can be naturally applied. The ad⁃
vantage of log ⁃parse ⁃based approaches is that they are accu⁃
rate, but on the other hand they require a fair amount of human
efforts to fully understand the log formats and to develop log
parser software.
2.2 ClassificationBased Methods

Not all applications in network management require extract⁃
ing all possible field variable values from log messages. Some
of them only need to know event types of raw messages and fo⁃
cus on discovering the unknown relationship between different
event types [24]. For example, a network firewall system only
need to know its current state, that is, whether the current log
message is related to a certain security issue, a particular per⁃
formance status, or an unexpected program exception. Here,
event generation is to determine the event types of raw messag⁃
es, which is a text classification problem.

A simple classifier can be built using regular expression pat⁃
terns. For each event type, there is a corresponding regular ex⁃
pression pattern [28]. But similar to the issue in log ⁃ parser ⁃
based approaches, using regular expression for classification
requires experienced domain experts to write the expression in
advance, which is inefficient in large complex network infra⁃
structures with heterogeneous network elements.

When labeled log messages are available for training, popu⁃
lar classification algorithms like support vector machine

(SVMs), can be applied to solve the text classification problem.
A traditional approach for handling text information is the bag⁃
of⁃words model [29], which splits the log messages into words
or terms and uses binary vector representation. If a term exists
in the message, the corresponding feature value is 1, other⁃
wise, it is 0. Then, the classifier is built based on the joint dis⁃
tribution of the terms in log messages and corresponding event
types. Pitakrat et al. [30] used supervised machine learning al⁃
gorithms, e.g., decision trees and probabilistic representations,
to classify log messages in order to conclude about computer
system states, where log files are preprocessed and manually
labeled for training the classifier.

Security log classification is an important research issue in
log classification and has received a lot of research attention
[31]-[34]. Network anomalies include DDoS attack, worm prop⁃
agation, portscan activity, flash crowd, etc. One important task
in security area is to categorize the anomalies into different
types. Teufl et al. [32] built a classifier for combining different
log messages into known event types based on relations be⁃
tween events or features. They proposed the concept of“Acti⁃
vation Patterns”which are generated from raw log messages
for intrusion detection. Androulidakis et al. [31] focused on de⁃
tection and classification of network anomalies in security ap⁃
plication logs. They used an Entropy ⁃base method to classify
anomalies, where the entropy changes in each anomaly type.
Kruegel et al. [33] analyzed the false alarm problem caused by
incorrect classification of log messages, and proposed an event
classification schema based on Bayesian network which im⁃
proves the performance of model aggregation. Modi et al. [34]
also used Bayesian classifier for network intrusion detection in
Cloud platform by classifying alert messages from virtual ma⁃
chines.

The classification ⁃ based methods are accurate, but they
need the labeled log messages for training. Obtaining the la⁃
beled data requires human efforts, which is often time consum⁃
ing and costly. Classification⁃based methods are inappropriate
for large complex networks due to the lack of experienced do⁃
main experts for labeling.
2.3 ClusteringBased Methods

Labeled training data is not required for clustering ⁃ based
methods, because such the methods infer event types from raw
log messages. Although clustering⁃based methods might not be
very accurate, they are acceptable in certain event mining ap⁃
plications. Raw log messages are usually short but have a large
vocabulary size, which leads to a vector space with very sparse
high dimensional features. There are some recent studies [35],
[36] on applying clustering techniques to partition log messag⁃
es into separated groups, each of which represents an event
type. The traditional clustering algorithms based on bag ⁃ of ⁃
words model cannot perform well due to the short message and
large vocabulary, so these studies on clustering⁃based methods
focus on the structured log messages.

Applications

▲Figure 4. Main characteristics of different event generation approaches.
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Makanju et al. [36] proposed a log message clustering algo⁃
rithm with the following four steps: 1) partitioning by the num⁃
ber of tokens; 2) partitioning by the word positions; 3) partition⁃
ing by the search for bijection; 4) discovering the descriptive
words for each partition. Most frequent words are treated as
template words. The log messages are partitioned based on
these template words’positions. This method is quite efficient
with linear time complexity. However, when the frequencies of
these template words are flexible among different log files, the
identification of template words is challenging.

Tang and Li [23] described an algorithm⁃independent frame⁃
work for event generation from log messages named LogTree.
LogTree utilizes the format and structural information in log
messages and employs message segment table for effective and
efficient event generation. LogTree builds tree patterns for log
messages. The root of a tree pattern is the category of the log
message, usually indicated by the message type, and the leaves
are the field information in messages. The similarity between
two tree patterns is defined based on the number of similar
nodes and edges and nodes in higher levels are more discrimi⁃
native.

Tang et al. [37] proposed to convert texture logs into events
by clustering message signatures. Though log messages have
various types, different log messages often have common subse⁃
quences. These common subsequences are treated as the signa⁃
tures of event types. The most representative signatures are ex⁃
tracted from log messages, and based on these signatures, all
messages are then partitioned into several segments by maxi⁃
mizing the total number of common pairs of signatures.

Makanju et al. [38] presented an approach for visualizing
event log clusters, where log messages are partitioned into dif⁃
ferent groups for visualization using Simple Log File Cluster⁃
ing Tool (SLCT). SLCT can produce interpretable cluster re⁃
sults. Frequent attribute sets are found in an Apriori manner,
and then the clusters based on their frequencies are built.
Vaarandi and Pihelgas [39] presented the LogCluster algorithm
for clustering textual log messages. LogCluster can discovery
frequent occurring message patterns, as well as outliers. Shar⁃
ma and Parvat [40] proposed to use k ⁃mean clustering algo⁃
rithm to partition network alert logs generated during network
attacks. The generated clusters are used for further security
alert analysis.

The advantage of clustering ⁃based methods is that they do
not require lots of human efforts, but they are not as accurate
as log ⁃ parser ⁃ based or classification ⁃ based approaches. So
clustering⁃based approaches should be applied when the appli⁃
cations are error⁃tolerant or the log files are noisy.

3 Root Cause Analysis
Network infrastructures usually include systems at multiple

levels and these systems consist of computer servers, routers,
and other network elements. For example, the system architec⁃

ture of an enterprise portal website may contain Web servers,
application servers, database servers and storage servers.
When a system error occurs at a lower ⁃ level server, it might
propagate to upper⁃level servers and cause system errors at dif⁃
ferent levels. If a storage server stops working, the database
server may report I/O errors due to inaccessible files, resulting
in malfunctioning application servers and Web servers. The
alert messages from the Web server might be caused by any of
these lower⁃level servers. To find the root cause of the fault, it
is not possible to check the servers one by one to verify wheth⁃
er there is a hardware failure or a software exception. There⁃
fore, automatic root cause analysis is needed. Event mining is
a solution to highly efficient root cause analysis and cost reduc⁃
tion as well.

Most root cause analysis methods are based on the depen⁃
dency graph of network elements [41], [42]. Dependency
graphs could be built by experts if the network architecture is
simple. For large complex networks, dependency graphs are
built by finding the dependencies of network elements using
event mining techniques. Root cause analysis can be done by
locating the deepest element with alert messages on dependen⁃
cy graphs. Dependency might be bi⁃directional in practice, in
which case we need to build a Bayesian network to calculate
the probability of an element’s status. Then the key step in
root cause analysis is to discover the dependencies between
events from log messages. Some of these approaches do not
consider the time lag between events while others do. The re⁃
search studies along this direction are divided into two catego⁃
ries: pattern⁃based methods and temporal⁃based methods. Fig.
5 shows an overview of these two categories.
3.1 PatternBased Methods

Lou et al. [43] proposed an approach to find the hidden de⁃
pendencies between components from unstructured logs. The
raw log messages are parsed into keys and parameters first.
Then, the dependent log pairs are found by co⁃occurrence anal⁃
ysis. Bayesian decision theory is adopted to estimate the depen⁃
dency direction for each pair. The log pairs are further filtered
by removing pairs with inconsistent time lags.

Nagaraj et al. [44] described an automated tool to help sys⁃
tem administrators diagnose and correct performance issues in
modern large⁃scale distributed systems. The tool leverages log

▲Figure 5. Main characteristics of two root cause analysis approaches.

Applications

Less requirement for
domain knowledge

Patternbased methods

Disadvantage

Advantage

Less accurate due to potential
wrong time window length

Cooccurrence dependencies
only

No predefined time window

Temporalbased methods

Extra computation cost

Temporal dependencie with
fluctuating, noisy time lags

A Survey on Event Mining for ICT Network Infrastructure Management
LIU Zheng, LI Tao, and WANG Junchang

Review

April 2016 Vol.14 No.2ZTE COMMUNICATIONSZTE COMMUNICATIONS52

6



D:\EMAG\2016-04-50/VOL14\Review1.VFT——9PPS/P

data to reduce the required knowledge for administrators. Both
the state and event information are extracted from log messag⁃
es, and behavior patterns are discovered from the extracted
states and events. During root cause analysis, the tool infers
the most possible system components which might cause the
performance issue using machine learning techniques.

Khan et al. [45] presented a tool for uncovering bugs in wire⁃
less sensor networks. Bugs in wireless sensor networks usually
do not caused by a particular component but the unexpected in⁃
teractions between multiple working components. The tool per⁃
forms root cause analysis by discovering event sequences that
are responsible for the faulty behavior. All log messages are di⁃
vided into two categories, good and bad. Then all frequent
event sequences up to a predefined length are generated. The
good and bad frequent event sequences are used to perform dis⁃
criminative analysis and these discriminative subsequences
are used for bug analysis by matching.
3.2 TemporalBased Methods

Zeng et al. [46] proposed to mine time lags of hidden tempo⁃
ral dependencies from sequential data for root cause analysis.
Unlike traditional methods using a predefined time window,
this method is used to find fluctuating, noisy, interleaved time
lags. The randomness of time lags and the temporal dependen⁃
cies between events are formalized as a parametric model. The
parameters of the maximal likelihood model are inferred using
an EM⁃based approach.

Tang et al. [47] presented a non⁃parametric method for find⁃
ing the hidden temporal dependencies. By investigating the
correlations between temporal dependency and other temporal
patterns, both the pattern frequency and the time lag between
events are considered in their proposed model. Two algorithms
utilizing the sorted table in representing time lags are proposed
to efficiently discover the appropriate lag intervals.

Yan et al. [48] described a generic root cause analysis plat⁃
form for large IP networks. The Platform collects all kinds of
network information including configurations, alarm logs, rout⁃
er logs, command logs, and performance measurements. With
additional help from the spatial model of IP route, the platform
supports tasks such as temporal/spatial correlation and Bayes⁃
ian inference.

4 Failure Prediction
Failure prediction is a key step in proactive fault manage⁃

ment of large complex networks. As mentioned, failure predic⁃
tion tries to avoid service interrupt by applying resolution be⁃
fore fault happens. Most failure prediction approaches are simi⁃
lar in general. The main steps of failure prediction are summa⁃
rized as follows:
1) extracting features from labeled training data based on his⁃

torical failure log messages
2) building a prediction model using popular classifiers in ma⁃

chine learning techniques
3) monitoring continuously the current status of network ele⁃

ments to find whether a potential failure will happen in the
near future based on classification results.
Salfner and Malek [49] presented an approach for online fail⁃

ure prediction in telecommunication systems using event⁃driv⁃
en data sources. Hidden Semi ⁃Markov Models (HSMMs) are
used to model the failure event flow. The historical event se⁃
quence for failure and non ⁃ failure are collected for building
two HSMMs. The failure likelihood of current event sequence
is calculated using the two HSMMs.

Sipos et al. [50] presented a data⁃driven approach based on
multiple ⁃ instance learning for failure prediction using equip⁃
ment events. The log files contain both the daily operation re⁃
cords and the service details. Predictive features include event
keywords, event codes, variations, sequence of event codes,
etc. Keywords, event codes and variations are generated by
parsers. Sequences of event codes are generated by applying
sequential pattern mining techniques. A sparse linear classifi⁃
er is trained with selected stable features for failure prediction.

Fronza et al. [51] introduced a method for predicting failures
of a running system using log files. First, event sequences are
extracted from log files. Supported Vector Machines (SVMs)
are used to classify these event sequences into two categories:
fail and non⁃fail. The process of extracting the event sequences
is done in an incremental way. Each word in log files is as⁃
signed to a unique high dimensional index vector. When the
log message is scanned, a context vector is calculated by sum⁃
marizing index vectors in the sliding window.

Liang et al. [52] applied several classification methods on
event logs collected from supercomputer IBM BlueGene/L and
tried to predict the fatal event in the near future based on
events in current window and historical observation period.
There are six different types of events in the log files and for
each event type. The following features are extracted from log
files for training the classifiers: event number, accumulated
event number, event distribution, interval between failures,
and entry keywords in log messages.

Sahoo et al. [53] described a framework of a proactive pre⁃
diction and control system for large clusters. Event logs and
system activity reports are collected from a 350 ⁃node cluster
for one year. A filtering technique is applied to remove the re⁃
dundant and misaligned event data. They evaluated three dif⁃
ferent failure prediction approaches: linear time series models,
rule ⁃ based classification algorithms, and Bayesian network
models.

Fu and Xu [54] developed a spherical covariance model and
a stochastic model to qualify the temporal correlation and the
temporal correlation between events, respectively. The failure
events are clustered into groups based on the correlations.
Each group is represented by a failure signature which con⁃
tains various attributes of computer nodes including type, I/O
request, user information, system utilities, etc. Failure predic⁃
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tion is done by predicting the future occurrences of each
group.

Mohammed et al. [55] developed an approach for predicting
failure and in categorical event sequences. Sequential data
mining techniques are applied on the historical plan failure in⁃
formation for generating predictive rules. Normative, redun⁃
dant, and dominated patterns are removed in order to select
the most predictive rules for failure prediction.

5 Conclusions
In this paper, we present a comprehensive survey of event

mining techniques applied in the domain of large ⁃ scale com⁃
plex network management. Based on the general workflow of
problem detection, determination and resolution, we present
three challenges in modern network infrastructure manage⁃
ment, which are related to event generation, root cause analy⁃
sis, and failure prediction. For each challenge, we present the
corresponding event mining techniques by reviewing the repre⁃
sentative studies and summarizing their main ideas. In summa⁃
ry, mining valuable knowledge from events and logs greatly im⁃
proves the reliability of large⁃scale complex network infrastruc⁃
tures.
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