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' Abstract

Avalanche photodiodes (APD) are widely employed in visible light communication (VLC) systems. The general signal dependent

Gaussian channel is investigated. Experiment results reveal that symbols on different constellation points under official illumi-

nance inevitably suffer from different levels of noise due to the multiplication process of APDs. In such a case, conventional log

likely-hood ratio (LLR) calculation for signal independent channels may cause performance loss. The optimal LLR calculation for

decoder is then derived because of the existence of non-ignorable APD shot noise. To find the decoding thresholds of the optimal

and suboptimal detection schemes, the extrinsic information transfer (EXIT) chat is further analyzed. Finally a modified minimum

sum algorithm is suggested with reduced complexity and acceptable performance loss. Numerical simulations show that, with a reg-
ular (3, 6) low-density parity check (LDPC) code of block length 20,000, 0.7 dB gain is achieved with our proposed scheme over
the LDPC decoder designed for signal independent noise. It is also found that the coding performance is improved for a larger

modulation depth.
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1 Introduction

isible light communication (VLC) is an integrated
dual-purpose technology to provide general light-
ing and high speed communications simultaneous-
ly [1]-[3]. Avalanche photodiode (APD), as one of
photo detectors (PD), is widely employed in VLC due to its
high sensitivity, high internal gain and wide bandwidth [4].

Different from the signal independent noise in radio frequen-
cy (RF) systems, noise in VLC systems is often signal depen-
dent. Incident light induced PD shot noise is one of major
noise sources in VLC, since a VLC system should provide am-
ple illumination for general lighting. Moreover, the intensity of
visible light is modulated by the information symbols in VLC.
Therefore, symbols on distinct constellation points are contami-
nated by different noise levels, especially for transceivers
adopting APD devices.

The impact of the shot noise on image processing has been
well studied. Based on the inner correlative information of the
sources, a locally adaptive DCT filtering method was proposed
in [5]. The authors in [6] suggested to take the advantage of cor-
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relation of adjacent data. Arsenault et al. in [7] presented a
square root method to transform the probability density func-
tion (PDF) of signal dependent Gaussian noise into that of ap-
proximately signal-independent Gaussian noise. The authors in
[8] also tried maximum a - posterior estimation and maximum
likelihood estimation to minimize the mean-square estimation
error.

The existing works seldom considered the impact of shot
noise on VLC systems. In [9], the author presented the capaci-
ty results of signal dependent Gaussian noise (SDGN) channels
in higher and lower power regions, respectively. In our work,
we consider an VLC transceiver encoded by an low - density
parity check (LDPC) code [10] with on-off keying (OOK) modu-
lation. A general SDGN channel model is established based on
experimental results, which is different from the model pro-
posed in [11], [12] for free space optical channel. We also dis-
cuss the optimal log likely-hood ratio (LLR) input for the belief
propagation (BP) decoding algorithm in this paper. For the
more practical minimum sum (MS) algorithm, we proposes an
approximate LLR calculation to decrease the computational
complexity and meanwhile increase the robustness. We also
present the extrinsic information transfer (EXIT) chart decod-
ing threshold analysis to assist the Monte Carlo simulation [13].

The remainder of this paper is organized as follows. In Sec-
tion 2, a general SDGN channel model is investigated. Then
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we derive the optimal and approximated LLR for the BP and
MS algorithms, respectively, in Section 3. The experimental
and numerical simulation results are presented in Section 4 be-
fore the conclusions in Section 5.

2 System Model

Fig. 1 illustrates our experimental VLC transceiver. In this
work, the information stream is first encoded by an LDPC
code. The coded bits are then mapped to 2-PAM symbols with
unit amplitude. Before the beam is amplified and superposed
on proper offset, it is pre-equalized to mitigate the inter-sym-
bol interference of LED chips [14]. Thus the optical signal x
sent by LED can be written as

x=BAs+I) (1)

where A, is the amplitude of symbol set by the power amplifi-
er, I, is the offset to turn on LED as well as to adjust the lumi-
nance, and B is the electro-optical coefficient. Accordingly,
the modulation depth m is defined as All<1,

At the receiver, following the APD optical - electro conver-
sion, signals are enhanced by the trans-impedance amplifier
(TTIA) and the post amplifier. Then the symbol for detector can
be expressed as

y=h'x+n

2)

where h represents the channel gain including the optical
channel gain, the APD optical-electro coefficient and gain, etc.

In the perspective of noise source, noise n consists of ther-
mal noise and incident light induced shot noise. Generally, du-
al - purpose illumination light and ambient light are two main
sources of shot noise. Furthermore, since the incident visible
light is broad-wavelength with ample lighting, the PDF of shot
noise can approach Gaussian distribution [9], [15]. According-
ly, the variance of shot noise is proportional to the photocur-
rent I induced by incident light:

o2 =2qBMF -1
H/_/

Y

3)

where ¢ is the electron charge, B is the system bandwidth,
F is the excess noise factor of APD, and M is the multiplica-

tive ratio or gain of APD. Consequently, n can be formulated as

nznvl+ ‘y]a'na-l—a-t'nz
%/—/

)

n_.
st

On the other hand, in the perspective of detection, the noise
may be repartitioned as a signal dependent part 1, ~N ©0,0,)
and a signal independent part n,;~N 0,0, . n, comprises
n, and n,, the independent Gaussian random variables for the
ambient light (assumed isotropic) induced shot noise and ther-
mal noise, respectively. The variances are the corresponding
weighted factors in (4), where I, is the photocurrent induced
by ambient light and o7 is the variance of thermal noise.

Known from (3) and (2), the variance of signal dependent
noise Ny is proportional to transmit signal x :

)

where h-x is actually the photocurrent /,; induced by inci-
dent signal light x .

Applying (5) and (1), we obtain the averaged variance of sig-
nal dependent noise:

7%= E(al) =hyBl, ©)

Clearly, the averaged variance of signal dependent noise is
irrelevant to instantaneous data signal value x .

For convenience, we define a parameter f to indicate the
ratio of the averaged variance of signal dependent noise to the
variance of signal independent noise:

_2

g,
fé?}

(7)
si
In this way, given the averaged variance of received noise
2 —2 2 . .
o,=0,+0,;, we could easily evaluate the instantaneous
. . 2 2 . .
noise variance o=k, 0,,r=0,1 at different constellation

points:
1+f ®)
k=1-" 1

1+f

Usually, the modulation depth m should be close to 1 in a
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AFigure 1. VLC system with OOK modulation. Switch to 1 for general transmission with LDPC channel coding; switch to 2 for SDGN VLC channel

model verification.
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power efficient VLC system. When the channel is thermal
noise dominated, e.g., [0, K,=K,, we define it as signal
independent Gaussian noise (SIGN) channel. On the other
hand, when shot noise is strong enough, e.g., S>>0, K>k,
we define it as signal dependent Gaussian noise (SDGN) chan-
nel. Our experiment shows that, in the absence of ambient
light, at 500 lux luminance, /=~2.7; and at 1000 lux lumi-
nance, f=3 . These results indicate that, different from wide-
ly adopted SIGN channel model, the VLC channel is actually a
SDGN channel. Therefore, the following signal detection and
channel decoding algorithm should fully consider the impact of

SDGN.

3 Analysis of Detection and Decoding

Optimal and sub-optimal detection strategies are used to cal-
culate the LLR.

The optimal one takes the shot noise into account and is for-
mulated as:

2 2
1y, 1 |0hB) (et
A, =~log—+— - 9)
2 ®k, 20-{ K, K,

where ¥ is the alternating part of received signal ¥ .

The sub-optimal one is to ignore the shot noise and treat the
SDGN channel as the conventional SIGN channel. The corre-
sponding LLR is expressed as:

2
L el - (y-hpA,)
2ma, 2, 2hBAy
A, =log NS 2 (10)
1 (y + hﬂAs) o,
exp| — 3
2mo, 20,

In conventional SIGN scenarios, the implementation of a LD-
PC decoder usually uses the MS algorithm, which only re-

. " 2 .
quires A =A-+0"=2y since onlythe compare procedure e-
xists in the iterative decoding process.

Similarly, we wish to have an approximated expression A,
without the parameter of 0, for the MS decoding:

opt n opt

1, K, ,
A 'ZUi—zlogK—:) 202+ A (11)

K
The first term in (11), log?]'Ui , is actually ignored based on
0

the following two factors. First, the absolute value of A;,I,l is no
less than 10 when the the signal to noise ratio (SNR), defined
in (13), is greater than 0 dB. Second, in a reasonable range of

K
S and m, longl is less than 10 . Therefore, comparing to
0

, K
A, o 10%7‘ is small enough to be ignored. The approxima-
0
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ted detection is expressed as:
2 2
, +hpA, —hpBA
PO AL S (12)

opt K] K()

Besides, the correction factor a proposed in [16], [17] (usu-
ally set to 0.8 for code rate R=0.5) should be considered for
improving decoding performance.

Protograph Extrinsic Information Transfer Chart (PEXIT) is
a tool commonly used to evaluate the performance of a coding
system. Here, PEXIT analysis [18] is used to investigate the
impacts of shot noise on the performance of LDPC coded VLC
systems. This method is utilized for accurate performance anal-
ysis in various scenarios such as fading channels [19] and half-
duplex relay channels [20]. The calculation procedure in Fig.
2 is similar to that in [18], except the initialization step. In this
way, the convergence behavior of the LDPC decoding with dif-
ferent detection schemes can be evaluated by the fast numeri-
cal computation without extensive BER simulations. A lower
threshold indicates that a better decoding performance can be
achieved. Obviously, the gap between the decoding thresholds

Non and M, varies depending on the parameters of SDGN
channel.

4 Experimental and Numerical Results

In this section, we experimentally verify our proposed VLC
SDGN channel model. Then, the BER performance of the
SDGN channel is compared with that designed for the SIGN
channel. The SDGN channel parameters, the modulation depth
m and the power ratio f, are investigated from the perspec-
tive of decoding threshold with EXIT charts. The performance
of the proposed modified MS algorithm is also evaluated.

4.1 The Experiment

To simulate the illuminance in the office, we adjust the bias
current to keep the luminance at the receiver around 500 lux.
Then a pilot sequence with length of 2047 at 10 Mbps symbol
rate, which is much less than the channel bandwidth, is sent to
estimate the shot noise variances at different OOK constella-

2 2 2
l O cho l O ch1 i O ch2

~

\

~.
~

permute

o 1,

Cn Cl Cz C7

AFigure 2. PEXIT calculation procedure.
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tions. After a proper amplification, the received signals are
sampled at the rate of 200 Mbps with Agilent T&M
DSA91304A. The detailed verification setup is shown in Fig. 1
and the physical platform is in Fig. 3.

Fig. 4 shows the sampled alternating current (AC) waveform
of received pilot sequences. According to the previous OOK
mapping rules, symbol 0 is mapped to constellation s = +1, rep-
resenting LED on state, and symbol 1 is mapped to constella-
tion s = -1, representing LED off state. Known from (8), the in-
duced shot noise for symbol 0 is larger than symbol 1. It is ob-
vious that the amplitude fluctuations at s=+1 are much larger
than those at s=—1, which is consistent with the SDGN chan-
nel model.

In Fig. 5, the corresponding conditional PDF of symbol 0
and symbol 1 are plotted, respectively. We also give the corre-
sponding hard decision thresholds for the SIGN channel and
SDGN channel. The well - known hard decision threshold for
SIGN channel is 0. While the expression of hard decision
threshold for SDGN channel is generally complicated, which
depends on lots of parameters and can be evaluated with the

<«Figure 3.
Platform for SDGN VLC
channel model verification.

0.4
S=+1in LED on state

] e

0.2 I i A
= " | -.#- h —?s
< o1 il u i [
Ed
= 0
-0.1
o2 1 et ll LORTAINE Y L
03 ) ) S=-1 in LED off state ,
“o 0.005 0.010 0.015 0.020 0.025 0.030

Time (ms)

AFigure 4. AC part of amplified received signals.
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A Figure 5. The corresponding conditional PDF of symbol 0 and
symbol 1 over the SDGN channel.

MAP rule [21] if all the parameters have been known at the re-
ceiver.

Based on our evaluation, the power ratio /=~ 1.4 in our ex-
perimental system is under 500 lux luminance in presence of
ambient lights, smaller than that in absence of ambient lights.
These results will be applied in our next numerical decoding
simulation for performance evaluations.

4.2 LDPC Decoding Performance Evaluations
Before starting our simulation, we would like to define SNR
as:

ﬂ _ (:Uvo +Ib)2 + (:“1 +]1;)2
Ny 2R(0’§+0',2)

, (13)

where R is the LDPC code rate. This definition can be ap-
plied to both SDGN and SIGN channels. A regular (3, 6) LDPC
code of block length 20 k is used in the decoding simulation.
The maximum number of iterations for both the BP and MS al-
gorithms is set to 100.

Fig. 6 shows the BER results of BP decoding using different
detection schemes. The parameters m and / for SDGN chan-
nel are set to be 1 and 1.4 according to the previous measure-
ments. The simulation results indicate that the iterative decod-
ing with optimal detection for the SDGN channel achieves the
best performance. The gain results from two factors. First, due
to the shot noise, half of symbols are contaminated by noises
with larger power, and the remaining symbols are with lower
noise power. With the iterative channel decoding, these sym-
bols help eliminate the errors by symbols with higher noise
power. Second, the optimal detection scheme obtains the accu-
rate LLR for the SDGN channel. Therefore, the shot noise com-
ponent should be properly considered on the SDGN VLC chan-
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AFigure 6. Simulation results with SDGN channel and SIGN channel,
where m=1; f=1:4.

nel.

The two vertical lines in Fig. 6 represent the numerical de-
coding thresholds with optimal and sub - optimal detection
schemes on the SDGN channel, respectively. As mentioned be-
fore, the PEXIT chart is used to evaluate the performance
alongside the decoding simulation. Clearly, the BER perfor-
mances are quite consistent with the corresponding thresholds,
indicating that the numerical thresholds calculated by PEXIT
charts can reliably predict the decoding performance with dif-
ferent detection schemes.

The MS algorithm has a little poorer performance than the
BP algorithm (Fig. 7). Decoding with the approximated LLR
from (12), the gap will be widen to about 0.4 dB. However, de-
coding performance with optimal detection is sensitive to the

107

107 F

Bit error rate

—®- BP, Opt

—B- BP, Over-estimated noise o,.= 1.5 o,
—A&— MS, Opt

—*— MS, Approximate LLR A,

107
30 32 34 36 38 40 42 44 46 48 50

E,/N, (dB)
BP: belief propagation algorithm

MS: minimum sum algorithm

AFigure 7. BP and MS decoding simulation results with SDGN
channel, where m=1; f=1:4.
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error of 0, . The performance of the BP algorithm with an over-
estimated 0,,=1.50, is obviously worse than the MS alg-
orithm using approximation LLR without the need of estimat-
ing 0, . It is worthwhile to reduce the detection and decoding
complexity and increase the robustiness by sacrificing some
performance.

Fig. 8 shows the effects of changing the noise power ratio
/* and the modulation depth m from the perspective of decod-
ing thresholds. The decoding threshold decreases when the

12
— [ =0, o0pt
-——- f =0, sub-opt
—— [ =5, opt

107 -——- f =5, sub-opt
—— f =10, opt
-——- f =10, sub-opt

8,

Threshold 7 (dB)
o

0.3 0.4 0.5 0.6 0.7 0.8 0.9

Modulation depth m

A Figure 8. The decoding threshold of optimal and sub-optimal
detection on the SDGN channel, where different channel parameters
are specified.

channel parameter m or f increases. The difference between
the thresholds is small at rather low modulation depth since
the amplitudes of bit 0 and bit 1 tend to be equal when m
goes to zero. In a specific VLC system, the modulation depth
m is usually predetermined and fixed, in which case a large
noise power ratio / contributes to better performance for the
optimal detection scheme. This means higher performance
gain can be achieved by the optimized detection scheme with
lower thermal and background noise level at the APD receiver.

S Conclusions

In this paper, we investigate the shot noise of VLC systems
employing APD. A general signal dependent Gaussian noise
channel is discussed. We present the accurate and approximat-
ed LLR evaluation on the SDGN channel for the decoding of
LDPC code, respectively. The numerical results demonstrate
that our proposed scheme achieves better performance than tra-
ditional schemes designed for the SIGN channel. 0.7 dB gain
is achieved at the BER of 10® when the modulation depth
equals 1 and the noise power ratio equals 1.4. The proposed
system performance could be further improved by increasing
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the modulation depth of power amplifier circuit and decreasing
the thermal noise in the TIA circuit.
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