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Abstract

This paper discusses SHVC, the scalable extension of the High Efficiency Video Coding (HEVC) standard, and its applications in
broadcasting and wireless broadband multimedia services. SHVC was published as part of the second version of the HEVC specifi⁃
cation in 2014. Since its publication, SHVC has been evaluated by application standards development organizations (SDOs) for its
potential benefits in video applications, such as terrestrial and mobile broadcasting in ATSC 3.0, as well as a variety of 3GPP mul⁃
timedia services, including multi⁃party multi⁃stream video conferencing (MMVC), multimedia broadcast/multicast service (MBMS),
and dynamic adaptive streaming over HTTP (DASH). This paper provides a brief overview of SHVC and the performance and com⁃
plexity analyses of using SHVC in these video applications.
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1 Introduction
igh ⁃ Efficiency Video Coding (HEVC) [1] is the
state⁃of⁃the⁃art video coding standard developed
by the Joint Collaborative Team on Video Coding
(JCT⁃VC) of ISO/IEC JTC 1 SC 29/WG 11 MPEG

and ITU⁃T Q6/16 VCEG. Finalized in January 2013, the first
version of HEVC achieved more than 50% bit rate reduction
over its predecessor H.264/MPEG⁃4 part 10 Advanced Video
Coding (H.264/AVC) [2] at comparable subjective quality [3].
An overview of HEVC can be found in [4].

The first version of HEVC provides support for temporal
scalability. To support other types of scalabilities, such as spa⁃
tial scalability and quality scalability, the ISO/IEC MPEG and
ITU⁃T VCEG issued a joint call for proposals [5] for scalable
video coding extensions of HEVC (SHVC) in July 2012. In Oc⁃
tober 2012, twenty responses were received from companies,
research institutes, and universities worldwide, and the devel⁃
opment of the SHVC standard officially started. In July 2014,
SHVC was finalized as part of the second version of HEVC [6],
[7], which also includes the multiview extensions of HEVC (MV⁃
HEVC) and the range format extensions of HEVC (RExt). An
SHVC test model document describing the non⁃normative as⁃
pects of SHVC, including encoder description, as well as the
reference software continued to evolve after the normative SH⁃
VC specification was finalized. The latest SHVC test model

(SHM 10) document and reference software can be found in [8]
and [9], respectively. The common conditions under which the
performance of SHVC is tested can be found in [10].

In recent years, video entertainment habits have changed
significantly. Smartphones, tablets, and other portable devices
are equipped with increasingly more powerful computing capa⁃
bilities and faster network connections. These devices provide
rich platforms for video and multimedia applications. Instead
of sitting in front of the TV and watching pre ⁃ scheduled pro⁃
grams provided by free ⁃ to ⁃ air or cable networks, people are
spending more time consuming video content on ⁃demand
through a wide variety of devices, such as living room TVs,
smartphones, tablets, and laptops. The N ⁃ screen scenario,
where video content is generated from and distributed to differ⁃
ent terminals with a wide range of capabilities, has become
common. Furthermore, more collaboration and communication
in the workplace and at home involves video chat, multi⁃party
video conferencing, and telepresence. In light of the significant
increase in device and network heterogeneity, scalable video
coding can potentially make networks more efficient and resil⁃
ient to errors. For this reason, since SHVC was finalized in
2014, various application standards development organizations
(SDOs) have quickly taken up the tasks of evaluating the poten⁃
tial benefits of supporting SHVC in their applications.

The Advanced Television Standardization Committee
(ATSC) was established in the early 1980s. The most widely
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used standard developed by ATSC is ATSC1.0, which is used
for digital television transmission in the United States, Canada,
Mexico, South Korea, and a few other North and South Ameri⁃
can countries. Since 2013, the committee has been developing
the ATSC 3.0 standard, with the goal of providing more servic⁃
es to the viewer with increased bandwidth efficiency and better
compression. Because broadcasters need to transmit video pro⁃
grams in a variety of formats, including standard definition
(SD) [11], high definition (HD) [12], and ultra ⁃high definition
(UHD) [13], scalable video coding can provide better coding ef⁃
ficiency compared to transmitting these various video formats
independently using simulcast. After careful review of the cod⁃
ing performance and complexity of SHVC, the committee re⁃
cently decided to adopt the support of SHVC into ATSC 3.0.
Commercial deployment of ATSC 3.0 is expected to emerge
within the next few years.

The 3GPP is a collaboration between groups of telecommuni⁃
cations associations. 3GPP has developed a number of mobile
communications standards that are widely deployed around the
globe, including GSM, Universal Mobile Telecommunications
System (UMTS), High Speed Packet Access (HSPA), and most
recently, 4G Long Term Evolution (LTE). 3GPP SA WG4 Co⁃
dec (SA4) specifies speech, audio, video, and multimedia co⁃
decs in both circuit ⁃ switched and packet ⁃ switched environ⁃
ments. As mobile and portable devices become main consump⁃
tion platforms for video and multimedia applications, much
pressure is put on wireless network operators to provide rich
multimedia experience to a wide range of devices with maxi⁃
mum bandwidth efficiency. Scalable video coding can increase
the ability of service providers to adapt to the capabilities of
customer devices and fluctuating network conditions. Scalable
video coding can also provide better error resilience because it
combines naturally with unequal error protection mechanisms
to better combat error ⁃ prone wireless channels. For this rea⁃
son, 3GPP SA4 established a video⁃enhancements study item
with a focus on the performance and complexity of SHVC in a
number of mobile video applications, including multiparty mul⁃
tistream video conferencing (MMVC), multimedia broadcast/
multicast service (MBMS), and 3GPP dynamic adaptive stream⁃
ing over HTTP (3GP⁃DASH).

The remainder of this paper is organized as follows. In sec⁃
tion 2, SHVC architecture is briefly reviewed. In section 3, the
performance of SHVC for terrestrial and mobile broadcasting
in ATSC 3.0 is discussed. In section 4, the performance of SH⁃
VC for a number of 3GPP video applications is discussed. Sec⁃
tion 5 concludes the paper.

2 SHVC
In scalable video coding, interlayer prediction (ILP) is a

powerful tool for improving the coding efficiency of enhance⁃
ment layers (ELs). ILP involves predicting an EL picture using
a base layer (BL) or another lower reference layer picture.

Take a two ⁃ layer scalable coding system that consists of one
BL and one EL for example. SHVC uses the so⁃called“refer⁃
ence index”framework for efficient ILP. In the reference index
framework, the reconstructed picture of the BL is treated as an
interlayer reference picture (ILRP). The existing reference in⁃
dex signaling that is already part of the single⁃layer HEVC co⁃
dec is used to identify whether the block⁃level prediction
comes from the BL or current EL. Such an ILP method is simi⁃
lar in principle to the multiview extension of H.264/AVC (An⁃
nex H in [2], also commonly referred to as MVC) and MV ⁃
HEVC. This reference⁃index⁃based framework of SHVC is fun⁃
damentally different from its predecessor, the scalable exten⁃
sion of H.264/AVC (Annex G in [2], also commonly referred to
as SVC), which instead relies on a block⁃level flag to indicate
whether an EL block is predicted from the BL or current EL.
Fig. 1 shows the SHVC codec architecture from the decoder’s

perspective using a two⁃layer system as an example. The BL re⁃
construction is retrieved from the BL decoded picture buffer
(BL DPB). If necessary, appropriate interlayer processing is
done to the reconstructed BL picture to obtain the interlayer
reference picture. The ILRP is put into the EL DPB as a long⁃
term reference picture and is used with the EL temporal refer⁃
ence pictures for EL coding.

There are a number of design benefits with the reference in⁃
dex framework. First, all block⁃ level logic of the EL codec is
kept the same as that of a single⁃layer HEVC codec. Changes
made to support the EL codec are limited to the slice header
level and above; in other words, they are limited to the high ⁃
level syntax (HLS). Therefore, the EL decoder is labelled an
HEVC decoder* (Fig. 1). Making HLS ⁃ only changes enables
the existing ASIC design of an HEVC codec to be reused to the
greatest possible extent to implement an SHVC codec. Second,
the BL codec in Fig. 1 can operate as a black box because the
scalable coding of the EL only requires the reconstructed BL
pictures. This allows earlier⁃generation codecs, such as H.264/
AVC, to be used in the BL for backward compatibility. The
more efficient HEVC codec is used in the EL to improve cod⁃

AVC: Advanced Video Coding
BL: base layer

DPB: decoded picture buffer
EL: enhancement layer

HEVC: High⁃Efficiency Video Coding
SHVC: scalable video coding extensions of HEVC

▲Figure 1. SHVC decoder architecture with two layers. The EL
decoder has the same block⁃level logic as a single⁃layer HEVC decoder.
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ing performance. Finally, the scalable system in Fig. 1 is com⁃
patible with MV⁃HEVC. Although SHVC and MV⁃HEVC start⁃
ed out as different efforts, a unified architecture of the two ex⁃
tensions is desirable. Once one of these two has been imple⁃
mented, the other can be easily added, and this can increase
the chances that both extensions will be commercially used.

In terms of computation complexity, the architecture in Fig.
1 is based on the multi⁃loop decoding design. This means that
all lower reference layers need to be fully reconstructed to de⁃
code the current EL, and decoding complexity is higher than
that of the single⁃loop decoding design in SVC [14]. More de⁃
tailed reviews of the SHVC standard and HEVC extensions
can be found in [15]-[17].

3 SHVC in ATSC 3.0

3.1 ATSC 3.0
In the past, delivery of video entertainment to the consumer

was relatively simple and controlled, and involved broadcast⁃
ers or content producers sending TV signals at prescheduled
times to the living room. Today, people watch video on⁃demand
on a wide variety of devices at a time and place of their choice.
The delivery paths may be over⁃the⁃air, cable or satellite, Inter⁃
net, local storage, or a combination of these. ATSC 3.0 is the
next ⁃ generation broadcast standard designed to address this
need. It uses advanced transmission, including hybrid broad⁃
cast and broadband, as well as advanced video/audio coding
techniques to bring new, creative services to viewers [18].

The next⁃generation ATSC 3.0 broadcast system is designed
to increase service flexibility and enable terrestrial broadcast⁃
ers to send hybrid⁃content services to fixed and mobile receiv⁃
ers in a seamless manner. It combines both over⁃the⁃air trans⁃
mission and broadband delivery. Other essential features in⁃
clude support for multiscreen and the flexibility to choose
among SD, HD and UHD resolutions. SHVC provides an effi⁃
cient solution when different spatial resolutions need to be
transmitted by the content provider at the same time.

The work on ATSC 3.0 is organized according to layers,
such as the physical layer, management and protocol layer,
and application and presentation layer. Video coding, audio
coding, and run⁃time environment are addressed by the appli⁃
cation and presentation layer. Support for UHD and HD is key
for video coding — 4K support at the start and potentially 8K
support via future extensions. Portable, handheld, vehicular,
and fixed devices (both indoors and outdoors) are all targeted,
and hybrid integration of broadcast and broadband delivery is
required. This paper mainly focuses on the work by ATSC S34⁃
1, the ad hoc group for video for ATSC 3.0. A general overview
of ATSC 3.0 and all ATSC 3.0 groups can be found in [19].
3.2 SHVC Performance with ATSC 3.0

Video requires support for UHD and HD; support for porta⁃

ble, mobile, vehicular, and fixed devices operating in indoors
or outdoors; and support for hybrid broadcast/broadband deliv⁃
ery. The following four scenarios were identified for ATSC 3.0
deployment:
1) larger coverage area (scenario A). Receivers in a first class

are fixed within the current ATSC 1.0 coverage area, and re⁃
ceivers in a second class are fixed but are not within the cov⁃
erage area (e.g., rural, or with an indoor or integrated anten⁃
na).

2) pedestrian phone or tablet (scenario B). Receivers in a first
class are handheld and moving at pedestrian speeds (possi⁃
bly indoors), and receivers in a second class are stationary.

3) mobile ⁃ enabled (scenario C). Receivers in a first class are
moving at relatively high speed, and receivers in a second
class are stationary.

4) tablet in bedroom (scenario D). Receivers in a first class are
indoors and are portable, and receivers in a second class are
stationary.
SHVC was evaluated in each of these four cases, with the

main focus on spatial scalability; i.e., the base layer could be
optimized for mobile reception and the enhancement layer
could be optimized for up to 4K resolution. These four scenari⁃
os were proposed and agreed upon by S34⁃1 to be used as com⁃
mon test conditions for comparing the performance of SHVC
with HEVC simulcast. In each scenario, three different physi⁃
cal⁃layer pipes (PLPs)—PLP⁃1, PLP⁃2 and PLP⁃3—were as⁃
sumed for transmitting high ⁃quality video, low ⁃quality video,
and audio (and miscellaneous information), respectively. The
video resolution, spectral efficiency, and coded bit rate for
each PLP and each scenario are summarized in Table 1. In all
four scenarios, the sum of bandwidths of all PLPs (after spec⁃
tral efficiency has been taken into account) does not exceed 6
Mbps. The detailed test conditions can be found in [19].

To make a meaningful comparison, both HEVC and SHVC
▼Table 1. ATSC 3.0 common test conditions for SHVC

Scenario

A

B

C

D

Configuration
Resolution

Spectral Efficiency (b/s/Hz)
Bit rate (Mbps)
Resolution
Spectral Efficiency (b/s/Hz)
Bit rate (Mbps)
Resolution
Spectral Efficiency (b/s/Hz)
Bit rate (Mbps)
Resolution
Spectral Efficiency (b/s/Hz)
Bit rate (Mbps)

PLP⁃1
UHD (2160)

4.0
15.1

HD (1080)
2.23
5.0

HD (1080)
4.0
5.0
UHD
7.1
4.5

PLP⁃2
HD (1080)

2.67
5.0

HD (720)
1.0
3.46

qHD (540)
0.44
1.7
HD
0.59
2.75

PLP⁃3
Audio/misc.

1.31
0.47

Audio/misc.
1.0
0.3

Audio/misc.
0.44
0.34
Audio
0.44
0.3

HD: high definition
PLP: physical⁃layer pipe

qHD: quarter high definition
UHD: ultra⁃high definition
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were coded using configurations that were as similar as possi⁃
ble. The hierarchical B configuration following the SHVC com⁃
mon test condition in JCT⁃VC [10] was used, with the random
access point period of 0.5 seconds for the BL and 0.5 seconds
or 4 seconds for the EL. The quality range was controlled by
using a PSNR of between 38 dB and 42 dB, the typical operat⁃
ing quality for broadcasters. The bit rates of both layers were
controlled so that they were no higher than those listed in Ta⁃
ble 1.

Fig. 2 shows the performance of SHVC and HEVC simul⁃
cast for each scenario. Two types of savings were calculated: 1)
the percentage of average video bit rate savings, which is how
much SHVC reduces the coded video bit rate compared to si⁃
mulcast while maintaining the same quality (PSNR); and 2) the
percentage of average channel utilization savings, which is cal⁃
culated by converting bit rate savings into actual channel utili⁃
zation savings by taking into account the different spectral effi⁃
ciencies for each PLP.

In general, SHVC provides 40%-47% video bit rate savings
in the four scenarios and 6%-37% channel utilization savings
in the four scenarios when spectral efficiency is taken into ac⁃
count. Channel utilization is inversely proportional to the spec⁃
tral efficiency factors in Table 1. In the ATSC tests, the BL bit
rates were fixed; therefore, the spectral efficiency for the BL
(PLP⁃2) does not have any effect. A bigger spectral efficiency
factor for the EL (PLP⁃1) will translate the same amount of bit
rate saving into less channel utilization saving. This is why the
channel utilization savings for scenario D with the PLP⁃1 spec⁃
tral efficiency of 7.1 is significantly less than that of scenario
A with PLP⁃1 spectral efficiency of 4.0. The detailed perfor⁃
mance comparison can be found in [20].

4 SHVC in 3GPP SA4

4.1 3GPP SA4
SA4 is the 4th working group of the 3GPP Technical Specifi⁃

cation Group of Service and System Aspects (TSG⁃SA). SA4 is
responsible for development of 3GPP standards that handles
media codecs and related aspects. In particular, SA4 has speci⁃

fied the media handling aspects of all 3GPP multimedia ser⁃
vice standards, including 3GP⁃DASH in TS 26.247 [21], Pack⁃
et⁃switched Streaming Service (PSS) in TS 26.234 [22], MBMS
in TS 26.346 [23], Multimedia Telephony Service over IMS
(MTSI) in TS 26.114 [24] (this also includes MMVC), Multime⁃
dia Messaging Service (MMS) in TS 26.140 [25], IMS Messag⁃
ing and Presence in TS 26.141 [26], and IMS based Telepres⁃
ence in TS 26.223 [27].

For each of these multimedia services, the selection of me⁃
dia codecs to be supported is important. Support for H.264/
AVC in 3GPP multimedia services was decided in 2004, e.g.,
it was first included in TS 26.234 in v6.1.0 dated in September
2004. SVC was studied in 2010 and the result was included in
TR 26.904 [28]; it was decided not to specify SVC support in
the 3GPP multimedia services. For HEVC, a specific work
item was agreed by SA4 in August 2012, and a study was per⁃
formed comparing HEVC with H.264/AVC and documented in
TR 26.906 [29]. For SHVC, a study item was agreed by SA4 in
November 2014, focusing on evaluation of SHVC versus
HEVC simulcast for three of the 3GPP multimedia services:
the MMVC part of MTSI, MBMS, and 3GP⁃DASH. The use cas⁃
es and simulations for MMVC happened to apply to the telep⁃
resence service. This study was completed in November 2015.
An overview of the SHVC use cases, simulation results, and
complexity analyses is provided in the following subsections.
4.2 Using SHVC for MMVC and Telepresence

The performance of SHVC was evaluated for the MMVC and
telepresence use cases in 3GPP SA4 [30]. The use case consid⁃
ers video conferencing with multiple participating user equip⁃
ment (UE) with different decoding and display capabilities.
The multimedia resource function processor (MRFP) connects
multiple video conferencing endpoints, receives video streams
from each endpoint, and forwards a set of appropriate video
streams to each endpoint.
Fig. 3 illustrates an example of such use case with four UEs

in the video conferencing session, where UE⁃A and UE⁃D are
high⁃end devices and UE⁃B and UE⁃C are low⁃end devices.
Each UE displays a full video of the active speaker and a num⁃

SHVC, the Scalable Extensions of HEVC, and Its Applications
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▲Figure 2. SHVC vs. HEVC simulcast. ▲Figure 3. The use case for MMVC and telepresence.
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ber of thumbnails of all other participants, while the active
speaker displays the previous active speaker as full video. In
Fig. 3, UE⁃A is the current active speaker sending a high video
resolution and a medium video resolution to the MRFP. The
high⁃resolution video is forwarded to participants with a high⁃
end device (UE ⁃D), and the medium resolution video is for⁃
warded to participants with a low⁃end device (UE⁃B and UE⁃
C). The current active speaker (UE ⁃ A) receives the medium
resolution video from the previous active speaker (UE⁃B). Each
UE except the active speaker receives either high⁃resolution or
medium⁃resolution video of the active speaker from the MRFP
and sends a low⁃resolution thumbnail video to the MRFP to be
displayed by other UEs.

For HEVC simulcast, on the uplink side, UE⁃A sends one
high⁃resolution video bitstream and one medium⁃resolution vid⁃
eo bitstream to the MRFP, UE⁃B sends a medium⁃ resolution
video bitstream and a thumbnail video bitstream to the MRFP,
and UE ⁃ C and UE ⁃ D each sends a thumbnail video to the
MRFP. On the downlink side, each UE except the active speak⁃
er receives one high⁃ or medium⁃resolution video bitstream of
the active speaker depending on the device capability for full
video display, and a thumbnail video bitstream from each of
the other UEs for thumbnail display. The active speaker re⁃
ceives the medium⁃ resolution video bitstream of the previous
active speaker for full video display, and a thumbnail video bit⁃
stream from each of the other UEs for thumbnail display.

For SHVC, on the uplink side, UE⁃A sends a two⁃layer SH⁃
VC bitstream with BL at medium resolution and EL at high res⁃
olution to the MRFP. UE⁃B sends a two⁃layer SHVC bitstream
with BL at thumbnail resolution and EL at medium resolution
to the MRFP. UE⁃C and UE⁃D each sends an HEVC single lay⁃
er thumbnail video bitstream to the MRFP. On the downlink
side, UE⁃A receives a two⁃ layer SHVC bitstream from UE⁃B
for full video display, and two HEVC single ⁃ layer bitstreams
from UE⁃C and UE⁃D for thumbnail display. UE⁃B receives
the extracted BL bitstream from UE⁃A for full video display,
and two HEVC bitstreams from UE⁃C and UE⁃D for thumbnail
display. UE⁃C receives one extracted BL bitstream from UE⁃A
for full video display, one extracted BL bitstream from UE⁃B
for thumbnail display, and one HEVC single ⁃ layer bitstream
from UE⁃D for thumbnail display. UE⁃D receives one two⁃layer
SHVC bitstream from UE⁃A for full video display, one extract⁃
ed BL bitstream from UE ⁃ B for thumbnail display, and one
HEVC single⁃layer bitstream from UE⁃C for thumbnail display.

In the simulations, the high video resolution was 1080p, the
medium video resolution was 720p, and thumbnail video reso⁃
lution was 240p.

Table 2 shows the SHVC rate savings on the uplink and
rate penalty on the downlink, for each participant. On the up⁃
link, UE ⁃ A saves on average 27.3% bandwidth, and UE ⁃ B
saves on average 5.5% bandwidth. On the downlink, because
the two ⁃ layer bitstream needs to be received when SHVC is
used, UE⁃A’s downlink bandwidth increases by 11.6%, UE⁃D’s

downlink bandwidth increases by 23.5%. For UE⁃C and UE⁃D,
the uplink bandwidth usage is identical, regardless of the co⁃
dec choice. The same is true for downlink bandwidth usage for
UE⁃B and UE⁃C.

In general, SHVC provides uplink bandwidth savings for
UEs that are sending more than one video resolution, and in⁃
curs downlink bandwidth penalty for UEs that are receiving
the high⁃resolution video. Further detailed results can be
found in [30]-[33].
4.3 Using SHVC for MBMS

The MBMS case is referred to as the differentiated ⁃ service
MBMS use case [33]. For this use case, it is assumed that two
different classes of video services may be provided (more class⁃
es of video service is possible but could pose burden for any
broadcast system), e.g., the normal video service of 720p and
the premium video service of 1080p. UEs may subscribe to ei⁃
ther of the two services depending on their decoding and ren⁃
dering capabilities, network access conditions, power saving
strategies, price, and/or other considerations. UEs receiving
the normal service receive and render the lower quality video
with lower resolution, and UEs receiving the premium service
receive and render the higher quality video with higher resolu⁃
tion. The same scenario is also applicable to evolved MBMS
(eMBMS), which allows broadcast over the LTE network. Due
to the fact that only the broadcast mode can be used in
eMBMS, all bits required for both services are assumed to be
transmitted on all the network paths, from the content provider
to the Broadcast ⁃Multicast Service Centre (BM⁃SC), from the
BM⁃SC to MBMS Gateway (MBMS⁃GW), from MBMS⁃GW to
evolved Node B (eNodeB), as well as the air interface between
eNodeB and UEs, as shown in Fig. 4.

When SHVC is used in the differentiated⁃service MBMS use⁃
case, the content is encoded with two layers of different spatial
resolutions, and is transmitted from the content provider to the
BM⁃SC, and all the way to the UEs. Each premium⁃service UE
receives and decodes both layers and renders the higher layer,
while each normal⁃service UE receives, decodes, and renders
the base layer only.

The performance of SHVC was evaluated for the MBMS use
case against HEVC simulcast. Five test sequences with 720p
for the BL and 1080p for the EL were used. For HEVC simul⁃
cast, the bandwidth for transmission from the content provider
to the BM⁃SC, and all the way to the UEs is the bandwidth re⁃
quired for transmitting one HEVC coded 1080p bitstream and
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▼Table 2. Uplink and downlink rate saving comparison for
MMVC/telepresence

UE: user equipment

Average uplink bandwidth saving
Average downlink bandwidth cost

UE⁃A
27.3%
11.6%

UE⁃B
5.5%
0%

UE⁃C
0%
0%

UE⁃D
0%

23.5%
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one HEVC coded 720p bitstream. In the simulations, video bit⁃
streams were encoded with a random access coding structure
to achieve the highest compression efficiency. Furthermore, to
enable stream switching or late tuning⁃in and channel switch⁃
ing in MBMS, intra random access point (IRAP) picture is cod⁃
ed once every two seconds. Further details of the simulation
condition can be found in [33]. The performance of SHVC com⁃
pared to HEVC simulcast for the MBMS use case in terms of
bandwidth reduction, decoding complexity and encoding com⁃
plexity are summarized as follows (further details can be found
in [33], [34]):
1) In term of bandwidth reduction, the use of SHVC provides

an average bandwidth reduction around 32.9% when com⁃
pared to HEVC simulcast.

2) The decoding complexity overhead at UEs depends on how
many layers an UE needs to decode. The decoding complexi⁃
ty for UEs receiving normal⁃service when SHVC is used can

be assumed the same as when HEVC simulcast is used be⁃
cause UEs receiving normal ⁃ service can ignore coded data
for enhancement layer. The decoding complexity overhead
for UEs receiving the premium⁃service when SHVC is used
is roughly the percentage of the number of samples in the
lower resolution video relative to that in the higher resolu⁃
tion video.

3) Compared with simulcast, SHVC encoding may be less com⁃
plex than simulcast encoding because SHVC places the zero⁃
motion constraint on inter layer prediction. When the inter⁃
layer reference picture provides a sufficiently good predic⁃
tion signal (without the need for motion estimation), early ter⁃
mination is typically applied at the encoder, and the need
for motion estimation of the temporal reference pictures is
avoided, leading to lower encoding complexity.

4.4 Using SHVC for the 3GPDASH Use Case
The use case scenario the 3GP⁃DASH video streaming ser⁃

vices involves a diverse of end user devices which could have
different display capabilities and network access conditions
[33]. Each UE may prefer to receive a different quality of con⁃
tent, possibly with a different resolution, and request the cho⁃
sen video content from the origin server, involving cache serv⁃
ers between the origin server and the UE. During a session, an
UE may also adaptively switch to segments of different repre⁃
sentations of different bit rates and qualities and possibly also
different spatial resolutions to adapt to the dynamic network
conditions. Video content is encoded into multiple video
streams in different representations providing different levels
of resolutions or qualities, e.g., as three representations of reso⁃
lutions 360p, 720p and 1080p (Fig. 5). Copies of the streams
may be stored in the cache servers and directly served to the
UEs.

When SHVC is used, multiple resolutions or quality repre⁃
sentations can be encoded into multi ⁃ layer SHVC bitstreams.
Each layer can be encapsulated as one 3GP⁃DASH representa⁃
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▲Figure 4. The use case for MBMS.

BM⁃SC: Broadcast⁃Multicast Service Centre
MBMS⁃GW: multimedia broadcast/multicast service gateway

UE: user equipment

▲Figure 5. The use case for 3GP⁃DASH.
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tion. A client wanting a particular resolution or quality can re⁃
quest segments of that representation and all other representa⁃
tions it depends on (i.e., request the desired layer and all lay⁃
ers the desired layer depends on). The desired layer and all its
dependent layers are then sent to the client, which decodes the
bitstream and outputs the desired layer.

The performance of SHVC was evaluated for the 3GP⁃DASH
use case against HEVC simulcast. The simulations were con⁃
ducted with three representations of spatial resolution 360p,
720p and 1080p, the random access coding structure, and one
IRAP picture every two and four seconds. Further details of
the simulation condition can be found in [33]. The perfor⁃
mance of SHVC compared to HEVC simulcast from the as⁃
pects of required bandwidth for transmission, decoding com⁃
plexity and encoding complexity are as follows (further details
can be found in [33] and [35]):
1) For outgoing transmission bandwidth, i.e., bandwidth re⁃

quired for transmission of encoded content from the origin
server to cache servers and from the origin server to UEs,
compared to HEVC simulcast SHVC requires less band⁃
width for transmitting the encoded streams from the origin
server to cache and to UEs. The bandwidth reduction varies
from 9.2% to 10.5% for transmitting both the 360p and
720p bitstreams and from 23.3% to 23.6% for transmitting
all the 360p, 720p and 1080p bitstreams. In addition to sav⁃
ing the outgoing bandwidth, the same amount of savings can
be achieved on the storage requirements for the origin server
and the cache servers. For incoming transmission band⁃
width, i.e., bandwidth required by UEs to receive the encod⁃
ed content, SHVC incurs data overhead for UEs when receiv⁃
ing the medium or high resolution representation. The over⁃
head varies from 20.4% to 22.1% when receiving the 720p
resolution and from 24.9% to 26.9% when receiving the
1080p.

2) The decoding complexity is mainly proportional to the reso⁃
lution(s) of the video represented in the bitstream. For
HEVC simulcast, only one single layer stream needs to be
decoded, i.e., one of the three bitstreams of 360p, 720p and
1080p. For SHVC, the decoding complexity depends on the
resolution of each layer that needs to be decoded in order to
output the highest layer video resolution.

3) For HEVC simulcast, the content provider has to encode in⁃
dependent bitstreams of different spatial resolutions. For SH⁃
VC, the content provider has to encode a bitstream with mul⁃
tiple layers in which each layer is associated with one spa⁃
tial resolution. Compared to simulcast, the complexity of SH⁃
VC encoding may be less than that of simulcast encoding for
the same reason as discussed in the MBMS use case.

5 Conclulsions
In this paper, a brief overview of SHVC, the latest scalable

video coding standard based on HEVC, was provided. Several

use cases for SHVC, as were recently studied by application
SDOs including ATSC and 3GPP SA4, were reviewed. In the
broadcasting and multicasting cases, SHVC saves transmission
bandwidth. In the video conferencing and telepresence cases,
SHVC saves uplink bandwidth but increases the downlink rate
for high ⁃ end devices. In the DASH ⁃ based video streaming
case, SHVC saves server storage and outgoing transmission
bandwidth but increases incoming transmission bandwidth for
devices receiving representations with higher bit rates, picture
rates, spatial resolutions and so on. The decoding complexity
for clients processing an SHVC bitstream is higher than that
for clients processing a corresponding HEVC bitstream in si⁃
mulcast, whereas the encoding complexity is typically lower.
SHVC was recently included in the ATSC 3.0 standard based
on the significant channel utilization savings it can provide for
the broadcasters. 3GPP concluded that SHVC can provide
technical benefits in different scenarios and circumstances and
may be an attractive codec solution whenever new use cases
and scenarios are considered within emerging 3GPP multime⁃
dia services. However, a normative specification of SHVC sup⁃
port in a 3GPP Release 13 multimedia service standard has
not been included.
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