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'A Abstract

High Efficiency Video Coding (HEVC) is the latest international video coding standard, which can provide the similar quality with
about half bandwidth compared with its predecessor, H.264/MPEG-4 AVC. To meet the requirement of higher bit depth coding
and more chroma sampling formats, range extensions of HEVC were developed. This paper introduces the coding tools in HEVC

range extensions and provides experimental results to compare HEVC range extensions with previous video coding standards. Ex-

perimental results show that HEVC range extensions improve coding efficiency much over H.264/MPEG-4 AVC High Predictive

profile, especially for 4K sequences.
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1 Introduction
igh Efficiency Video Coding (HEVC) [1] is the

latest international video coding standard, stan-
dardized as ITU-T Recommendation H.265 and
ISO/IEC 23008 - (MPEG-H Part 2). Compared
with its predecessor, H.264/MPEG-4 Advanced Video Coding
(AVC) [2], about 50% bit saving can be achieved [3]. Although
HEVC version 1 supports a wide variety of applications, some
key features are not included and left for further developments.
After the finalization of HEVC version 1, several extensions
of HEVC are being developed. Of these, Range Extensions
(RExt) support various chroma sampling formats and higher bit
depth. Screen Content Coding Extensions (SCC) are based on
RExt, mainly focusing on improving the coding efficiency for
screen content [4]. The development of SCC started in Apr.
2014 and is expected to be finalized in early 2016. Both RExt
and SCC are single-layer extensions of HEVC. There are also
several extensions of HEVC targeting multiple layers. Scalable
HEVC extension (SHVC) focuses on serving a same content
with different bandwidth (e.g., different spatial resolution, as
known as spatial scalability and different quality, as known as
SNR scalability) [S]. Multiview and 3D extensions focus on the
encoding of multiple views video content. HEVC Version 2 in-
cludes range extensions, scalable extensions and multiview ex-
tensions. 3D video coding is enabled in HEVC version 3. SCC
will be included in HEVC version 4, which is expected to be fi-
nalized in early 2016.
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The version 1 of HEVC was finalized in Jan. 2013. Only 4:2:
0 chroma sampling format with 8—10 bit per sample was con-
sidered in HEVC version 1. To enhance capabilities, HEVC
range extensions handle different chroma sampling formats,
such as 4:4:4, 4:2:2, and 4:0:0 (monochrome), and higher bit
depth encoding. Several new coding tools are added into
HEVC range extension, such as cross - component prediction
(CCP) [6] and Residual Differential Pulse - Code Modulation
(RDPCM) [7], ete. This paper provides an overview of the new
added coding tools and comprehensive experimental results
comparing with HEVC range extensions with previous video
coding standard are also provided.

The rest of this paper is organized as follows. Section 2 intro-
duces HEVC version 1 briefly. Section 3 focuses on the new
coding tools in HEVC range extensions. Section 4 provides sev-
eral experimental results to show the coding efficiency of
HEVC range extensions. Section 5 concludes the paper.

2 Brief Introduction to HEVC Version 1
Similar to H.264/MPEG -4 AVC, a block - based hybrid
framework is applied to HEVC (Fig. 1). Intra- or inter-predic-
tion is applied for each block. A 2D transform may be applied
to the prediction residue (the other option is transform skip [8],
[9], which skips the transform process and the residue is sig-
naled in pixel domain rather than transform domain). The quan-
tized coefficients together with mode information are signaled
in the bitstream via Context-Adaptive Binary Arithmetic Cod-
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AFigure 1. Framework of High Efficiency Video Coding.

ing (CABAC). After a deblocking filter is applied to the recon-
structed signals, the Sample Adaptive Offset (SAO) filter [10],
which is a non-linear filter, can also be applied to improve the
reconstruction quality. Some key concepts of HEVC are intro-
duced below.
1) Blocking structure

The basic unit in HEVC is the Coding Tree Unit (CTU),
which can be up to 64 x 64 in luma samples [11]. A hierarchi-
cal quadtree structure is used to split CTU into Coding Unit
(CU). The CU size can be from 8 x 8 to 64 x 64, in luma sam-
ples. Each CU can be coded with intra-prediction or inter-pre-
diction. The CU can be further split into a Prediction Unit
(PU). The PU is the basic unit to carry the prediction informa-
tion, which means that all the pixels in one PU are predicted
using the same rule. Eight kinds of PU are supported in
HEVC. Transform Unit (TU) is used to signal the residue infor-
mation. TU is also organized as a quadtree, with the root of
each TU tree is the CU. Within an intra-coded CU, a TU is al-
ways part of a PU. However, for an inter-coded CU, a TU can
cross different PUs.
2) Intra-prediction

HEVC applies 33 angular directional intra - prediction, DC
mode and planar mode to utilize spatial correlations. The intra-
prediction of HEVC is performed on TU level to make better
use of the surrounding pixels already being reconstructed. For
luma component, all the 35 intra- prediction modes can be
used. To simplify the design, only the horizontal, vertical, pla-
nar, DC and luma prediction direction (when luma direction is
one of the previous four directions, mode 18, left-downward di-
agonal mode) can be used for chroma components. The reusing
the luma direction by chroma components is also called Direct
Mode (DM). The two chroma components have the same direc-
tion. The intra - prediction direction is signaled using three
most probable modes (MPMs) deriving from neighboring
blocks that have been previously decoded and the 32 remain-
ing modes.
3) Inter prediction

HEVC uses inter prediction to remove temporal correla-
tions. the luma motion compensation process is performed with
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the current PU. In merge mode, all
the motion information (including
inter prediction direction, reference picture index(es), and mo-
tion vector(s)) are inherited from a specific merge candidate.
Up to five merge candidates can be used.
4) Transform
4 x 4 to 32 x 32 DCT-like transform can be used in HEVC.
For the 4x4 luma TUs in intra-prediction CU, a 4 x 4 DST-like
transform is used [13], [14]. A special transform skip mode is
also supported for certain type of content (especially screen

content) in 4 x 4 TUs [8], [9].

3 HEVC Range Extensions

This section gives an overview of HEVC range extensions.
New features in HEVC range extensions can be divided into
three categories: extension of chroma sampling formats, exten-
sion of bit depths, and new coding efficiency enhancement
tools.

3.1 Extension of Chroma Sampling Formats

One of the main purpose of developing HEVC range exten-
sions is to support different chroma sampling formats. Only 4:2:
0 is supported in the HEVC version 1 profiles, in which the
chroma components have half the resolution of luma in both
horizontal and vertical directions. However, a higher chroma fi-
delity is required in some applications. Besides 4:2:0, the
range extensions support 4:4:4 (where the chroma components
have the same resolution as luma), 4:2:2 (where the chroma
components have the half horizontal resolution as luma, but
the same vertical resolution as luma), and 4:0:0 (monochrome,
only the video content only has the luma component).

In the 4:4:4 case, the decoding process is quite similar to
the 4:2:0 decoding process. The only difference is that the two
chroma components have the same spatial resolution as the lu-
ma component. One square luma rectangle still corresponds to
two square chroma rectangles, the only difference being that
all three rectangles are the same size. If 4:4:4 coding is used,
the video can be coded in RGB format directly or in YCbCr for-
mat. Usually, in the RGB coding, the G component is treated
as the luma component and the R and B components are treat-
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ed as the chroma components.

In the 4:2:2 case, the decoding process needs to be changed
accordingly, as one square luma block corresponds to two non-
square chroma rectangles. For example, a 16 x 16 luma block
corresponds to two 8 x 16 chroma blocks (one 8 x 16 Cb block
and one 8 x 16 Cr block). To avoid introducing a new non -
square transform, the chroma transform needs to be specially
handled. In the HEVC range extensions, the non-square chro-
ma block will further split in vertical direction. Thus, two chro-
ma transforms with half the horizontal luma size and half the
vertical luma size will be used. In the above example, the 8x16
chroma blocks will be spilt into 8x8 blocks. So, for each chro-
ma component, two 8 x 8 transforms are applied. The deblock-
ing filter is applied to the newly added transform edge in the 4:
2:2 content.

3.2 Extension of Bit Depths

The other main purpose of HEVC range extensions is to sup-
port higher bit depth encoding. Only up to 10 bit is supported
in the HEVC version 1. But some applications, such as those
for medical and military purposes, require higher fidelity.
Thus, higher bit depth encoding is supported in HEVC range
extensions. The main changes to support higher bit depth in-
cludes: when extended precision processing is enabled, the dy-
namic range of coefficients is enlarged and the de-quantization
process is adjusted accordingly. When high precision offsets is
enabled, the precision of weighted prediction is increased. The
SAO offsets can also be scaled up to better support the higher
bit depth content.

3.3 New Coding Efficiency Enhancement Tools

Several new coding tools are included in the HEVC range
extensions to improve the coding efficiency or to provide finer
control of encoding parameters. This sub section provides a
brief introduction of them.

Cross-Component Prediction (CCP): CCP is used to remove
the correlation among color components [6]. CCP is primarily
designed for RGB content, but it also provides some bit saving
for YChCr content. CCP is only enabled for 4:4:4 content.
When CCP is used, the residue of the first component is used
to predict the residue of the other two components via a linear
prediction model. The CCP is only used when the three compo-
nents use the same method to generate the prediction (includ-
ing inter prediction and intra- prediction if the three compo-
nents use the same intra - prediction direction, i.e., DM mode
for chroma).

Residual Differential Pulse — Code Modulation (RDPCM):
Two kinds of RDPCMs are supported in HEVC range exten-
sions [7]. RDPCM modifies the residue in pixel domain, so it is
enabled when the residue is signaled in pixel domain. When
the transform is bypassed, e.g., in the blocks coding in lossless
mode or TUs coded with transform skip, the RDPCM may be
used. When horizontal RDPCM is used, the decoded residue is
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modified as 1[x][y] += 1[x—1][y] and when vertical RDPCM is
used, the decoded residue is modified as 1[x][y] += t[x][y—1],
where 1[x][y] is the residue at the (x, y). The residue is modi-
fied one by one, and the modification process looks like differ-
ential coding. Thus, it is called RDPCM. For intra-coded CUs,
implicit RDPCM is used. The horizontal and vertical RDPCM
is applied when the horizontal and vertical intra-prediction is
used, respectively. For inter - coded CUs, explicit RDPCM is
used. The RDPCM direction is signaled in the bitstream when
explicit RDPCM is used. Because RDPCM is only enabled for
lossless coded blocks and transform skip TUs, it mainly helps
to improve the coding efficiency for lossless coding and screen
content coding.

Improvements on Transform Skip: HEVC range extensions
further improve the transform skip mode to provide better cod-
ing efficiency. In HEVC version 1, only 4x4 TUs can use trans-
form skip. In HEVC range extensions, all the TUs, from 4x4 to
32x32, can use transform skip [15]. Rotation is applied to intra
4x4 TUs using transform skip [16]. The coefficients at the right
bottom are moved to the upper left, using the equation of x|
[y] = coeff[4—x~1][4—y—1], where 1[x][y] means the rotated coef-
ficient at (x, y) position and coeff[x][y] means the unmodified
coefficient at (x, y). This technique is also applied to the loss-
less coded blocks (where transform is bypassed). The context
to encode the significant map of transform bypass (including
transform skip and lossless coded) TUs is also modified to im-
prove the coding efficiency [16].

Others: The intra reference pixel smoothing filter can be dis-
abled in the HEVC range extensions [17]. Disabling intra refer-
ence pixel smoothing filter helps the lossless encoding. Local-
ized control of chroma Quantization Parameter (QP) is support-
ed to provide the ability to adjust the chroma QP in a finer
granularity [18]. Several new coding tools are added into the
HEVC range extensions, such as persistent rice parameter ad-
aptation [19], CABAC bypass alignment [20], etc.

3.4 HEVC Range Extensions Profiles

Several new profiles have been defined for HEVC range ex-
tensions. The extended precision processing is enabled in the
16-bit profiles and disabled in the other profiles. CABAC by-
pass alignment is enabled in High Throughput profile and dis-
abled in all the other profiles.

Monochrome, Monochrome 12 and Monochrome 16 profiles
are defined 4:0:0 (monochrome) content with different bit
depth range. All the new range extensions coding tools can be
enabled in Monochrome 16 profile, but they cannot be used in
Monochrome and Monochrome 12 profiles.

Main 12 profile only extends the bit depth range of Main pro-
file to 8—12 bits. 4:2:0 and 4:0:0 contents can be used in Main
12 profile. The new range extensions coding tools in range ex-
tensions are not enabled in Main 12 profile.

Main 4:2:2 10 and Main 4:2:2 12 profiles are defined for 4:2:
2 content with different bit depth range. 4:2:0 and 4:0:0 con-



tent can also be used in these profiles. All the new range exten-
sions coding tools, except localized control of chroma QP, are
disabled in these two profiles.

Main 4:4:4, Main 4:4:4 10 and Main 4:4:4 12 profiles are de-
fined to support 4:4:4 content with different bit depth range.
All the chroma sampling formats, including 4:2:0, 4:4:4, 4:0:0,
and 4:2:2, can be used in these profiles. All the new range ex-
tensions coding tools can be used in these profiles.

Main Intra, Main 10 Intra, Main 12 Intra, Main 4:2:2 10 In-
tra, Main 4:2:2 12 Intra, Main 4:4:4 Intra, Main 4:4:4 10 Intra,
Main 4:4:4 12 Intra and Main 4:4:4 16 Intra profiles are de-
fined for all intra coding.

Main 4:4:4 Still Picture and Main 4:4:4 16 Still Picture pro-
files are defined for the case there is only one intra picture in
the whole bitstream.

High Throughput 4:4:4 16 Intra profile is defined for all in-
tra coding, with CABAC bypass alignment enabled.

4 Coding Efficiency of HEVC Range

Extensions

To show the coding efficiency of range extensions, this sec-
tion provides the coding efficiency results of HEVC range ex-
tensions with previous video coding standards. The first part of
this section compares HEVC range extensions with H.264/
MPEG-4 AVC High Predictive profiles. The second part of this
section compares HEVC range extensions with HEVC version
1. The latest available reference software is used in the test.
HM-16.7 [21] is used to generate HEVC version 1 and range
extensions bitstreams and JM - 19.0 [22] is used to generate
H.264/MPEG-4 AVC bitstreams. Both HM-16.7 and JM-19.0
are configured with similar settings.

Three coding structures are used in the tests.
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which no temporal prediction is applied and all the pictures
use intra-picture prediction only.

Only objective PSNR-based test results are provided in this
section. The coding efficiency is measured in terms of
Bjgntegaard -delta bit rate (BD-rate) [24], which measures the
bit rate difference at the same quality. A negative number
means bit rate reduction (performance gain) and a positive
number means bit rate increase (performance loss).

4.1 Comparison of HEVC Range Extensions with H.264/
MPEG-4 AVC High 4:4:4 Predictive Profile

To show the coding efficiency of HEVC RExt, we compare it
with H.264/MPEG-4 AVC High 4:4:4 Predictive profile. Two
sets of coding results are provided in this paper. The first test
set uses the sequences specified in HEVC RExt Common Test
Condition (CTC) [25]. The sequences in the first test set are 8—
12 bit per sample, in YUV 4:2:2, YUV 4:4:4 and RGB 4:4:4
format. The second test set uses the Netflix sequence [26],
which is in YUV 4:4:4 10-bit format, with a spatial resolution
of 4096 x 2160 and the temporal resolution 60 Hz to reflect the
4K video application. We choose 10 clips (120 pictures in
each clip) from the Netflix sequence to conduct the test. The
start time in the original sequence of the 10 clips is provided

VTable 1. Clips of Netflix sequence used in the test

Clip name Start time (s) Clip name Start time(s)
NarrotorWorking 6.84 CityDayView 27.76

Vegetable 39.44 FlowerMarket 46.30

Vegetable2 55.34 FoodMarket 70.53
PeopleWalking 81.89 AztecRitualDance 97.70
CouplesDancing 115.27 Motorcycles 133.00

One of these is Random Access (RA) coding struc-  VTable 2. Coding performance of HEVC range extensions over H.264/MPEG-4 AVC

ture, in which intra refresh is relatively frequent

(RExt CTC sequences)

and the delay is not a critical issue. In the test, ran-

All Intra Main-tier All Intra High-tier All Intra Super-High-tier

dom access points are inserted into the bitstreams
about once a second. A Hierarchical - B coding

structure with group of pictures (GOP) size of 8 is ~ ROB#44

Y/G U/B VIR Y/G U/B V/R Y/G u/B V/R
—347% —272% —294% —28.0% —242% —256% —232% —202% —213%

used in the RA coding structure. Temporal scalabil- ~ YCbCr4:d:4 —264% —26.0% —30.9% —25.0% —269% —33.6% —225% —21.1% —33.9%
ity with four different layers is supported in the YCbCrd2:2 —214% —13.5% —143% —18.1% —13.9% —17.7% —14.3% —12.1% —15.3%

HEVC RA coding structure, while it is not support-
ed in the H.264/MPEG -4 AVC RA coding struc-
ture. The supporting of temporal scalability with
four different temporal layers in HEVC RA coding
structure brings about 0.3% performance drop on

RGB 4:4:4

Random Access Main-tier

Random Access High-tier

—40.1% —35.5% —363% —323% —303% —31.2%
YCbCr4:4:4 —40.0% —512% —50.1% —38.8% —47.9% —56.8%

average [23]. Besides, the low delay (LD) B coding ~ YChCr42:2 —319% —21.7% —204% —283% —28.1% —304%

structure is used for real-time communications, in
which the coding delay is critical and the random
access support is less important. IBBB (without pic-
ture reordering) coding structure with hierarchical
quantization parameter (QP) is used in LD coding.

RGB 4:4:4

The third one is all-intra (Al) coding structure, in

Low Delay B Main-tier

Low Delay B High-tier

—39.8% —351% —372% —30.9% —30.6% —31.3%
YCbCr4:4:4 —452% —56.1% —622% —42.0% —49.3% —60.4%
YCbCr4:2:2 —37.7% —284% —284% —328% —30.7% —35.3%
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VY Table 3. Coding performance of HEVC range extensions over H.264/MPEG-4 AVC (Netflix sequence clips)

All Intra Main-tier

All Intra High-tier

All Intra Super-High-tier

Y/G U/B V/R
AztecRitualDance ~ —25.5%  —25.5% —34.1%
CityDayView —27.1% —32.5% —42.4%
CouplesDancing —46.7% —60.8% —59.6%
FlowerMarket —279% —313% —34.6%
FoodMarket —314% —277% —42.8%
Motorcycles —528% —524% —58.5%
NarrotorWorking —358% —39.6% —37.8%
PeopleWalking —528% —602% —622%
Vegetable —24.0% —22.7% —30.0%
Vegetable2 —372% —374% —42.8%
Average —36.1% —39.0% —44.5%

Random Access Main-tier

AztecRitualDance ~ —44.6%  —538% —59.3%
CityDayView —588% —73.8% —T132%
CouplesDancing —750% —87.0% —83.1%
FlowerMarket —578% —61.5% —71.9%
FoodMarket —59.4%  —582% —76.1%
Motorcycles —812% —84.8% —85.6%
NarrotorWorking —624% —769% —70.8%
PeopleWalking —743% —83.7% —81.5%
Vegetable —525% —59.9% —70.8%
Vegetable2 —66.5%  —76.5% —76.6%
Average —632% —T71.6% —74.9%

Low Delay B Main-tier

AztecRitualDance  —51.5% —652% —68.8%
CityDayView —759% —87.8% —90.5%
CouplesDancing —77.6% —89.0% —85.0%
FlowerMarket —562% —62.6% —69.8%
FoodMarket —61.9% —65.0% —852%
Motorcycles —814% —863% —87.3%
NarrotorWorking —69.5% —84.8% —79.9%
PeopleWalking —764% —84.7% —83.1%
Vegetable —56.1% —64.6% —78.6%
Vegetable2 —753% —863% —87.5%
Average —51.5% —652% —68.8%

Y/G u/B V/R
—251% —34.1% —455%
—265% —40.9% —49.9%
—477% —68.1% —71.4%
—222% —385% —429%
—29.4% —32.6% —523%
—518% —63.5% —T11.5%
—382% —449% —43.5%
—552% —703% —76.8%
—20.0% —26.7% —34.8%
—348% —472% —53.6%
—351% —46.7% —542%

Random Access High-tier

—453% —63.9% —70.9%
—633% —84.6% —89.9%
—76.8% —94.6% —92.0%
—33.6% —50.8% —59.1%
—524% —54.7% —85.7%
—86.4% —93.5% —95.0%
—62.7% —86.8% —81.8%
—775% —92.1% —91.6%
—302% —46.0% —60.3%
—69.1% —859% —88.4%
—59.7%  —753% —81.5%

Low Delay B High-tier

—504% —67.7% —13.9%
—739% —89.7% —96.7%
—T77.6% —924% —90.6%
—353% —543% —60.0%
—51.5% —583% —87.7%
—83.7% —91.1% —93.4%
—672% —86.5% —82.9%
—787% —89.4% —89.9%
—347% —50.1% —64.3%
—731% —88.1% —91.6%
—504% —67.7% —T13.9%

Y/G u/B
—24.6% —44.4%
—234% —44.5%
—36.5% —76.3%
—225% —43.7%
—256% —31.1%
—371% —74.7%
—39.6% —47.6%
—384% —79.1%
—18.4% —23.9%
—28.0% —59.0%
—29.4% —52.4%

V/R
—58.4%
—60.1%
—81.2%
—49.3%
—58.8%
—85.2%
—45.2%
—88.5%
—282%
—66.0%
—62.1%

in Table 1. The coding results using HEVC CTC sequences
are provided in Table 2 and the coding results using Netflix se-
quences are provided in Table 3. The QP range is 22-37 for
Main-tier, 17-32 for High-tier, and 12-27 for Super-High-tier.
From Table 2, we can know that for RGB 4:4:4 sequences,
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coding configurations.
Table 4 shows that for 4:2:0 content, HEVC range exten-
sions do not provide much performance improvements except

compared with H.264/MPEG - 4
AVC, HEVC saves 23.2%-
34.7% bit-rate for All Intra cod-
ing. 32.3%-40.1% bits saving is
achieved for Random Access cod-
ing and 30.9%-39.8% bits sav-
ing is achieved for Low Delay B
coding, at different bit rate rang-
es. Table 2 also shows that the
bit saving is higher at Main-tier,
which indicates that improving
the coding efficiency at high
quality end is more challenging.
It can be seen from Table 3
that, when compared with H.264/
MPEG - 4 AVC, HEVC saves
about 29.4%—36.1% bits for All
Intra coding. 59.7%—-63.2% bits
saving is achieved for Random
coding and 50.4%-
51.5% bits saving is achieved for
Low Delay B coding. Table 3 al-
so shows that the bits saving of
HEVC of H.264/MPEG -4 AVC
is much larger for 4K sequences.
An example R-D curve of Motor-
cycles clip under Low Delay B

Access

coding structure at Main - tier is
shown in Fig. 2.

4.2 Comparison of HEVC
Range Extensions with
HEVC Version 1

We also provide the coding ef-
ficiency of HEVC RExt over

HEVC version 1. We use HEVC

version 1 test sequences and

HEVC version 1 CTC [27] to per-

form the test. The overall coding

performance of HEVC RExt over

HEVC version 1 is provided in

Table 4. The QP range used in

the test is 22— 37. Both HEVC

version 1 encoding and RExt en-

coding are configured using 4:2:

0 8-/10-bit encoding. The only

difference is that new coding

tools are enabled in the RExt en-

for Class F sequences. The main reason for this phenomenon is

that Class F sequences are screen content and HEVC range ex-
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AFigure 2. R-D curve of motocrycles clip under low delay B coding
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VTable 4. Coding performance of HEVC RExt over HEVC version 1

All Intra Main All Intra Main10
Y U A Y U v
Class A 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
Class B 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%
Class C —0.3% —0.2% —0.3% —0.3% —0.2% —0.3%
Class D —0.5% —0.5% —0.6% —0.5% —0.4% —0.5%
Class E —0.2% —0.1% —0.1% —0.2% 0.0% —0.1%
Class F —4.9% —5.2% —5.4% —5.0% —5.2% —5.7%
Overall —1.0% —1.0% —1.1% —0.2% —0.1% —0.2%
Random Access Main Random Access Main10

Class A 0.0% —0.1% 0.3% 0.0% 0.3% —0.4%
Class B 0.0% 0.1% 0.1% 0.0% —0.1% —0.1%
Class C —0.2% —0.4% —0.4% —0.2% —0.5% —0.6%
Class D —0.3% —0.5% —0.7% —0.3% —0.5% —0.5%
Class E

Class F —3.7% —4.2% —4.3% —3.8% —3.9% —4.6%
Overall —0.1% —0.2% —0.2% —0.1% —0.2% —0.4%

Low Delay B Main Low Delay B Main10

Class A

Class B 0.0% 0.1% 0.0% 0.0% 0.2% 0.4%
Class C —0.1% 0.1% 0.1% —0.1% 0.2% 0.1%
Class D —0.1% 0.2% 0.1% 0.0% 0.1% 0.6%
Class E —0.1% —1.1% 2.1% —0.1% —0.3% 1.0%
Class F —2.4% —2.1% —2.3% —2.5% —2.4% —4.2%
Overall —0.5% —0.5% —0.1% —0.5% —0.4% —0.4%

Low Delay P Main Low Delay P Main10

Class A

Class B 0.0% 0.0% 0.0% 0.0% 0.0% 0.4%
Class C —0.1% 0.1% 0.2% 0.0% 0.3% 0.0%
Class D 0.0% 0.2% 0.6% 0.0% 0.3% 0.8%
Class E —0.2% —1.3% 1.3% —0.1% —0.4% 0.8%
Class F —2.5% —1.8% —2.2% —2.4% —2.4% —3.5%
Overall —0.5% —0.5% —0.1% —0.5% —0.4% —0.3%
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tensions improves quite a lot for screen content. For nature
content, HEVC range extensions provide almost the same cod-
ing efficiency as HEVC version 1.

S Conclusion

This paper provides an overview of HEVC range extensions.
HEVC range extensions provide the ability to handle higher bit
depths and higher fidelity chroma sampling formats for video.
Several new coding tools are also added in the HEVC range ex-
tensions. The experimental results show that for 4K sequences,
compared with H.264/MPEG -4 AVC High Predictive profile,
HEVC range extensions save about 36.1% bit-rate for All intra-
coding, 63.2% bit-rate for Random Access coding and 51.5%
bit-rate for Low Delay B coding, at Main-tier quality range.
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