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High performance with low power consumption is an essential
factor in wireless sensor networks (WSN). In order to address
the issue on the lifetime and the consumption of nodes in
WSNs, an improved ad hoc on⁃demand distance vector rout⁃
ing (IAODV) algorithm is proposed based on AODV and LAR
protocols. This algorithm is a modified on⁃demand routing al⁃
gorithm that limits data forwarding in the searching domain,
and then chooses the route on basis of hop count and power
consumption. The simulation results show that the algorithm
can effectively reduce power consumption as well as prolong
the network lifetime.
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W
1 Introduction

ireless sensor networks (WSN) consist of a
large number of cheap micro sensor nodes that
are deployed in the examination area, aiming
at forming a multi ⁃ hop self ⁃ organization net⁃

work system by wireless communication [1]. Applied to WSN,
the ad hoc on⁃demand distance vector routing (AODV) [2] pro⁃
tocol is a typical on⁃demand routing protocol. It is a combina⁃
tion of dynamic source routing (DSR) [3] and destination se⁃

quenced distance vector (DSDV) [4]. AODV borrows the basic
programs of route discovery and route maintenance from DSR,
and Hop⁃by⁃Hop route, destination node serial number and pe⁃
riodic update mechanism in routing maintenance phases from
DSDV.

One major disadvantage of WSN is the energy limitation of
its nodes. However, AODV does not consider a node’s current
residual energy when it establishes routing. Much research has
been done to improve the AODV protocol by solving the prob⁃
lem of energy consumption in WSN. The existing research
work has just paid attention to controlling the number of pack⁃
ets in the process of establishing routing, or focused on the en⁃
ergy consumption of nodes and the path load. In fact, the im⁃
provement is not ideal. In this paper, we propose an improved
ad hoc on⁃demand distance vector routing (IAODV) algorithm
based on the existing location⁃aided routing (LAR) routing pro⁃
tocol to reduce the number of route request (RREQ) packets.
The IAODV algorithm uses the improved routing control pack⁃
ets and streamlined routing tables and route request tables. It
simplifies the route discovery process and reduces the number
of routing control packets and the power consumption of the
network. This algorithm also uses the path selection function
that takes the hop and energy consumption into account. This
function helps optimize the power consumption of sensor net⁃
work nodes and prolong the lifetime of the network.

2 Related Work
Location⁃based routing protocols, such as geographical adap⁃

tive fidelity (GAF) and geographical and energy aware routing
(GEAR) [5], [6], need to wake up the sensor nodes nearest to
the tracking target in an application that wants to obtain infor⁃
mation related to the target position. The Greedy Perimeter
Stateless Routing (GPSR) [7] protocol is a typical location ⁃
based routing protocol. Its main strategy is to choose the node
that is closest to the sink nodes as the next hop in every jump.
Network nodes then use the classical flooding routing protocol
[8] to forward packets in the form of broadcast. This protocol is
based on flooding, so the signaling overhead is huge.

Combining the location⁃based routing protocol and flooding
routing protocol, the LAR routing protocol is proposed in [9].
LAR uses the location information to restrict the flooding range
of query packets. Based on the concept of expectation domain,
location information is used to restrict the flooding range of
RREQ, reduce the number of broadcast packets, reduce the
power consumption of the network, and improve the network
performance [9], [10]. These proposed routing protocols use a
series of mechanism to reduce the number of packets transfer⁃
ring in the network in order to make routing overhead relative⁃
ly small. However, they do not take the network nodes’limited
energy into account, so network nodes cannot efficiently send
packets in the limited lifetime of the network.

An enhancement to the AODV routing protocol is proposed
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in [11]. It uses cluster⁃based mechanism to support congestion
control in a mobile ad hoc network (MANET). The main fea⁃
ture of this approach is clustering and the selection of the clus⁃
ter head is on the basis of the congestion status of the nodes.
This protocol is highly efficient in dealing congestion by
achieving QoS constraints (good packet delivery ratio, low de⁃
lay and reduction of packet drops), as well as energy efficient.
However, it reselects the cluster head frequently due to the rap⁃
id energy consumption of the cluster head.

Energy values of the nodes and forwarding packets along the
path of least energy consumption are evaluated in [12], making
the network adaptive in nature. However, the influence of the
hop count on energy consumption of the whole network is not
fully considered in [12]. The distributed Dynamic Route
Change Algorithm (DRCA) [13] dynamically finds a shorter
route to the destination by using the hello message of neighbor
in the AODV routing protocol. DRCA first changes the hello
message format of AODV to make it contain the list of recently
forwarded destination, hop count and sequence number. The
nodes that receive this hello message decide whether they
change the next hop to the destination or not by comparing the
hop count and sequence number in their routing table to those
in the received hello message. However, the impacts of power
consumption of broadcast packets are ignored in [13]. A new
maximum ⁃ energy Local Route Repair (LRR) approach with
multicast AODV routing protocol is proposed in [14]. This re⁃
pair mechanism provides each node in the network with route
establishment capability. However, the impacts of power con⁃
sumption of broadcast packets and transmission hops are also
ignored in [14].

Based on the AODV protocol’s routing selection criteria,
the load path and the quality of the link are considered in [15]
in order to save energy and prolong the network lifetime. Three
factors of noise ratio, the number of active neighbor nodes and
each node’s queue state of filling are considered to improve
the AODV protocol, and improve the performance of the net⁃
work [15]. However, this method [15] may waste sources if it
uses certain a path frequently and makes energy consume
quickly while there is much left energy in other routes of the
network. Piggyback and Weighted neighbor stability Ad hoc On
⁃demand Distance Vector routing (PWAODV) [16] reduces the
route cost and network delay effectively by using piggyback
mechanism and weighted neighbor stability algorithm, Howev⁃
er, the count of packets does not get good control in this meth⁃
od, which makes power consumption unsatisfactory. AODV++
protocol [17] establishes routes from the source node to the des⁃
tination node according to the node’s residual energy and traf⁃
fic load, but it does not fully consider the influence of the hop
count on the whole network’s energy consumption.

In order to solving the problems of AODV and improved
AODV protocols, we propose an improved routing algorithm—
IAODV in this paper. The algorithm limits forwarding packets
in a certain area, and uses the path selection function that con⁃

siders the hop and energy consumption. It realizes the de⁃
crease of the packets number while reducing power consump⁃
tion and prolonging the lifetime of wireless sensor network.

3 IAODV Algorithm

3.1 Format of Packets

3.1.1 Route Request (RREQ) Packets
On the basis of the original format of RREQ packets, the pro⁃

posed RREQ packets (Fig. 1) remove five flags, transform the
original reserved field to the distance field to record the dis⁃
tance from the current node to the destination node, and set up
the energy field to record total nodes’residual energy in each
routing path. At the same time, RREQ takes out the destina⁃
tion sequence number and originator sequence number field.
3.1.2 Route Reply (RREP) Packets

The format of RREP packets (Fig. 2) is basically consistent
with RREQ packets. In RREP packets, the type field is set to
10, and RREP packets change the distance field of RREQ to

type (2 bit):01⁃⁃⁃⁃route request (RREQ).
D (1 bit):0⁃⁃⁃⁃⁃⁃D Address is a EUI-64 bit address.

1⁃⁃⁃⁃⁃⁃D Address is a 16 bit short address.
O (1 bit):0⁃⁃⁃⁃⁃⁃O Address is a EUI-64 bit address.

1⁃⁃⁃⁃⁃⁃O Address is a 16 bit short address.
Reserved (11 bit): It is set to zero and ignored when the node accepts.
Hop Count (4 bit): hop count from the originating node to destination node.
Energy (5 bit): the sum of the total surplus energy from the originating node to

destination node.
RREQ ID (8 bit): When the originating node creates a RREQ, RREQ ID plus 1;

after destination node receives the RREQ, the rout reply (RREP)
takes corresponding RREQ ID.

D Address: the address of destination node.
O Address: the address of originating node.

▲Figure 2. Route reply format of IAODV.

type D O Reserved Hop count Energy RREQ ID D address O address

type (2 bit):01⁃⁃⁃⁃route request (RREQ).
D (1 bit):0⁃⁃⁃⁃⁃⁃D Address is a EUI-64 bit address.

1⁃⁃⁃⁃⁃⁃D Address is a 16 bit short address.
O (1 bit):0⁃⁃⁃⁃⁃⁃O Address is a EUI-64 bit address.

1⁃⁃⁃⁃⁃⁃O Address is a 16 bit short address.
Distance (11 bit): the distance from the current node to destination node.
Hop Count (4 bit): hop count from the originating node to destination node.
Energy (5 bit): the sum of the total surplus energy from the originating node to

destination node.
RREQ ID (8 bit): When the originating node creates a RREQ, RREQ ID plus 1;

after destination node receives the RREQ, the route reply (RREP)
takes corresponding RREQ ID.

D Address: the address of destination node.
O Address: the address of originating node.

▲Figure 1. Route request packet format of IAODV.

type D O Distance Hop count Energy RREQ ID D address O address
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the reserved field and set it to 0. The RREP ignores the re⁃
served field when the node accepts RREP packets.
3.1.3 Route Error (RERR ) Packets

RREQ removes the destination sequence number and origi⁃
nator sequence number field and switches to the path selection
function for path selection. Therefore, as shown in Fig. 3, the
proposed RERR packets, based on the original RERR packet
format, take out the destination count and unreachable destina⁃
tion sequence number field. At the same time, RERR sets up
the failing packet ID field to record the first packet sequence
number that fails to send messages.
3.1.4 Routing Table and Routing Request Table

The IAODV routing table (Fig. 4) removes the source node
serial number field, destination node serial number mark field,
another state or routing marks field, the hop count from the
source node to destination node field, and the forward pointer
table field from AODV routing table. The IAODV algorithm us⁃
es the streamlined routing table and route request table, and
simplifies the route discovery process.

Each node that receives RREQ puts the source node ad⁃
dress and RREQ ID information into the routing request table
(Fig. 4). The node automatically deletes entries in the routing
request table if going beyond the time limit.
3.2 Routing Algorithm

The algorithm uses the distance strategy of the LAR control
routing lookup strategy to determine the size of the search ar⁃
ea. Looking for routing area is then limited to a small search
domain, which reduces routing requests. The routing algorithm
assumes that each node knows its own energy consumption in
the network and that each node is fixed. In the initialization
phase of the network, nodes in the network use GPS to deter⁃

mine their locations, and then send their own coordinates to
the nodes within the scope of one hop. The form of flooding is
kept until each node owns the entire topological graph of net⁃
work.

If the source node wants to send data to the destination node
when there are no necessary items in the routing table, it needs
to broadcast the RREQ packets to find the destination node.
For each node that receives the RREQ, it first judges whether
the RREQ is repetitive. Next decision is made only when the
RREQ is not repetitive. If the node is in the request zone, it
will forward the RREQ. If not, it does not do that. The number
of RREQ packets sent by the node is reduced by this way. Af⁃
ter the destination node receives the RREQ from the originat⁃
ing node, it sends a RREP packet to the source node converse⁃
ly. Only the destination node can build the RREP. The inter⁃
mediate node only broadcasts the RREQ, even though it knows
the rout of the destination node. Therefore, the sent RREP
packets are effectively reduced, and the problem of invalid
RREP packets is avoided. A routing to the destination is built
for the RREP packets that the destination node sends. These
packets go through every intermediate node, and finally reach
the source node. The RREP packets are then inspected if they
match the RREQ. If not, the RREP is discarded. Conversely,
the path selection function is used for sending data. If there is
no appropriate routing within the fixed time, the originating
node will expand the search range and broadcast the RREQ
again. Figs. 5 and 6 show the flow charts of RREQ and RREP
routing.

When a link is disconnected, the node uses unicast to the
source node for noticing the link failure. The RERR packets
point out the unreachable destination nodes.

In Figs. 7 and 8, A is the source node and D is the destina⁃

RREP: route reply RREQ: route request

▲Figure 3. Route Error packet format of IAODV.

type D Reserved Unreachable destination IP address Failing packet ID
type (2 bit):11
D (1 bit):0⁃⁃⁃⁃⁃unreachable destination address is an EUI-64 bit address

1⁃⁃⁃⁃⁃unreachable destination address is a 16 bit short address
Reserved (5 bit): reservations
Unreachable destination IP address: unreachable destination node address
Failing packet ID: first packets sequence number of failing to send message

▲Figure 5. Routing of RREQ packets.

Receive RREQ

Whether
repeat

Whether node
in the domain

N

Whether it is the
destination node

Y

Create and unicast
RREP

Y

Discarding RREQY

Do not forward RREQN

Broadcast RREQN

▲Figure 4. IAODV routing table and routing request table.

Destination address Next hop address
Routing table：

Originator address
Routing request table：

RREQ ID ineffective time
RREQ: route request
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tion node. Only the black nodes forward RREQ during the rout⁃
ing process. When Fig. 7 is compared with Fig. 8, it is seen
that the inhibition flooding method can effectively reduce the
number of RREQ packets. This is duo to in the process of inhi⁃
bition flooding, routing area is limited to a small search do⁃
main, which reduces routing requests.
3.2.1 Path Selection

The power consumption of wireless sensors mainly includes
consumption in perception, processing, communication, and
positioning. Among them, the consumption of communication
is the biggest of all. Each source node sends data to destina⁃
tion node consuming energy that is connected with the hop
count. A path selection function is defined by the node’s resid⁃
ual energy and hop count in the process of routing selection. A
routing in which the nodes’average residual energy is biggest
is selected as the best routing. In this way, the node’s energy
consumption is optimized and the network’s lifetime is pro⁃
longed.

The IAODV related definitions are as follows.

Definition 1: a route is expressed as ri = a1,a2, ...,aj , where
a1 is the source node, aj is the destination node, and N is the
number of hops from the source node to destination node.

Definition 2: Ei is the residual energy of ai , the average re⁃
sidual energy of each node on the route ri :

f (ri) =
∑
i = 1

j

Ei

N + 1
(1)

Definition 3 (path selection function):
f (rmax) =MAX{ f (ri)|ri ∈R} (2)

where R is the set of all paths from the source node to the des⁃
tination node.

Equations (1) and (2) show that the path that has more resid⁃
ual energy and less hops is more likely to be selected. When
paths have the same residual energy, the path with the least
hops is selected. When paths have the same hop count, the
path with the most residual energy is selected.

4 Simulation Experiment

4.1 Simulation Environment
In order to verify the IAODV algorithm performance, we im⁃

plemented a simulation experiment on the NS⁃2.35 simulation
platform. The simulation parameters were set as shown in Ta⁃
ble 1.

The simulation experiment evaluates the following indica⁃
tors:
(1) The number of survival nodes, which reflects the lifetime of

the network in different periods
(2) The rate of residual network energy, which is the proportion

of the sum of all nodes’residual energy and the initial total
energy and reflects the power consumption of the routing al⁃
gorithm

4.2 Simulation Results and Analysis
In the experiment, IAODV is compared with AODV, PWA⁃

ODV [16] and AODV++ [17] in the same simulation environ⁃
ment.

According to the simulation results shown in Fig. 9, the
polylines of the four algorithms coincide at 0-30 s. As the sim⁃
ulation time goes on, the number of survival nodes in the net⁃

▲Figure 6. Routing of RREP packets.

RREP: route reply

▲Figure 7. Flooding. ▲Figure 8. Inhibition flooding.

▼Table 1. IAODV simulation parameter values

MAC: media access control

Parameters
MAC layer

The number of nodes
The size of the simulation platform (m×m)

Simulation time (s)
Transmission rate (k/bs)
Initial energy of nodes (J)
Transmission distance (m)

Values
IEEE802.15.4

50
50×50
100
250
30
10

Receive RREP

Whether
match

Y

Discarding RREPN

Establish a reverse
routing

Whether it is the
source node Unicast forwarding RREPN

Choose a path
according to the

function

Y

Start sending data

A

E F

G

B
C D D

G

C

A

E F

B
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work tends to reduce no matter which protocol is adopted.
With IAODV, the first node death time is at 50 s and there are
five dead nodes at the end of the simulation. With AODV++,
the first node death time is at 46 s and there are eight dead
nodes at the end of the simulation. With PWAODV, the first
node death time is at 44 s and there are 10 dead nodes at the
end of the simulation. With AODV, the first node death time is
at 40 s and there are 13 dead nodes at the end of the simula⁃
tion.

The death time of nodes in the AODV⁃based network is the
earliest and the number of dead nodes at the end of the simula⁃
tion is also the most in this network, because the AODV proto⁃
col does not consider the energy consumption of nodes in the
process of routing discovery. PWAODV uses piggyback mecha⁃
nism and weighted neighbor stability algorithm to reduce the
route cost and network delay effectively. The AODV++ proto⁃
col establishes routes from the source node to destination node
according to the residual energy and traffic load of nodes. Com⁃
pared with AODV, PWAODV and AODV++ have certain im⁃
provement in the energy consumption of the network. However,
they fail to consider the influence of the hop count to the ener⁃
gy consumption of the whole network.

IAODV considers the hop count and energy consumption by
using the path selection function. Compared to the other three
protocols, it achieves the latest death time of nodes and the
fewest dead nodes. In this way, the IAODV algorithm reduces
the number of dead nodes in limited time and prolongs the life⁃
time of the network.

Fig. 10 shows that the ratio of residual network energy tends
to reduce no matter which protocol is adopted. In an IAODV
based network, the nodes first confirm their own locations by
GPS and send the coordinate to all the nodes in one hop.
Therefore, the ratio of residual energy is low at the initial stage
of the simulation. According to Fig. 10, the residual energy ra⁃
tio of the IAODV based network is higher than those of the net⁃

working using the other three protocols, and the gap becomes
bigger as the simulation time goes on.

According to Fig. 11, the routing costs of the four protocols
are small, when the number of nodes is small. However, with
the increase of nodes, the routing cost of AODV dramatically
increases. The increase of the routing costs of AODV++ and
PWAODV is smaller than AODV. IAODV has the least in⁃
crease of the routing cost because it optimizes the network rout⁃
ing process.

5 Conclusions
We propose IAODV, an improved routing algorithm, for real⁃

izing low power consumption and longer lifetime of WSN. The
proposed algorithm combines the AODV and LAR routing pro⁃
tocols and gives full consideration to the network’s energy con⁃
sumption problem. According to the simulation results, this al⁃

▲Figure 9. Living nodes. ▲Figure 10. The ratio of residual energy.

▲Figure 11. Routing cost.
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