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Abstract

Aiming at the low accuracy problem of power system short⁃term load forecasting by traditional methods, a back⁃propagation artifi⁃
cial neural network (BP⁃ANN) based method for short⁃term load forecasting is presented in this paper. The forecast points are re⁃
lated to prophase adjacent data as well as the periodical long⁃term historical load data. Then the short⁃term load forecasting model
of Shanxi Power Grid (China) based on BP⁃ANN method and correlation analysis is established. The simulation model matches
well with practical power system load, indicating the BP⁃ANN method is simple and with higher precision and practicality.
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1 Introduction
he short⁃term load forecasting is an important com⁃
ponent of the power system generation projects,
which supports the economic and stable power sys⁃
tem operation [1]. Increasing the forecasting preci⁃

sion of power grid load has been a major concern all over the
world. Recently, many short ⁃ term load forecasting methods
have been studied, such as regression analysis method [2], ex⁃
ponential smoothing model [3], random time series model, grey
forecasting model, support vector machine and its improved
model [4]-[6], neural network and its improved model and com⁃
bination forecasting model [7], [8]. Most of these methods can
be divided into two types according to the utilized data, one
takes the weather factors into account, while the other does not
involve weather data. The two types both have advantages and
apply to different situations. The type without weather impact
mainly uses historical data, which has easy model and calcula⁃
tion, but the precision is relatively low. The other type in⁃
cludes weather and many impact factors, but most of these im⁃
pact factors are predictive data, which introduce bigger errors
in load forecasting model, not to mention that some weather
factors are difficult to obtain. Therefore, it is significant to find
a precise load forecasting method with few impact factors.

In this paper a back ⁃ propagation artificial neural network
(BP⁃ANN) based load forecasting method is presented, to bal⁃
ance the problem of precision and impact factors. Firstly we

pick historical load data and employ multiscale entropy analy⁃
sis. Then we build the BP⁃ANN load forecasting model based
on the screened historical data. The load forecasting model is
applied to practical load prediction and compares with two lit⁃
erature forecasting methods, in order to verify its superiority
and high precision.

2 BP⁃ANN Basic Principles
BP network is one of the most commonly used neural net⁃

work modes, which owns several advantages: 1) has simple
structures and operability; 2) can realize any complicated non⁃
linear mapping since basically it is nonlinear mapping from in⁃
put to output; 3) has self⁃study ability for further improvement
and development. Based on these advantages of BP network,
we employ the 3⁃layer BP network to dynamically evaluate the
Muskingum model parameters. Fig. 1 gives out the topological
structure of the 3⁃layer BP network. We divide the 3⁃layer BP
network into input layer, hidden layer and output layer, the
point numbers of each layer are n, p, m, respectively. Wi

j (i = 1,
2, ... , n; j = 1, 2, ... , p) represents the weight between the in⁃
put layer and hidden layer, while Vi

j (i = 1, 2, ... , p; j = 1,
2, ... , m) represents the weight between the hidden layer and
output layer. The threshold values of the hidden and output lay⁃
ers are θi (i = 1, 2, ... , p) and μi (i = 1, 2, ... , m), respectively.
The self ⁃ study processes of the BP network have been thor⁃
oughly discussed in literatures [1].

T
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According to the basic principles of BP ⁃ANN method, the
precondition of BP network forecasting is determining the in⁃
put and hidden layers. As for the power load forecasting, i.e.,
use historical data to forecast the load of a future moment, the
input layer plays the key role, since yet there is few effective
method to determine the hidden layer parameters.

3 Multiscale Entropy of Load Data

3.1 Basic Principles of Multiscale Entropy
The entropy has been widely used to characterize the com⁃

plexity of information, and is the measurement of the system
randomness. The Kolmogorov⁃Sinai (KS) entropy can character⁃
ize the complexity of the signals by calculating the average gen⁃
eration rate of new information. The approximate entropy (Ap⁃
En) originates from KS entropy, and applies well in the com⁃
plexity analysis of short⁃ term time series. The sample entropy
(sampEn) is the further modification of the ApEn.
3.1.1 Sample Entropy

The similar data comparison of the ApEn calculation con⁃
tains the comparison with its own data part, which causes re⁃
sult errors. The sampEn is the precise value of the average nat⁃
ural logarithm of conditional probability, and avoids the com⁃
parison with its own data. Thus the sampEn calculation does
not depend on the data length, showing better consistence than
ApEn.

Set the initial time series as x(1), x(2), ... , x(N), the sampEn
of the series is calculated as follows:
1) Construct a m⁃dimension vector X(i) = [x(i), x(i+1), ... , x(i+

m-1)], i = 1, 2, ... , N-m+1;
2) Define the distance between X(i) and X(j) as d[X(i), X(j)] =

max[｜x(i+k)-x(j+k)｜], k = 0, 1, ... , m-1;
3) Give the number of threshold values r and obtain the ratio

Ci
m(r) = [the number of all d[X(i), X(j)]<r]/(N-m), i = 1, 2, ... ,

N-m+1;

4) Calculate the average value of Ci
m(r) for all i, Cm(r) = Ci

m(r)/
(N-m+1), i = 1, 2, ... , N-m+1;

5) Add the dimension to m+1, then repeat processes 1-4 to get
Cm+1(r);

6) SampEn of this series sampEn(m, r, N) = -ln Ci
m(r)/Ci

m(r).
Apparently the values of m, r are very important to the sam⁃

pEn results. Generally we choose m = 2, r = 0.1⁃0.2 SD, where
SD is the standard deviation of the initial data x(i), i = 1, 2,…,
N, and the series length N is required to be larger than 1000.
3.1.2 Multiscale Entropy

The parameters of ApEn, sampEn are determined by the sys⁃
tem step finite difference (Hn+1-Hn), which is based on the sin⁃
gle scale analysis and does not contain the system characters
of high scale >1. The multiscale entropy analysis is calculated
as following processes, in which τ is the scale index, when τ =
1 the time series yj(τ) is the initial time series.

Set the initial data as {x(1), x(2), ... , x(N)}, now we construct
the coarse⁃graining series {y(τ)}:
1) yj(τ ) = x(i)/τ, i = (j-1) (τ+1), ... , jτ, j = 1, 2, ... , N/τ. The

length of each time series equals the ratio of the initial time
series length to scale index τ.

2) Calculate the sampEn of the coarse⁃grained series for differ⁃
ent τ.

3.2 Load Analysis by Multiscale Entropy
Researchers generally use the adjacent data points before

the predictive data point as the input data in the BP⁃ANN mod⁃
el for load forecasting [9], [10], because it is usually believed
that the predictive points only relate to the changing trend of
recent and adjacent data. In this paper we calculate the corre⁃
lation coefficients of predictive points and adjacent points,
which are illustrated in Fig. 2 All data come from the daily
load of Shanxi Grid in 2004.

Fig. 2. shows the changing trend of the predictive points and
4 adjacent points. The p(t) represents the predictive load point
value, and p(t-1) represents the previous load point value be⁃
fore the predictive load point, and so on. Clearly, it is found
that the correlation coefficients between predictive points and
adjacent points gradually descend.

Then we utilize the multiscale entropy to evaluate the calcu⁃

▲Figure 1. The structure of BP⁃ANN.

▲Figure 2. Correlation coefficient of calculating point and adjacent point.

Hidden
layer

Input
layer

Output
layer

θ1Wij

X1k

Xnk

…
…

…
…

θi

θp

Y1k

Vij

Ymk

μi

μm

…
…

4.54.03.53.02.52.01.51.00.50

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0

Cor
rela

tion
coe

ffic
ien

ts

◆
◆

◆
◆

p (t ), p (t -1)
p (t ), p (t -2)

p (t ), p (t -3)
p (t ), p (t -4)

Adjacent points

2



D:\EMAG\2015-08-47/VOL13\F3.VFT——4PPS/P

Special Topic

September 2015 Vol.13 No.3ZTE COMMUNICATIONSZTE COMMUNICATIONS04

Theory Study and Application of the BP⁃ANN Method for Power Grid Short⁃Term Load Forecasting
Xia Hua, Gang Zhang, Jiawei Yang and Zhengyuan Li

lation error introduced by adjacent data points in BP ⁃ ANN
model. We pick the daily load data of Shanxi Grid (from
2003.1.1 to 2009.12.31) as the database, and calculate the en⁃
tropy of load data through the above method in chapter 2.1,
with parameters m = 3, r = 0.1 SD. The calculating results are
demonstrated in Fig. 3. The entropy of load data decreases
with the increment of scale index. Note that the entropy chang⁃
es rapidly between scale 1 and scale 2, indicating that adja⁃
cent points introduce strong chaos. Combining with Fig. 2, it is
clear that adjacent data points definitely affect the forecasting
precision in BP⁃ANN load forecasting model. As a result, the
forecasting model should be established based on nonadjacent
data points to increase precision.

4 Building BP⁃ANN Model for Short⁃Term
Load Forecasting
Start from the correlation coefficients discussed above, we

set up the BP⁃ANN model for short⁃term load forecasting. First⁃
ly we pick the most relevant load data series with the predic⁃
tive data series, as the input of the BP⁃ANN model. The corre⁃
lation coefficients between the predictive point p(t) and histori⁃
cal data is illustrated in Fig. 4. We find that the predictive
load point p(t) not only shows strong correlation with the adja⁃
cent two load points p(t-1) and p(t-2), also periodically corre⁃
lates to long⁃term historical data. Thus these periodically corre⁃
lated historical data can also be used to build the forecasting
model as well. We choose 8 historical data points with the

strongest correlation with p(t) in Fig. 4 as the input of neural
network. The parameter of hidden layer is 4, and the output is
the predictive load data p(t) of next hour. As a result, we build
the 8⁃4⁃1 BP⁃ANN load forecasting model, which is schemati⁃
cally shown in Fig. 5.

5 Application Examples of Shanxi Grid
Shanxi Grid mainly serves Shanxi Province and includes

both hydropower and thermal power. The short⁃term load fore⁃
casting is of great significance for Shanxi Grid, which directly
determines the operation mode of hydropower and thermal pow⁃
er. In this paper we use 24 short⁃term load data points from the
year of 2003 to 2008 as the database, and employ the present⁃
ed BP⁃ANN model for prediction. The results are verified with
the load data of 2009. Also, we use the methods of literatures
[10], (named as Method 1 and Method 2, respectively) to ob⁃
tain predictive results, and compare the results of three meth⁃
ods through mean absolute error, error quadratic sum, and av⁃
erage relative error. The results are shown in Table 1. The re⁃
sult of the presented BP ⁃ANN method in this paper has the
lowest errors for all three evaluation index, which indicates its
superiority and high precision.

The presented BP ⁃ANN method applies well to the short ⁃
term load forecasting of Shanxi Grid for its operability and sta⁃
bility. We predict one day load of Shanxi Grid in 2009 through
the BP⁃ANN method, and give out the result in Fig. 6. We find
that the predictive load data is in good accordance with the ob⁃
served load data. The highly matched results imply that the
simple presented BP⁃ANN method is with high precision and
practical for short ⁃ term load forecasting in Shanxi Grid. This
method opens another simple and accurate way to forecast short
⁃ term grid load, which owns great prospects for its feasibility

▲Figure 4. Correlation coefficient of prediction set and history set.

▲Figure 3. Entropy of load data under different scale.

▼Table 1. Comparison of 3 prediction methods

Evaluation index
Method 1
Method 2

Presented BP-ANN
method

Mean absolute error
（10 MW）

0.12
0.08
0.03

Error quadratic sum
（10 MW2）

4280
3750
2270

Average relative
error（%）

0.21
0.17
0.11

▲Figure 5. BP⁃ANN model for load prediction.
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and precision.

6 Conclusion
This paper presents a simple and accurate BP⁃ANN method

for the short⁃ term load forecasting. We use the multiscale en⁃
tropy to analyze the load data. The BP⁃ANN model using adja⁃
cent data points greatly affect forecasting precision. And the
predictive load data not only shows strong correlation with the
adjacent load data, also with periodic long ⁃ term data points.
Therefore, we employ adjacent data correlation method to
screen the input layer parameters of BP⁃ANN model, and es⁃
tablish the short ⁃ term load forecasting BP⁃ANN method. We
apply the model and method to the short⁃term load forecasting
of Shanxi Grid, and compare it with other two forecasting meth⁃
ods in previous literatures. The predictive results of the pre⁃
sented BP⁃ANN method owns the lowest average relative error
0.11% among three methods, and matches very well with the
observed load data, which indicates the extremely high preci⁃
sion. Thus this method serves as a simple and feasible ap⁃
proach to realize precise short⁃term grid load forecasting.
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Xia Hua, Gang Zhang, Jiawei Yang and Zhengyuan Li

▲Figure 6. Load prediction result of 2009.
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